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Abstract

In this work, the decay behavior of dipole strength of 96Mo and 150Nd after excitation
with high-energy photons was investigated. For this purpose, multiple experiments
at the γ3 setup and clover array setup at the High-Intensity γ-ray Source (HIγS) at
Duke University and at the Darmstadt High-Intensity Photon Setup (DHIPS) of the
superconducting Darmstadt electron linear accelerator (S-DALINAC) at Technische
Universität Darmstadt were performed. For the 150Nd experiment at HIγS, the laser-
Compton backscattering photon beam was operated in a new high-resolution mode,
with an energy resolution of Δ𝐸/𝐸 ≈ 2%. The high energy resolution allowed, for the
first time, the spectral separation of different decay components into the ground state
band for a heavy deformed nucleus. Between 4MeV and 7MeV, an almost constant
average branching ratio of 0.481(17) between the decay to the 2+1 state and the
ground state was observed. By introducing an internal fluctuation ratio 𝑠, the statistical
distribution of partial transition widths was deduced. The observations are consistent
with 𝜒2-distributed transition widths with degree of freedom 𝜈 = 1.82(10), and
inconsistent with the Porter-Thomas distribution (𝜈 = 1). Additionally, in combination
with the DHIPS experiment, properties of individual states and the photon-scattering
cross section were determined. For the 96Mo experiment, utilizing γγ-coincidence
measurements in combination with a linearly polarized quasi-monochromatic photon
beam, the photon strength functions (PSFs) were determined that are built on top
of excited 2+ states, which were then combined into a single downward PSF. The
general shape and slope of the determined PSF agree very well with experiments using
complementary probes, however, it is much smoother and exhibits fewer fluctuations
in comparison to the literature values. This deviation indicates a possible violation of
the Brink-Axel hypothesis for the studied energy range.
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Zusammenfassung

Im Rahmen dieser Arbeit wurde das Zerfallsverhalten der Dipolstärke von 96Mo und
150Nd infolge von Anregung mittels hochenergetischer Photonen untersucht. Hier-
zu wurden mehrere Experimente am γ3-Aufbau sowie Clover-Array-Aufbau an der
High-Intensity γ-ray Source (HIγS) an der Duke University sowie am Darmstadt
High-Intensity Photon Setup (DHIPS) des supraleitenden Darmstädter Elektronenli-
nearbeschleunigers (S-DALINAC) an der Technischen Universität Darmstadt durchge-
führt. Für das 150Nd Experiment an HIγS wurde der Laser-Compton-rückgestreute
Strahl in einem weiterentwickelten hochauflösenden Modus mit einer Energieauf-
lösung von Δ𝐸/𝐸 ≈ 2% betrieben. Durch diese hohe Energieauflösung ist erstmals
die spektrale Unterscheidung verschiedener Zerfallskomponenten in die Grundzu-
standsbande für einen schweren deformierten Kern möglich. Zwischen 4MeV und
7MeV wird ein nahezu konstantes mittleres Verzweigungsverhältnis von 0.481(17)
beobachtet. Es wird das interne Fluktuationsverhältnis eingeführt, das von der sta-
tistischen Verteilung der partiellen Übergangsbreiten abhängt. Die Beobachtungen
sind konsistent mit 𝜒2-verteilten Übergangsbreiten mit Freiheitsgrad 𝜈 = 1.82(10)
und passen nicht zur Porter-Thomas-Verteilung (𝜈 = 1). Des Weiteren wurden in
Kombination mit dem DHIPS-Experiment die Eigenschaften einzelner Zustände sowie
der Photonenstreuwirkungsquerschnitt bis zur maximalen Strahlenergie unterhalb
der Neutronenseparationsenergie bestimmt. Für das 96Mo-Experiment wurden mit-
tels γγ-Koinzidenzmessungen in Kombination mit einem linear polarisierten quasi-
monochromatischen Photonenstrahl Photonenstärkefunktionen (PSFs) gemessen, die
auf angeregten 2+-Zuständen aufgebaut sind, und zu einer abregenden PSF kombi-
niert. Die Form und Steigung der bestimmten PSF stimmen gut mit Experimenten
mit komplementären Sonden überein, im Vergleich zur Literatur ist der Verlauf aller-
dings deutlich glatter, mit weniger Fluktuationen. Dies deutet auf eine Verletzung der
Brink-Axel Hypothese für den untersuchten Energiebereich hin.
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1. Introduction

1.1. Stellar nucleosynthesis

The atomic nucleus is a basic constituent of complex matter. It consists of protons
and neutrons – the nucleons. Their interaction is mediated by the nuclear force, a
remnant of the strong interaction that acts between the fundamental particles called
quarks that form the nucleons. The way these components work together gives rise to
a complex many-body quantum system that features a wide variety of excitation and
interaction modes.

Only the lightest nuclei up to 4He (neglecting minuscule amounts of 7Li) were formed
during the first fewminutes after the Big Bang (primordial nucleosynthesis) [1]. Heavier
elements began to emerge much later in stars (stellar nucleosynthesis) [2, 3], where
the environmental conditions necessary for the fusion of light nuclei into heavier
ones are found. A variety of fusion reactions and interaction chains contribute to this
process. For a detailed overview, refer to Refs. [3, 4].

Nuclear fusion is energetically favored up to the 𝐴 ≈ 60 mass region around 56Fe.
Several other processes describe the synthesis of heavier elements by accumulation of
additional protons or neutrons. One of these nucleosynthesis processes is the slow
neutron-capture process (s process) [5]. It takes place in an environment with com-
paratively low temperatures (108 K to 4×108 K) and low neutron densities (107 cm−3

to 108 cm−3). A stable nucleus successively captures neutrons in (n, γ) reactions,
eventually resulting in an unstable nucleus. The unstable nucleus undergoes β−-decay
back to the valley of stability before the process repeats. Multiple astrophysical sites
provide sufficient neutron fluxes for the s process to occur [6]. For example, He burn-
ing in massive stars sustains the weak s process through (α, n) reactions, producing
elements in the mass region between Fe and Sr [7]. The main s process takes place in
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low-mass asymptotic giant branch (AGB) stars and synthesizes elements up to 209Bi.
Repeated neutron-capture reactions on unstable nuclei can generally not be sustained
because of the low neutron flux present during the s process. Branch-point nuclei
provide opportunities for the s process to also reach stable nuclei separated by a single
unstable nucleus if the β−-decay rate is sufficiently low [6].

In contrast to the s process, the rapid neutron-capture process (r process) [8–10]
takes place in environments with a larger temperature (109 K to 2×109 K) and a
much larger neutron flux, allowing for repeated neutron-capture reactions in quick
succession. It involves a large region of the nuclear chart, spanning from the valley of
stability almost all the way to the neutron drip line, and produces elements up to Pu
and beyond (for a short time). The nucleus accumulates neutrons in rapid succession
until an equilibrium between (n, γ) neutron-capture and (γ, n) photodisintegration
reactions is reached at the so-called waiting point. After some time, the nucleus
β−-decays, the atomic number 𝑍 of the nucleus increases, and the process repeats.

Multiple astrophysical sites have been suggested that could host the r process, includ-
ing neutrino-driven winds and mass ejection following core-collapse supernovae [9].
Multi-messenger observations of binary neutron star mergers [11] allowed for the
first direct astronomical observations consistent with r-process predictions.

Neutron-induced fission reactions (n, f) can recycle heavy nuclei into lighter fragments,
reintroducing them to the 𝑟 process. It has been proposed [12] that this recycling
weakens the dependency on the exact environmental conditions like temperature and
density at the astrophysical site and instead strengthens the sensitivity of the r process
on nuclear properties and models. Several nuclear data inputs are required [13],
including the equation of state (EoS) of nuclear matter, and properties of neutron-
rich nuclei. For r-process network simulations such as WinNet [14], neutron-capture,
photodissociation and β-decay rates, and fission rates and yields are required. Neutron-
capture and photodissociation rates for a particular decay channel are directly related
to each other using detailed balance [15].

The r-process path runs through a region of the nuclear chart with a large neutron
excess, which is, for the most part, not accessible experimentally for the foreseeable
future. Therefore, theoretical models are required to describe these nuclei. The models
have to be verified with or extrapolated from nuclear data for nuclei that are accessible
experimentally. For neutron densities in between the s and r process, the intermediate
neutron-capture process (i process) [16] has been suggested. Its existence is supported
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by various observations (see Ref. [17] and references therein), but its astrophysical
site is still under discussion. The i process traverses a region of the chart of nuclides a
few nucleons away from the valley of stability. Finally, the p process [18] should be
mentioned, which is the process responsible for the nucleosynthesis of proton-rich
nuclei. Originally attributed to proton-capture reactions [2], it is now associated with
photodisintegration reactions [18].

Stable nuclei are particularly well-suited for experiments. These are usually available
in macroscopic quantities without requiring particle accelerators or nuclear reactors
for production. With the method of isotopic enrichment, even samples of isotopes
with a low natural abundance can be obtained. Thus, stable nuclei can be studied
using processes with low cross sections, such as high-energy photon interactions. This
thesis focuses on the experimental study of the nuclear photoresponse, which can be
directly measured in photonuclear reactions and reactions involving the emission of
photons (nuclear resonance fluorescence (NRF) experiments, (γ,γ′)) for stable and
long-lived isotopes.

1.2. Nuclear photoresponse

One of the essential properties of an atomic nucleus is its probability to absorb and
emit photons with different energies. This so-called photon strength function (PSF)
encodes the nuclear photoresponse of an atomic nucleus, a key ingredient of r-process
calculations. This response can be separated into the different multipolarities 𝜆𝐿, with
radiation character 𝜆 ∈ {𝐸,𝑀} (𝐸: electric, 𝑀: magnetic) and angular momentum
quantum number 𝐿. For transitions between two states with total angular momentum
quantum numbers 𝐽1 and 𝐽2, and parity quantum numbers 𝜋1 and 𝜋2, the following
selection rules apply [21]:

|𝐽1−𝐽2| ≤ 𝐿 ≤ 𝐽1+𝐽2, 𝜋1𝜋2 ={
(−1)𝐿 ⇔𝜆=𝐸,
(−1)𝐿+1 ⇔𝜆=𝑀.

(1.1)

Because photons carry angular momentum, no (single-photon) transitions of type 𝐸0
or 𝑀0 are possible. Consequently, electromagnetic transitions between two states
with 𝐽1 = 𝐽2 = 0 are forbidden. Other probes or internal conversion of electrons can
induce 𝐸0 transitions.
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Figure 1.1.: Simplified illustration of the main modes of excitation observed in NRF experiments
for a heavy deformed nucleus using MeV-ranged photons. Similar overview figures
have been shown in various publications and talks, e.g., see Refs. [19, 20].

Lower multipole orders 𝐿 dominate, and electric multipole transitions 𝐸𝐿 are usually
more probable than magnetic multipole transitions 𝑀𝐿. Because of the low angular
momentum transfer of real photons , NRF reactions predominantly induce 𝐸1 and 𝑀2
transitions, while 𝐸2 transitions occur with significantly suppressed probability.

The transfer of angular momentum 𝜆𝐿 is described in terms of the transition operator
𝑇(𝜆𝐿). Following the notation of the reduced matrix element according to the Wigner-

4 1. Introduction



Eckart theorem, it can be related to the reduced transition probability [21]

𝐵(𝜆𝐿;𝐽
𝜋𝑗
𝑗 →𝐽𝜋𝑘

𝑘 ) =
1

2𝐽𝑗+1
|⟨𝛹𝑘‖𝑇(𝜆𝐿)‖𝛹𝑗⟩|

2
, (1.2)

for transitions from state 𝐽𝑗 to state 𝐽𝑘, which relates experimental and theoretical
quantities. Upward 𝐵(𝜆𝐿) ↑ and downward 𝐵(𝜆𝐿) ↓ reduced transition probability,
corresponding to the excitation and deexcitation process, respectively, are related
by

𝐵(𝜆𝐿;𝐽𝑖 →𝐽𝑗)≡ 𝐵(𝜆𝐿) ↑= 𝑔 ⋅𝐵(𝜆𝐿) ↓≡ 𝑔 ⋅𝐵(𝜆𝐿;𝐽𝑗 →𝐽𝑖), (1.3)

with the spin-statistical factor 𝑔 = (2𝐽𝑗+1)/(2𝐽𝑖+1). Reduced transition probabilities
are given in units of MeVfm2𝐿+1 in the SI system of units [22]. In the literature,
Gaussian CGS units [23, pp. 775–784] of 𝜇2

Nfm
2𝐿−2 for 𝐵(𝑀𝐿) values and 𝑒2fm2𝐿 for

𝐵(𝐸𝐿) values are commonly found. A conversion to Gaussian CGS units is possible
using the relation

[1MeVfm2𝐿+1]
SI
= [62.805𝜇2

Nfm
2𝐿−2]

CGS
= [0.69446𝑒2fm2𝐿]

CGS
. (1.4)

A quantity closely related to the reduced transition probability is the partial transition
width 𝛤𝑗→𝑘, which is expressed as

𝛤𝑗→𝑘 = 8π∑
𝜆𝐿

(
𝐸γ

ℏ𝑐
)

2𝐿+1

⋅
𝐿 +1

𝐿[(2𝐿 +1)!!]2
⋅ 𝐵(𝜆𝐿) ↓ . (1.5)

By expanding 𝛤𝑗→𝑘 =∑𝜆𝐿𝛤
𝜆𝐿
𝑗→𝑘 and rearranging Eq. (1.5) with respect to 𝐵(𝜆𝐿) ↓, one

obtains

𝐵(𝜆𝐿) ↓=
1
8π

⋅(
ℏ𝑐
𝐸γ

)
2𝐿+1

⋅
𝐿[(2𝐿 +1)!!]2

𝐿 +1
⋅𝛤𝜆𝐿

𝑗→𝑘. (1.6)

In the following, an introduction to the relevant excitation modes and resonances will
be given. For 𝐸1 radiation, it is primarily based on Refs. [24, 25], for 𝑀1 radiation
on Ref. [26]. For a depiction of all discussed excitation modes and their respective
energies, refer to Fig. 1.1.
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1.2.1. Electric dipole strength

An estimate for the total 𝐸1 strength is obtained using the so-called Thomas-Reiche-
Kuhn [27, 28] energy-weighted sum rule (EWSR) [29]

∫
∞

0
𝜎𝐸1(𝐸γ) d𝐸γ ≈

2π2𝑒2ℏ𝑐
𝑚N𝑐2

𝑁𝑍
𝐴

≈ 60
𝑁𝑍
𝐴

(MeVmb). (1.7)

Here, 𝜎𝐸1 refers to the 𝐸1 photoabsorption cross section, 𝑁,𝑍, and 𝐴 refer to the
neutron, proton, and mass number of the nucleus, and 𝑚N is the nucleon mass. A
majority of this sum rule is exhausted by a single resonance, the isovector giant dipole
resonance (IVGDR) [24, 30]. Depending on the nucleus, its centroid energy 𝐸c is
at around 13MeV to 25MeV, with lower centroid energies corresponding to higher
mass numbers. In a geometric picture, it corresponds to a collective out-of-phase
oscillation of a proton fluid against a neutron fluid [31]. For heavy spherical nuclei, it
is approximated by a Lorentzian curve:

𝜎IVGDR(𝐸γ) =
𝜎0

1+[(𝐸2
γ −𝐸2

c )/(𝐸2
γ𝛤2)]

, (1.8)

with peak cross section 𝜎0 and resonance width 𝛤.

For neutron-rich nuclei, a further contribution to 𝐸1 strength is situated on the low-
energy tail of the IVGDR in the vicinity of the neutron-separation threshold. This
concentration of 𝐸1 strength is commonly referred to as “pygmy” dipole resonance
(PDR) [25, 32]. In contrast to the exclusive isovector character of the IVGDR, the
PDR can be probed using both isovector and isoscalar probes [33].

Although the PDR has been studied extensively in the past years and decades, its origin
and systematics are still heavily debated [34]. The most common macroscopic models
attribute it to an oscillation of a neutron skin against an isospin-saturated (𝑁 = 𝑍)
core [35]. The neutron skin thickness is defined as the difference of the neutron
and proton root-mean-square radii, i.e., 𝑟n-skin = 𝑟nrms−𝑟prms. It is expected [36] to be
closely correlated to the electric dipole polarizability [37, 38]

𝛼D =
8π
9

∫
∞

0

d𝐵(𝐸1,𝐸γ)

d𝐸γ

d𝐸γ

𝐸γ
=

ℏ𝑐
2π2 ∫

∞

0

𝜎𝐸1
γ (𝐸γ)
𝐸2
γ

d𝐸γ, (1.9)
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with the reduced transition probability per unit excitation energy d𝐵(𝜆𝐿,𝐸γ)/d𝐸γ

and the photoabsorption cross section 𝜎𝜆𝐿
γ (𝐸γ) for electric dipole radiation, i.e., 𝜆𝐿

= 𝐸1. See also Eq. (1.6) and Eq. (2.3). In contrast to the EWSR, the electric
dipole polarizability is significantly more sensitive to low-lying electric dipole strength
because of the inverse energy-weight. Equation (1.9) is especially useful because
it does not require a separation of PDR and IVGDR strength to extract information
about the neutron-skin thickness from PDR observations [25]. The electric dipole
polarizability is expected to be sensitive to the symmetry energy of the nuclear EoS [36,
39, 40], which in turn impacts astrophysical calculations. Additionally, information
about the neutron skin has further implications on the properties of neutron-star
crusts [41].

An in-depth review of current (microscopical) models for the 𝐸1 strength distribution
with a focus on the PDR region is found in Ref. [34]. The most successful descriptions
have been achieved by microscopic self-consistent mean field models [34]. Another
approach is the quasiparticle phonon model (QPM) that also takes into account one-
particle one-hole (1p-1h) excitations [42]. The authors of Ref. [43] combine the QPM
with energy-density functional (EDF) calculations and nuclear reaction theory, which
reproduces the degree of fragmentation of the experimentally observed spectroscopic
strength and NRF cross sections sufficiently well.

A further contribution to 𝐸1 strength observed for ground-state excitations is the
two-phonon 1− state. It is part of a five-state multiplet primarily formed by the
coupling [2+1 ⊗3−1 ] [44] with additional IVGDR admixtures [45]. It is located at
𝐸(1−1 ) ≈ 𝐸(2+1 )+𝐸(3−1 ).

1.2.2. Magnetic dipole strength

Another feature of the nuclear dipole response for deformed nuclei is the scissors
mode [46, 47], which results in orbital𝑀1 strength [26]. For ground-state excitations
of rare-earth nuclei, it is located at approximately 3MeV. It was first predicted by
Lo Iudice and Palumbo [48] and Iachello [49] before being discovered in (e,e′)
experiments by Bohle et al. [46]. In a macroscopic picture, it is attributed to an
out-of-phase oscillation of a neutron and proton fluid on top of an inert core. An
overview over collective models (e.g., the geometric two-rotor model [48] or the
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algebraic interacting boson model [49]) and microscopic models based on shell-model
calculations is given in Ref. [26].

Usually, the scissors mode built on the ground state fragments into several states.
Especially for transitions at higher temperature between states of the quasicontin-
uum at higher excitation energies and nuclear level densitys (NLDs), it results in
a resonance-like structure that is also referred to as scissors resonance. The total
integrated 𝑀1 transition strength of the scissors mode excited from the ground state
is ∑𝐵(𝑀1) ↑≈ 3𝜇N

2 [50]. In Oslo-method and two-step cascade (TSC) experiments,
transitions between states in the quasicontinuum at excitation energies above the
ground-state scissors mode were probed [51–53]. These experimental methods are
not sensitive to the multipolarity of the observed strength, however, a resonance-like
enhancement is apparent in the γ-decay spectra at around 3MeV that was interpreted
as the 𝑀1 quasicontinuum scissors resonance. The strength of this resonance was
determined to be about twice as strong as the ground-state scissors mode.

A further characteristic of the 𝑀1 response involves spin-flip transitions, which form
the so-called isovector spin-𝑀1 (IVS𝑀1) resonance typically found at energies be-
tween 5MeV and 10MeV [26]. In a shell-model picture, they correspond to single-
particle transitions between spin-orbit partner shells with the same orbital angular
momentum 𝑙 that were split into two levels with 𝑗 = 𝑙±1/2 by the spin–orbit interac-
tion. Evidence for the systematic occurrence of the expected spin-flip resonance is,
however, weak until now.

1.2.3. The low-energy enhancement of strength

At low γ-ray energies, an enhancement of dipole strength referred to as low-energy
enhancement (LEE) or upbend has been claimed [54, 55] for various nuclei [56].
First observations were obtained using the Oslo method and later confirmed using
complementary probes [57]. The systematics, origin and electromagnetic charac-
ter of this upbend are under discussion. While experiments have verified [58, 59]
the dipole character of this enhancement, theoretical models for both 𝐸1 [60] and
𝑀1 [61] character have been proposed. Indications for a small bias towards 𝑀1
radiation were found in proton-scattering experiments. The presence of this upbend
has considerable influence [62] on neutron-capture cross sections. Hartree-Fock-
Bogoliubov (HFB)+quasi-particle random-phase approximation (QRPA) calculations
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suggest [63] a strong sensitivity of neutron-capture cross sections of neutron-rich
nuclei and proton-capture cross sections of neutron-deficient nuclei on a LEE of 𝑀1
strength.

The PSF of 153Smwas probed in both Ref. [59] and Ref. [64] using the Oslo method for
slightly different energy regions. The LEE is only observed for Ref. [59]. The authors
of Ref. [64] attribute the lack of LEE contributions in their data to their comparatively
higher energy cutoff at 1MeV instead of 0.5MeV, however, deviations are already
observed for photon energies below 2MeV (see Fig. 4c in Ref. [64]).

1.2.4. Electric quadrupole strength

To a certain extent, but weaker than dipole excitations, electric quadrupole (𝐸2)
transitions can be induced by resonantly absorbed photons. The 𝐸2 response of
even-even nuclei consists of a variety of 2+ states such as the rotational or vibrational
excitation of the 0+ ground-state (𝐾 = 0), which is almost always the first excited 2+1
state, or the mixed-symmetry 2+ms state. In the energy range of the IVGDR, isoscalar
giant quadrupole resonance (ISGQR) is found, and for higher excitation energies, the
isovector giant quadrupole resonance (IVGQR) [31].

1.2.5. Nuclear deformation

The shape of the strength distributions of the aforementioned excitation modes is
altered significantly if the atomic nucleus is deformed. Most prominently, it results in
the splitting of the IVGDR into several parts. For axially deformed nuclei, the IVGDR
begins to broaden with the onset of nuclear deformation and eventually splits into two
parts for well-deformed nuclei [65, 66]. For heavy nuclei, it can be approximated as a
sum over two Lorentzian distributions (compare Eq. (1.8)). In a hydrodynamic model,
the two parts correspond to oscillations along and perpendicular to the symmetry
axis of the nucleus [31]. Based on the 𝐾-quantum number, which is the projection
of the angular momentum quantum number 𝐽 onto the nucleus’ symmetry axis, this
splitting is also referred to as 𝐾-splitting. The excitation modes are characterized by
𝐾𝜋 = 0− for the parallel and 𝐾𝜋 = 1− for the two orthogonal oscillations with respect
to the nuclear symmetry axis.

1.2. Nuclear photoresponse 9



An indication for the presence of nuclear deformation is the 𝑅4/2 =𝐸(4+1 )/𝐸(2
+
1 ) value,

which takes on 𝑅4/2 = 2.0 for spherical nuclei (vibrator), 𝑅4/2 = 2.5 for 𝛾-soft nuclei
and 𝑅4/2 = 3.33 for an axially symmetric rotor [67]. A further characterization of the
nuclear (quadrupole) deformation is possible using the Bohr deformation parameters
𝛽2 (quadrupole deformation parameter) and 𝛾 (asymmetry deformation parameter).
The former yields a direct estimate for the strength of nuclear deformation, ranging
from 𝛽2 = 0 for spherical to 𝛽2 ≈0.3 for prolate nuclei [67]. All 𝛽2 values in this work
are taken from Pritychenko et al. [68]. The latter is equal to 𝛾 = 0° and 𝛾 = 60° for
axially prolate and oblate deformed nuclei, respectively. For 0° < 𝛾 < 60°, the nucleus
is triaxially deformed. The maximum triaxial deformation occurs at 𝛾 ≈ 30° [67].

Motivated by the similarities between the IVGDR and PDR in a geometric picture, a
similar 𝐾-splitting has been proposed for the PDR. Calculations [69–71] based on the
microscopic QRPA indicate a slight splitting of strength. Multiple experiments have
been performed in an attempt to find observational evidence for a 𝐾-splitting of the
PDR. In (γ,γ′) experiments performed by Goddard et al. [72], the low-energy dipole
response of the strongly-deformed 76Se (𝛽2 = 0.3133+0.0055−0.0020) was probed. Even though
a splitting of the IVGDR has been observed [73] for this nucleus, no obvious evidence
for a splitting of the PDR was found. Further (γ,γ′) experiments were performed in
the 𝐴 ≈ 160 mass region, that also contains axially deformed nuclei. An experimental
challenge in this mass region for (γ,γ′) experiments is the low energy of the first 2+
state. Tamkas et al. [74] with 156Gd (𝛽2 = 0.3399(40)) and Papst et al. [75] with
164Dy (𝛽2 = 0.3486(21)) studied two of the most-deformed stable nuclei in the rare-
earth region. In both cases, the total photoabsorption cross section was not accessible
because of the low 𝐸(2+1 ) value. With the limited observational data, no indication
for a splitting of the PDR was found.

A text-book example of nuclear deformation for the IVGDR is the Nd isotopic chain [31],
which broadens with increasing mass number and apparently splits [76] into two
parts for 150Nd. However, recent proton-inelastic scattering experiments [77] were
unable to reproduce this splitting into two well-separated parts for 150Nd. The nucleus
150Nd (𝛽2 = 0.2825(16)) is located in the transitional region close to the 𝑋(5) critical
point [78], so no pronounced splitting is expected. In comparison to all other stable
deformed neutron-rich rare-earth nuclei, 150Nd has a comparatively high energy of the
2+1 state of 𝐸(2+1 ) ≈ 130keV, much larger than, e.g., 164Dy (73 keV), 154Sm (82 keV),
or 156Gd (89 keV). The larger energy gap is beneficial as it allows for the separation
of unresolved decays to the 0+1 and 2+1 state. Thus, 150Nd is not only an excellent
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candidate to study the evolution of the PDR with increasing axial deformation but
also suitable for refining the experimental method and pushing the limits of the latest
generation of MeV-ranged photon beams.

1.3. Statistical model

Statistical model calculations are used to model nuclear reactions, even in the absence
of detailed nuclear data, by employing simplifying assumptions and sophisticated
models for the behavior of the nuclei. One of these models is the statistical Hauser-
Feshbach approach [79]. It simplifies the reaction process by modeling the incoming
and outgoing channels independently [80], with a compound nucleus in thermo-
dynamic equilibrium formed as an intermediate step, assuming high level-densities
and thus excitation energies. Its main ingredients are NLDs and the transmission
coefficients for the entrance and exit channels, which are related to optical model
potentials (OMPs) [81]. The OMP describes the interactions of a particle (such as a
nucleon or α particle) with the target nucleus. For γ rays, photon strength functions
(PSFs), also referred to as γ strength functions (γSFs), are needed instead. Examples
for codes that rely on the Hauser-Feshbach formalism for the simulation of nuclear
reactions are talys [82–84] and empire [85].

1.3.1. Nuclear level density

The nuclear level density (NLD) 𝜌(𝐸,𝐽,𝜋) describes the number of levels Δ𝑁(𝐸,𝐽,𝜋)
per energy interval Δ𝐸. It is the inverse of the average level spacing 𝐷(𝐸,𝐽,𝜋):

lim
Δ𝐸→0

Δ𝑁(𝐸,𝐽,𝜋)
Δ𝐸

=
d𝑁(𝐸,𝐽,𝜋)

d𝐸
= 𝜌(𝐸,𝐽,𝜋) =

1
𝐷(𝐸,𝐽,𝜋)

. (1.10)

In first order, the NLD increases exponentially with the level energy 𝐸 [86–88]. Only
for sufficiently high NLDs and thus level energies 𝐸, the limit in Eq. (1.10) applies
and the NLD is approximated by a continuous function. At low energies, NLDs are
determined by simply counting the number of observed levels, given the availability
of sufficient experimental data.
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Figure 1.2.: Total NLDs for 96Mo and 150Nd. The parameters for the back-shifted Fermi gas
(BSFG) and constant temperature (CT) NLDs are taken from Ref. [89]. For 96Mo,
experimental model parameters are used, whereas for 150Nd, model parameters
based on a global fit are used. In addition, the NLDs based on experimentally
known levels taken from ENSDF [90] (see Refs. [91, 92]) are shown.

Usually, the NLD is assumed [89, 93] to be separable into a total NLD 𝜌(𝐸) and a
spin-distribution function 𝑓(𝐽) [94], i.e.,

𝜌(𝐸,𝐽) = 𝑓(𝐽)𝜌(𝐸), 𝑓(𝐽) = exp(−𝐽2/(2𝜎2))−exp(−(𝐽 +1)2/(2𝜎2)), (1.11)

with spin-cutoff parameter 𝜎, and neglecting any parity quantum number (𝜋) depen-
dency. Two widely-used semi-empirical models are the back-shifted Fermi gas (BSFG)
model [86, 88] and the constant temperature (CT) model [88, 94]:

𝜌BSFG(𝐸) =
exp[2√𝑎(𝐸 −𝐸1)]

12√2𝜎𝑎1/4(𝐸 −𝐸1)5/4
, 𝜌CT(𝐸) =

1
𝑇
exp(

𝐸−𝐸0

𝑇
), (1.12)

with the free parameters 𝑎, the temperature 𝑇, and the energy parameters (back-
shifts) 𝐸1 and 𝐸0. An overview of parametrizations for the spin-cutoff parameter 𝜎
and tabulated values for the aforementioned free parameters is found in Ref. [89]. A
detailed comparison of six NLD models (also including models based on microscopical
calculations) included in the talys reaction code is given in Ref. [95]. In Fig. 1.2, the
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total BSFG and CT NLDs of 96Mo and 150Nd are depicted, in addition to NLDs from
spectroscopically resolved levels at low energies.

1.3.2. Photon strength function

To determine a nucleus’ probability of interacting with photons of multipolarity 𝜆𝐿,
one sums over the partial transition widths 𝛤𝜆𝐿

𝑖→𝑗 of all states with spin and parity
quantum number 𝐽𝜋

𝑗 within an energy range centered around 𝐸𝑗 =𝐸γ. Alternatively,
this quantity can be expressed as a product of the average partial transition width
⟨𝛤𝜆𝐿

𝑖→𝑗⟩ and NLD 𝜌(𝐸,𝐽), yielding the photon strength function (PSF) [96]

𝑓𝜆𝐿𝑖→𝑗(𝐸γ) =
⟨𝛤𝜆𝐿

𝑖→𝑗⟩

𝐸2𝐿+1
γ

𝜌(𝐸γ,𝐽). (1.13)

The PSF applies to transitions from groups of states 𝐽𝜋
𝑖 around energy 𝐸𝑖 to groups of

states 𝐽𝜋
𝑗 around energy 𝐸𝑗. It is motivated by Fermi’s golden rule, which explains the

additional energy-dependent factor of 1/𝐸2𝐿+1
γ in analogy to Eq. (1.6).

One can distinguish the upward ⃗⃗𝑓𝜆𝐿(𝐸γ) and downward ⃖⃗𝑓𝜆𝐿(𝐸γ) PSFs that correspond
to the excitation (photoabsorption) and deexcitation (photoemission) process, respec-
tively. The PSF can also be expressed as a function of the average photoabsorption
cross section ⟨𝜎𝜆𝐿⟩:

⃗⃗𝑓𝜆𝐿𝑖→𝑗(𝐸γ) =
1

(πℏ𝑐)2
⟨𝜎𝜆𝐿⟩

𝑔 ⋅𝐸2𝐿+1
γ

, 𝑔 =
2𝐽𝑗+1
2𝐽𝑖+1

, (1.14)

with the spin-statistical factor 𝑔. For typical ground-state excitations, 𝑖 = 0.

A database containing experimental and theoretical PSF data has been compiled by
Goriely et al. [97]. In Ref. [98], the authors discuss the influence of NLDs and PSFs on
reaction cross sections relevant for astrophysical rates and nucleosynthesis processes
(see Section 1.1). They find that the elemental abundance patterns for the i and r
process show significant sensitivity to NLD and PSF properties, depending on the
mass region and ejection direction. Conversely, the p process is determined to be less
sensitive to NLD and PSF models.

1.3. Statistical model 13



1.3.3. Statistical fluctuations

The statistical fluctuations of individual partial transition widths around their average
value can be addressed in the framework of random-matrix theory (RMT), developed
by Wigner [99] and Dyson [100–102] (see also Ref. [103] and references therein).
A recent review is found in Ref. [104]. Assuming that the matrix elements of the
Hamiltonian matrices 𝐻 are randomly distributed following some probability dis-
tribution, insights into fluctuations of partial transition widths and the distribution
of nearest-neighbor spacings (NNSs) can be gained. For the application in nuclear
physics, the matrix should be unitary (𝐻†𝐻 =𝟙), resulting in the Gaussian unitary en-
semble (GUE) [100], with random Hamiltonian matrix 𝐻GUE. The real and imaginary
parts of the complex-valued matrix elements are statistically independent Gaussian-
distributed random variables [104]. If invariance under time-reversal is required as
an additional restriction, the Gaussian orthogonal ensemble (GOE) [100] is obtained,
which is the standard ensemble to model chaotic systems [104]. As a consequence, the
Hamiltonian 𝐻GOE is orthogonal (𝐻T𝐻 =𝟙) and real-valued. Other random-matrix
ensembles include the Gaussian symplectic ensemble (GSE) [100] for systems with
half-integer spin or ensembles constructed from invariance requirements [105], but
these ensembles do not directly apply to nuclear physics. The canonical ensembles are
characterized by the Dyson index 𝛽 [100], which takes on values of 𝛽GOE = 1,𝛽GUE = 2,
and 𝛽GSE = 4.

The fluctuation 𝑠 ≔ Δ𝐸/𝐷 of the actual level spacing Δ𝐸 around the average 𝐷 is given
by the Wigner surmise [99, 103, 106, 107], also referred to as Wigner distribution,

𝑃(𝑠) = 𝑐𝛽𝑠
𝛽 exp(−𝑎𝛽𝑠

2), (1.15)

with the parameters 𝑎𝛽 and 𝑐𝛽 fixed by the normalization ∫𝑃(𝑠)d𝑠 = ∫𝑠𝑃(𝑠)d𝑠 = 1.
For Dyson index 𝛽 = 1, the values 𝑎𝛽=1 =π/4 and 𝑐𝛽=1 =π/2 are obtained. Indepen-
dent random energy levels characteristic of a Poisson process yield an exponential
distribution [108]. In comparison to this exponential distribution, the factor 𝑠𝛽 in
Eq. (1.15) suppresses small level spacings, resulting in a repulsion of levels. For small 𝑠,
it is linear for a GOE-Hamiltonian and quadratic for a GUE-Hamiltonian. The repulsion
of energy levels was observed experimentally by Rosenzweig and Porter [109].

Similarly, one can study the distribution of partial transition widths 𝛤𝑗→𝑘 around their
average ⟨𝛤𝑗⟩. This distribution was discussed by Porter and Thomas [110], who studied
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Figure 1.3.: Probability density functions (PDFs) 𝑓𝜒2 (𝑥 | 𝜈) of the 𝜒2 distribution, depicted for
several degrees of freedom 𝜈.

the distribution of reduced neutron widths in the vicinity of the neutron-separation
threshold 𝑆n. Assuming 𝜒2-distributed partial transition widths

𝑥≔𝛤𝑗→𝑘/⟨𝛤𝑗⟩, 𝑓𝜒2 (𝑥 | 𝜈) =
1

2 𝜈
2 Γ( 𝜈

2)
𝑥

𝜈
2−1 exp(−

𝑥
2
), (1.16)

with the Gamma function Γ(𝑧), they performed a maximum likelihood estimation
(MLE) to infer the degree of freedom 𝜈. The 𝜒2 distribution for different degrees
of freedom 𝜈 is shown in Fig. 1.3. From the data, they concluded that the reduced
transition widths follow a 𝜒2 distribution with 𝜈 = 1, which is now referred to as
Porter-Thomas (PT) distribution. Within the framework of RMT, this distribution
emerges if the matrix elements of the Hamiltonian are distributed according to a
GOE. For a GUE-Hamiltonian, a 𝜒2 distribution with 𝜈 = 2 emerges [111], which is
equivalent to an exponential distribution. This distribution was excluded in the study
by Porter and Thomas [110].

If time-reversal invariance is only partially broken, the Hamiltonian can be described
by an interpolation [112, 113] between GOE and GUE. In this scenario, the degree of
freedom 𝜈 takes on values between 𝜈 = 1 and 𝜈 = 2. For 𝜈 < 1, because of the strong
increase of the 𝜒2 distribution close to zero, the majority of transitions are small, but
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the number of transitions significantly larger than the average value also increases
compared to 𝜈 = 1. For 𝜈 > 1, the system behaves more chaotically, and the partial
transition strengths become more homogeneous. For 𝜈 > 2, the 𝜒2 distribution no
longer permits arbitrarily small transition widths as it goes down to 𝑓𝜒2 (𝑥 | 𝜈 > 2) = 0+

for 𝑥→0+.

Other degrees of freedom have been under discussion [111, 114–125]. A large dataset
of neutron resonances referred to as nuclear data ensemble (NDE) was analyzed [114]
to validate the PT distribution. The authors find a good agreement between GOE-
predictions and experimental data. In Refs. [115, 116], experimental data for reduced
transition probabilities of transitions below 8MeV for 26Al and 30P was analyzed. A
significant deviation from PT predictions is found, but not quantified. In a study
by Koehler et al. [119], data from neutron-resonance spacings of Pt isotopes was
used to determine a degree of freedom of 𝜈 ≈ 0.5 of the 𝜒2 distribution, significantly
smaller than 𝜈 = 1. A subsequent reanalysis of the NDE by Koehler [121] finds a
degree of freedom of 𝜈 = 0.80(5) and rejects the validity of the PT distribution with
high confidence. This disagreement is attributed to 𝑝-wave contaminations of the
data, which was assumed to contain purely 𝑠-wave contributions. After correcting
for the 𝑝-wave contaminations by introducing thresholds, a degree of freedom of
𝜈 = 1.22(9) is found, still deviating significantly, but in the opposite direction. In
another experiment, for 147Sm, an abrupt change of 𝜈 from 𝜈 = 1.04+0.33−0.31 to 𝜈 = 2.7(6)
was observed [117, 118, 123] for neutron-resonance widths within a narrow energy
region slightly above the neutron-separation threshold. In Ref. [124], it is shown that
a coupling to other decay channels, such as non-statistical 𝛾 decays, can result in a
significant modification of width distributions. The resulting effective Hamiltonian
consists of a GOE term and an additional coupling term that is not invariant under
orthogonal transformations.

The fluctuations of the PSF itself depend on the NLD, as larger numbers of levels
average out the effects of individual strong transitions. Thus, assuming 𝜒2-distributed
partial transition widths, an uncertainty

δ𝑓 = 𝑓√2𝜈/𝑀 (1.17)

for the PSF 𝑓 can be assigned [96], which depends on the number of considered
states 𝑀.
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1.3.4. The Brink-Axel hypothesis

An assumption that is commonly used for Hauser-Feshbach calculations is the Brink-
Axel hypothesis [126, 127]. It was initially proposed by Brink [126], stating that “the
energy dependence of the photo effect is independent of the detailed structure of
the initial state so that, if it were possible to perform the photo effect on an excited
state, the cross section for absorption of a photon of energy 𝐸 would still have an
energy dependence given by (15)” [126]. The mentioned Eq. (15) of Ref. [126]
suggest a relativistic Breit-Wigner shape for the IVGDR, which is often referred to
as the standard Lorentzian (SLO) distribution. In other words, the IVGDRs built
on top of the ground state and excited states are the same, only shifted upward in
energy [96, 126]. Later, this hypothesis was generalized [127] and applied to the
quasicontinuum region. Nowadays, the hypothesis is interpreted to be applicable to
the complete PSF, including the 𝐸1 and𝑀1 distributions for transitions below particle-
separation thresholds. This (generalized) Brink-Axel hypothesis states, that the PSF is
independent of properties such as level energies, spin, and parity quantum numbers
of initial and final states and depends on the γ energy only (e.g., see Refs. [128–130]),
except for the obvious multipolarity selection rules. As a consequence, upward ⃗⃗𝑓𝜆𝐿(𝐸γ)
and downward PSF ⃖⃗𝑓𝜆𝐿(𝐸γ) for multipolarity 𝜆𝐿 are expected to be the same, which
is a special case of the detailed-balance principle [131].

Evidently, this hypothesis conflicts with nuclear structure and shell-model perspec-
tives when applied to the transition between individual levels. It requires sufficient
NLDs such that multiple levels contribute to the PSF and nuclear-structure related
effects average out over many possible transitions. Correspondingly, wave functions
of participating levels are expected to contain contributions from numerous possible
configurations [96]. This idea can be illustrated through the concept of a compound
nucleus. In a compound nucleus reaction [21], the excitation and deexcitation chan-
nels, corresponding to the formation and decay of the compound nucleus, can be
separated and are independent of each other. The compound nucleus is the result of
extensive configuration mixing with many participating (one-particle) states. Thus,
the nucleus “forgets” how it was excited, justifying the independence of incoming and
outgoing reaction channel.

Several experiments have been performed to ascertain the limits of the applicability
of the Brink-Axel hypothesis. Oslo-method experiments detected no violation of
the generalized Brink-Axel hypothesis for the quasicontinuum [128]. However, the
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Oslo method inherently assumes the validity of this hypothesis, casting doubt on the
generalizability of these findings. Experiments in the mass region around 𝐴 ≈ 60
also found no violation in proton- and deuteron-scattering experiments [132, 133].
Similarly, other experiments probing the PSF by analyzing two-step cascades in
radiative proton-capture experiments [134] found no evidence of a violation of the
Brink-Axel hypothesis [135, 136]. All of these experiments only probe the downward
PSF. In other experiments, indications were found that the PDR cannot be adequately
described with a single PSF [137–139], resulting in a violation of the Brink-Axel
hypothesis. In neutron-capture experiments, an energy-dependency of the spreading
width of the IVGDR was observed and interpreted as a partial violation of the Brink-
Axel hypothesis [140].

The authors of Ref. [141] discuss the applicability of the Brink-Axel hypothesis to
the PDR energy region using the microscopic configuration interaction (CI) approach,
also known as interacting shell model. They find that the PDR of Ne isotopes is
significantly stronger for ground-state excitations, breaking the assumption of the
Brink-Axel hypothesis. Also using CI calculations, Johnson [142] draws similar
conclusions for the same mass region based on the dependency of the evolution of
sum rules on the energy of the initial state.

The nucleus 96Mo was most extensively studied with multiple different probes. The
PSF was probed in (γ,γ′) experiments using bremsstrahlung [143] (upward PSF
extracted from deexcitations), in relativistic proton-scattering experiments at extreme
forward angles [144] (upward PSF), and in (3He, 3He′γ) [55] and (p,p′γ) [146]
experiment using the Oslo method (downward PSF). An overview of all data published
to date is shown in Fig. 1.4, including results above the neutron-separation threshold
𝑆n = 9.15MeV from (γ,n) [145] and (γ,𝑥n) [147] experiments.

The Oslo-method results for (3He, 3He′γ) published in Ref. [55] use the 𝑠-wave neu-
tron resonance parameters given in RIPL-1 [148] for normalization purposes. In
particular, the normalization procedure depends on the 𝑠-wave resonance spacing
𝐷0 and the average, total radiative width ⟨𝛤γ⟩. These Oslo-method results were
updated in Ref. [145] using preliminary results for the 𝑠-wave neutron resonance
parameters 𝐷0 and ⟨𝛤γ⟩, later published by Koehler [149], for normalization purposes.
The preliminary parameters used in Ref. [145] differ significantly from the final
published parameters in Ref. [149]. Both Ref. [55] and Ref. [145] use a version of
the Oslo-method analysis code that was later found to contain a coding error in the
normalization procedure [146, 150]. In addition, Oslo-method results for (p,p′γ) data
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Figure 1.4.: PSF of 96Mo from bremsstrahlung [143], relativistic (p,p′) [144], (3He,3He′γ) [55]
(with the updated results from Ref. [145]), (p,p′γ) [146], (γ,n) [145], and
(γ,𝑥n) [147] experiments. Except for the Oslo-method data (3He,3He′γ) and
(p,p′γ), the data are taken from Ref. [97]. The dashed line indicates the neutron-
separation threshold.

are reported. Because of the different normalization and the issues in the old Oslo-
method code, the (3He, 3He′γ) and the (p,p′γ) dataset differ significantly, especially
at low energies.

At low-energies between 5MeV to 7MeV, significant discrepancies were found [144]
between the bremsstrahlung data, the relativistic proton-scattering data, and the
updated (3He, 3He′γ) from Ref. [145]. The bremsstrahlung data yields a PSF that is
approximately twice as strong as the PSF inferred from the Oslo-method data, with
the proton-scattering data being in between the two, agreeing with both (within
uncertainties). At higher energies between 8MeV to 9MeV, the (γ,γ′) data deviates
significantly from the (p,p′) data by a factor of up to two for three data points.
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Deviations could be explained, at least partially, by the model dependency of all three
models. With the most-recent normalization [146] of the (3He, 3He′γ) Oslo-method
data based on results from Ref. [149], a good agreement with the relativistic proton-
scattering data is found (not depicted in Fig. 1.4). The same is the case for the (p,p′γ)
Oslo-method results. Still, there is a discrepancy between the results of those three
methods and the (γ,γ′) bremsstrahlung data. For a discussion of the limitations of
the bremsstrahlung method, refer to Section 2.3.5.

A new experimental method based on (⃗⃗γ,γ′γ″) experiments with quasi-monochromatic
MeV-ranged photon beams was introduced by Isaak et al. [129]. It enables the
simultaneous, model-independent determination of upward and downward PSF in a
single (⃗⃗γ,γ′γ″) experiment. This method was first demonstrated for 128Te [129]. The
experiment found that for the studied energy range of 4MeV to 8MeV, the ansatz of
the statistical model is insufficient to describe the observed data. Within uncertainties,
no unique single PSF is consistent with the data for both absorption and emission,
indicating a violation of the Brink-Axel hypothesis.

Until recently, the PSF of 128Te was not yet measured using complementary probes.
In 2024, experiments to probe the NLD and PSF of 128Te using the Oslo method in
(p,p′γ) reactions were performed both at the Oslo Cyclotron Laboratory (OCL) and
at the IFIN-HH 9MV tandem accelerator in Bucharest. Thus, it is not yet possible
to compare the results with other experimental data. Given the plethora of data
that is available for 96Mo and the observed deviations between them, this nucleus
is an excellent candidate for further experiments with the (⃗⃗γ,γ′γ″)-based approach.
Such an experiment will yield further insights into the limitations of the Brink-Axel
hypothesis below particle-separation thresholds, and allow for a verification and
further refinement of the experimental method.

The nucleus 96Mo is located in a region of the chart of nuclides where spherical shapes
dominate (𝑅4/2 = 2.09). While still close to sub-shell closures, its proton valence shell
(1𝑔9/2, two protons) and neutron valence shell (2𝑑5/2, two neutron-holes) are both
partially filled. This region of the chart of nuclides was already studied extensively
in NRF experiments. With respect to the PDR, the effects of adding two protons (in
comparison to 94Zr [151]) or two neutrons (in comparison to 94Mo [152]) are of
further interest.
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1.4. Nuclear resonance fluorescence

PSFs describe the average probability of a nucleus to absorb or emit photons for a given
photon energy. Evidently, photonuclear reactions are well-suited for their investigation:
An atomic nucleus resonantly absorbs a real photon, resulting in the population of an
excited state. The nucleus can then decay via the subsequent emission of potentially
multiple particles or γ rays, or via fission, depending on the energy of the excited
state. In case of emitted γ radiation, a (γ,γ′) reaction takes place, also referred to as
nuclear resonance fluorescence (NRF) [153–155].

In analogy to actual particle scattering experiments, this process is also referred
to as photon scattering, even though the atomic nucleus fully absorbs the exciting
photon. Similarly, decays back to the original state (usually the ground state) and
via intermediate states are distinguished as elastic and inelastic photon scattering,
respectively.

The photon interacts purely (ignoring gravity) via electromagnetic interaction, which
is well-understood and does not introduce dependencies on interaction models. Only
limited angular momentum can be transferred from the exciting photon to the nucleus,
resulting in a very selective spin-window that allows for 𝐸1, 𝑀1, and (to some extent)
𝐸2 transitions, exclusively. For even-even nuclei, only 𝐽 ∈ {1±,2+} states can be
excited from the 𝐽 = 0+ ground state. Using a beam of photons for excitation, the
distinct angular distributions of the corresponding ground-state transitions allow for
a direct assignment of angular momentum quantum numbers 𝐽. Additionally, for a
linearly polarized photon beam, parity quantum numbers 𝜋 can also be assigned to
excited states. Alternatively, instead of restricting (or measuring) the polarization of
the incoming photon, the polarization of the outgoing photon can be measured in
Compton polarimetry to determine parity quantum numbers.

Because of the low probability for the photon to interact resonantly with the nucleus,
significant amounts of material (typically around∼1022 atoms,∼1g to 10g for heavy
nuclei) have to be amassed for practical NRF experiments. As a consequence, only
stable or long-lived isotopes that can be provided with sufficient enrichment ≳95%
in large quantity are suitable NRF targets. The region of the nuclear chart traversed
by the r process is completely inaccessible.

PSFs can be extracted separately for the excitation (upward PSF) and deexcitation
(downward PSF) process, as described in Section 2.3. NLDs are not directly accessible,
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however, for low NLDs, the number of observed levels can simply be counted, assuming
that all existing levels are excited and resolved.

1.5. Objectives of this work

The previous sections discuss the most pressing open questions regarding the photore-
sponse of heavy nuclei for intermediate excitation energies below particle separation
thresholds. This work seeks to address some of these questions by providing new
experimental data. The main objectives of this work can be summarized as follows:

1. Study the statistics of the decay of the PDR with respect to the excitation energy
for a heavy deformed nucleus.

2. Measure the downward PSF built on excited states for a heavy nucleus from
γγ coincidences in unprecedented detail (uncertainty and covered energy range).

3. Obtain insights into the applicability and limitations of the Brink-Axel hypothe-
sis.

Objective 1 is achieved by measuring the (average) branching of photoexcited states
in the PDR-energy region into the ground state band. The average branching ratio
can be related to statistical properties of the distribution of partial transition widths
of excited states. The study of this quantity for the PDR region, i.e., distributed
unresolved strength, has so far been prevented for heavy deformed nuclei in the rare-
earth mass region by the low excitation energy of the first excited 2+ state. Utilizing
the latest-generation laser-Compton backscattering (LCB) beams will allow for the
spectral resolution of the individual decay branches to the first two states of the
ground-state band 0+1 and 2+1 . With the two decay branches resolved, the statistical
properties of excited states in the PDR-energy region and their energy dependency
can be inferred. The nucleus that was chosen to accomplish this objective is 150Nd, a
transitional nucleus at the onset of nuclear deformation, with a comparatively (for
this mass region) high energy of the 2+1 state at 130 keV.

Objective 2 is achieved by applying the method developed by Isaak et al. [129] using
the upgraded NRF setup at the High-Intensity γ-ray Source (HIγS), the clover array
setup. By considering the PSF built on top of several low-lying states, and covering
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a large photon beam energy range, the low-energy cutoff of the measured PSF is
reduced in comparison to the previous experimental limit of around 3.5MeV for 128Te.
The measurement of the PSF at low energies will allow addressing open questions
such as the LEE observed in multiple experiments.

Finally, objective 3 is achieved by comparing the obtained PSF with results from
complementary probes. The atomic nucleus with the most thoroughly investigated
PSF, 96Mo, was selected to fulfill this purpose. By comparing the individual PSFs,
crucial information about the limitations of the Brink-Axel hypothesis will be obtained,
depending on their agreement or disagreement with each other.
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2. Experimental methods

In the following chapter, the foundations for the experimental method of NRF are
introduced, along with an overview of the angular correlation formalism for γ-ray
emission. In addition, several methods for the determination of PSFs are described,
including the one used for this work.

2.1. Nuclear resonance fluorescence

Nuclear resonance fluorescence (NRF) describes the resonant absorption and subse-
quent emission of electromagnetic radiation by an atomic nucleus. Experimentally,
this process is observed as a resonance at resonance energy 𝐸r. For a description of
the scattering process itself, the complex-valued scattering amplitude 𝑎NRF(𝐸) has to
be examined.

The NRF scattering amplitude for a 𝐽𝑖 →𝐽𝑗 →𝐽𝑘 transition is given as [156]

𝑎NRF(𝐸) =√𝜎0
√𝛤𝑖→𝑗√𝛤𝑗→𝑘/2

(𝐸r−𝐸)− i𝛤𝑗/2
𝑤(𝜗,𝜑)

≡
√√√
⎷2π(

ℏ𝑐
𝐸
)

2 2𝐽𝑗+1
2𝐽𝑖+1

√𝛤𝑖→𝑗√𝛤𝑗→𝑘/2

(𝐸r−𝐸)− i𝛤𝑗/2
𝑤(𝜗,𝜑),

(2.1)

with resonance energy 𝐸r =𝐸𝑗−𝐸𝑖, resonance width (total transition width)

𝛤𝑗 =∑
𝑘
𝛤𝑗→𝑘 = ∑

𝑘,𝜆,𝐿
𝛤𝜆𝐿
𝑗→𝑘, (2.2)

25



partial (transition) widths 𝛤𝑖→𝑗,𝛤𝑗→𝑘, their multipole decomposition 𝛤𝜆𝐿
𝑖→𝑗, and angular

distribution coefficient 𝑤(𝜗,𝜑). The notation for the transition widths in this thesis
differs from the conventional notation found in the literature, which omits the index 𝑗
of the originating state.

The NRF scattering cross section for the cascade 𝐽𝑖 →𝐽𝑗 →𝐽𝑘 without non-resonant
contributions can be calculated from Eq. (2.1) as (c.f. Ref. [156])

d𝜎(𝐸)
d𝛺

= 2π(
ℏ𝑐
𝐸
)

2 2𝐽𝑗+1
2𝐽𝑖+1⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑔

|
√𝛤𝑖→𝑗√𝛤𝑗→𝑘/2

(𝐸r−𝐸)− i𝛤𝑗/2
|
2
𝑊(𝜗,𝜑)

4π

= 2π(
ℏ𝑐
𝐸
)

2

𝑔
𝛤𝑖→𝑗𝛤𝑗→𝑘/4

(𝐸 −𝐸r)2+𝛤2
𝑗 /4

𝑊(𝜗,𝜑)
4π

=
𝜎0

1+[(𝐸 −𝐸r)/(𝛤𝑗/2)]
2

𝑊(𝜗,𝜑)
4π

≡ 𝜎(𝐸)
𝑊(𝜗,𝜑)

4π
.

(2.3)

This type of cross section 𝜎(𝐸) is referred to as the (non-relativistic) Breit-Wigner
cross section [157]. By integrating Eq. (2.3) over all possible decays to lower-lying
states 𝐽𝑘, one obtains the photoabsorption cross section 𝜎a(𝐸) [153], replacing 𝛤𝑗→𝑘
with 𝛤𝑗 in Eq. (2.3).

Usually, resonance widths 𝛤𝑗 in NRF experiments are of the order of meV, many
orders of magnitude smaller than available photon beam bandwidths [155]. Thus,
one considers the energy-integrated differential cross section [154]

d𝐼𝑖→𝑗→𝑘

d𝛺
d𝛺=∫

∞

0

d𝜎(𝐸)
d𝛺

d𝐸d𝛺= 𝑔π2(
ℏ𝑐
𝐸r

)
2

𝛤𝑖→𝑗

𝛤𝑗→𝑘

𝛤𝑗

𝑊(𝜗,𝜑)
4π

d𝛺

≡ 𝐼𝑖→𝑗

𝛤𝑗→𝑘

𝛤𝑗

𝑊(𝜗,𝜑)
4π

d𝛺≡ 𝐼𝑖→𝑗→𝑘
𝑊(𝜗,𝜑)

4π
d𝛺,

(2.4)

which is experimentally accessible in NRF experiments, assuming that the spectral
distribution of the photon beam can be approximated by a linear function within the
range of the resonance energy [155].

Besides NRF, high-energy photons can interact with matter by several other pro-
cesses [158], including coherent and incoherent scattering from electrons and nuclei,
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and the interaction with their respective Coulomb fields. At much higher photon ener-
gies (≳100MeV) than used for typical NRF experiments, further contributions from
interactions with the nucleus’ internal degrees of freedom start to become relevant.
Table 1 in Ref. [158, pp. 38–39] gives an overview over the most important processes
and their energy ranges.

Of particular importance are coherent scattering processes that result in scattered
radiation that has the same energy as NRF ground-state transitions. Their cross
sections could mistakenly be attributed to nuclear reactions with the atomic nucleus,
including Rayleigh and Delbrück scattering on electrons, and Thomson scattering on
the atomic nucleus [159].

Rayleigh scattering is primarily relevant for lower photon energies below 1MeV, with
its cross section diminishing rapidly at higher energies [160]. Similarly to Delbrück
scattering, its differential cross section peaks at small scattering angles (≲60°) [159].
The same behavior is observed for Compton scattering. Hence, NRF experiments are
typically performed with detectors placed at larger scattering angles (90° to 135°).

The Thomson-scattering process is the low-energy limit of Compton scattering. Its
cross section is independent of the photon energy 𝐸. The scattering amplitude as a
function of (azimuthal and polar) scattering angles (𝜗,𝜑) is given by [161]

𝑎Th(𝜗,𝜑) =−
1

(4π𝜖0)
𝑍2𝑒2

(𝑀𝑐2)
𝑤Th(𝜗,𝜑), (2.5)

with nuclear charge 𝑍, nuclear mass (𝑀𝑐2), electron charge 𝑒, and angular distri-
bution coefficient 𝑤Th(𝜗,𝜑). A modified variant is given in Ref. [160], extending
the Thomson-scattering amplitude with higher-order terms. Squaring the scattering
amplitude yields the differential Thomson-scattering cross section [162]

d𝜎Th

d𝛺
= |𝑎Th(𝜗,𝜑)|

2
=

1
(4π𝜖0)

2

𝑍4𝑒4

(𝑀𝑐2)2
𝑊Th(𝜗,𝜑)

4π
, (2.6)

with the angular distribution 𝑊Th(𝜗,𝜑) normalized to 4π. The total Thomson-
scattering cross section can be calculated using [158]

𝜎Th =
8π
3

1
(4π𝜖0)

2

𝑍4𝑒4

(𝑀𝑐2)2
. (2.7)
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For the two nuclei studied in this work, the nuclear Thomson cross sections are
0.068mb (96Mo) and 0.115mb (150Nd).

The angular distribution 𝑊Th(𝜗,𝜑) is identical to the angular distribution of 0± →
1± →0± NRF transitions. Thus, one has to consider the coherent interference between
both the NRF process and Thomson scattering. For the analysis of individual NRF
transitions, the Thomson-scattering contributions are already accounted for by the
background fit.

The combined cross section of both processes can be obtained using

d𝜎
d𝛺

= |𝑎Th+𝑎NRF|
2
. (2.8)

Both terms interfere destructively and constructively on the low- and high-energy side
of the NRF resonance, respectively. When integrating over the whole resonance, the
constructive and destructive parts cancel each other out. Thus, for low NLDs without
overlapping resonances, the interference can be ignored and the Thomson-scattering
cross section can simply be subtracted from the total cross section to obtain the NRF
cross section.

The energy-integrated cross section for a resonance at energy 𝐸r is directly accessible
in NRF experiments from the number of observed reactions

𝐴 =⨌d𝑥d𝑦d𝑧d𝛺𝑛T(𝑥,𝑦,𝑧)𝑛γ(𝐸r,𝑥,𝑦)

×𝐼𝑖→𝑗→𝑘
𝑊(𝜗,𝜑)

4π
𝜀(𝐸r,𝑥,𝑦,𝑧,𝜗,𝜑)

(2.9)

in the full-energy peak (FEP), with the target density 𝑛T(𝑥,𝑦,𝑧), the time- and energy-
integrated photon flux density 𝑛γ(𝐸r,𝑥,𝑦), and the FEP efficiency for a thin, stable
target of finite size, 𝜀(𝐸r,𝑥,𝑦,𝑧,𝜗,𝜑), assuming a parallel photon beam. The variables
𝑥,𝑦, and 𝑧 are the Cartesian coordinates, the 𝑥 axis is parallel to the ground, and
the photon beam is aligned with the 𝑧 axis. For thick targets, the attenuation of
the photon beam by resonant and non-resonant scattering processes has to be taken
into account [163, 164], resulting in an energy-dependent reduction of the photon
flux with increasing penetration depth of the photon beam. Often, including in this
work, the position dependency of the photon beam energy distribution is neglected
for practical purposes. At the outer parts of the beam, the energy distribution of
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the photon beam is shifted to slightly lower energies compared to its central part
because of the scattering-angle dependency of the Compton-back-scattered beam.
This approximation holds if the point of origin of the photon beam is far away and
the beam is sufficiently collimated, which is the case for all experiments presented in
this work.

Another quantity of interest is the fraction of all decays that occur for a particular decay
channel. For NRF experiments below particle-separation thresholds, photoemission is
the only probable decay channel. The ratio of the partial transition width 𝛤𝑗→𝑘 to a
lower-lying state in comparison to the total transition width 𝛤𝑗 =∑𝑗𝛤𝑗→𝑘 is called the
decay-intensity ratio

𝑏 =
𝛤𝑗→𝑘

𝛤𝑗
. (2.10)

Sometimes, it is more instructive to directly compare two decay channels. For the
study of deformed nuclei, the ratio

𝑅exp =
𝐵(𝜆𝐿;𝐽

𝜋𝑗
𝑗 →𝐽𝜋𝑘

𝑘 )

𝐵(𝜆𝐿;𝐽
𝜋𝑗
𝑗 →𝐽𝜋𝑙

𝑙 )
=

𝛤𝑗→𝑘

𝛤𝑗→𝑙
⋅
𝐸2𝐿+1
γ,𝑗→𝑙

𝐸2𝐿+1
γ,𝑗→𝑘

(2.11)

is of particular importance, as it can be directly related to ratios of Clebsch-Gordan
coefficients ⟨𝐽𝑗,𝐾𝑗,𝐿,Δ𝐾|𝐽𝑘,𝐾𝑘⟩ for angular momentum coupling using the Alaga
rules [165]

𝑅Alaga =
𝐵(𝜆𝐿;𝐽

𝜋𝑗
𝑗 →𝐽𝜋𝑘

𝑘 )

𝐵(𝜆𝐿;𝐽
𝜋𝑗
𝑗 →𝐽𝜋𝑙

𝑙 )
= |

⟨𝐽𝑗,𝐾𝑗,𝐿,𝐾𝑘−𝐾𝑗|𝐽𝑘,𝐾𝑘⟩

⟨𝐽𝑗,𝐾𝑗,𝐿,𝐾𝑘−𝐾𝑗|𝐽𝑙,𝐾𝑘⟩
|

2

. (2.12)

They apply to axially-deformed nuclei, and assume a perfect separation of rotational
and vibrational degrees of freedom. In NRF experiments for even-even nuclei, they
can be applied [155] to the ratio of reduced transition probabilities from excited
𝐽𝐾𝑗

= 1𝐾𝑗
states to the 0+1 and 2+1 states of the 𝐾𝑘 = 0 ground state band, yielding

𝐵(𝜆1;1𝐾𝑗
→2+𝐾𝑘=0

)

𝐵(𝜆1;1𝐾𝑗
→0+𝐾𝑘=0

)
= |

⟨1,1,1,−𝐾𝑗|2,0⟩

⟨1,1,1,−𝐾𝑗|0,0⟩
|

2

={
2.0 for 𝐾𝑗 = 0,
0.5 for 𝐾𝑗 = 1.

(2.13)
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Assuming that 𝐾 is a good quantum number, a value for the 𝐾 quantum number can
be assigned based on observed branching ratios.

2.2. Angular correlations

In general, an atomic nucleus with a non-random orientation, i.e., a non-uniform
population of magnetic substates (e.g., from application of an external magnetic field
or some interaction process such as photoexcitation), emits γ radiation anisotropically.
Thus, the consecutive absorption and emission of photons results in an angular
correlation between the absorption and emission directions that can be measured and
has to be taken into account for γ-ray spectroscopy experiments. As a consequence, the
observed angular distribution of the emitted radiation(s) can be used to assign angular
momentum and parity quantum numbers to the involved states. The formalism for
the calculation of angular correlations, on which the following description is based,
is presented in detail in Ref. [166]. This work uses the KSW convention for the
multipole mixing ratio 𝛿 established by Krane, Steffen, and Wheeler [167]. All
angular distributions and correlations are given for emitted photons. To adapt the
formalism, at it is described in this work, to NRF reactions, a time-reversal operator
has to be applied to the first transition in the cascade, resulting in a sign reversal for
the first multipole mixing ratio 𝛿(γ0).

This formalism allows for the description of angular correlations by summing over
several coefficients that describe individual steps in the γ cascade. By fixing the direc-
tion (𝑧 axis) and polarization (𝑥𝑧 plane) of the first photon, the angular distribution
of emitted radiation for any subsequent step in the γ cascade can be derived. For
excitation by an incident photon beam with a degree of linear polarization 𝑃⃗⃗γ (1:
horizontal, −1: vertical), the angular distribution of the 𝑁-th subsequent step in the
decay cascade can be expressed by (adapted from Ref. [166], eq. 12.245)

𝑊(𝜗,𝜑) = ∑
𝜈=0,2,4

𝐵𝜈 (⃗⃗γ0)𝑈𝜈(γ1)⋯𝑈𝜈(γ𝑁−1)𝐴𝜈(γ𝑁)𝑃𝜈(cos𝜗)

(±⃗⃗γ0
)𝑃⃗⃗γ ∑

𝜈=0,2,4
𝐵⟂
𝜈 (⃗⃗γ0)𝑈𝜈(γ1)⋯𝑈𝜈(γ𝑁−1)𝐴𝜈(γ𝑁)𝑃

(2)
𝜈 (cos𝜗)cos(2𝜑).

(2.14)
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(a) 0+ →1− →0 (b) 0+ →1+ →0 (c) 0+ →1→0 (d) 0+ →2+ →0 (e) 0+ →2→0

(f) 0+ →1− →2 (g) 0+ →1+ →2 (h) 0+ →1→2 (i) 0+ →2+ →2 (j) 0+ →2→2

Figure 2.1.: Angular distributions for various NRF transitions excited with polarized (sinusoidal
line in plane of polarization) and unpolarized (straight line) photon beams. Only
the leading multipole order is assumed to contribute, i.e., 𝛿 = 0. The color and
amplitude with respect to the zero point at the center depict the relative emission
probability for that direction.

Here, ±⃗⃗γ0
takes on a positive (negative) sign for electric (magnetic) radiation character

of the leading multipole order of the exciting radiation ⃗⃗γ0, 𝑃𝜈(𝑥) is the Legendre
polynomial, and 𝑃(2)

𝜈 (𝑥) the associated Legendre polynomial of order 2. The coeffi-
cients 𝐵(⟂)

𝜈 (orientation coefficient1), 𝑈𝜈 (deorientation coefficient2), and 𝐴𝜈 (angular
distribution coefficient3), correspond to the individual steps of the probed cascade,
i.e., the excitation, unobserved intermediate decay(s), and the final (observed) decay,
respectively. For an unpolarized beam (𝑃⃗⃗γ = 0), the second term in Eq. (2.14) vanishes.
The angular distribution is normalized to ∬𝑊(𝜗,𝜑)sin(𝜗) d𝜗 d𝜑= 4π.

For the angular distributions relevant for the even-even nuclei studied in this work, an

1See Ref. [166], eqs. (12.228), (12.246).
2See Ref. [166], eq. (12.209).
3See Ref. [166], eq. (12.185).
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𝛿(γ1) =−1 𝛿(γ1) = 0 𝛿(γ1) = 1 𝛿(γ1) =∞

(a) 0+ →1+ →2

(b) 0+ →2+ →2

Figure 2.2.: Angular distributions for NRF transitions with different multipole mixing ratios
𝛿(γ1) = 0,±1,±∞. The direction of the exciting linearly polarized photon beam
is fixed (sinusoidal line in plane of polarization). The color and amplitude with
respect to the zero point at the center depict the relative emission probability for
that direction.

even simpler general expression is possible (refer also to eq. (119) in Ref. [155]):

𝑊(𝜗,𝜑) = 1+
1

1+𝛿(⃗⃗γ0)
1

1+𝛿(γ1)
{[𝑝2𝑃2(cos𝜗)+𝑝4𝑃4(cos𝜗)]

(±⃗⃗γ0
)𝑃⃗⃗γ

1
2
cos(2𝜑)[𝑝′

2𝑃
(2)
2 (cos𝜗)+𝑝′

4𝑃
(2)
4 (cos𝜗)]},

(2.15)

with the ordinary and associated Legendre polynomials

𝑃2(cos𝜗) =
1
2
(3cos2𝜗−1), 𝑃4(cos𝜗) =

1
8
(35cos4𝜗−30cos2𝜗+3), (2.16)

𝑃(2)
2 (cos𝜗) = 3(1− cos2𝜗), 𝑃(2)

4 (cos𝜗) = −
15
2
(1−8cos2𝜗+7cos4𝜗). (2.17)

Figures 2.1 and 2.2 depict the angular distributions encountered in NRF experiments
studying even-even nuclei. Refer to Table 2.1 for a set of coefficients relevant to this
work. A more extensive table of coefficients 𝑝𝑖 can be found in Ref. [155]. In contrast
to this work, the authors of Ref. [155] have already applied the time reversal operator
to the exciting photon to explicitly describe NRF reactions. Thus, the sign reversal of
𝛿(⃗⃗γ0), which is required for the angular correlations calculated with the formalism
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Table 2.1.: The most important angular distribution coefficients for Eq. (2.15) relevant for
transitions of even-even nuclei studied in this work.

Transition 𝑝2 = 𝑝′
2 𝑝4 𝑝′

4

0+
⃗⃗γ0→1±

γ1→0 1
2 0 0

0+
⃗⃗γ0→1±

γ1→2 1
20 +

3
2√5𝛿(γ1)+

1
4𝛿

2(γ1) 0 0

0+
⃗⃗γ0→2±

γ1→0 5
14

8
7 − 4

21

0+
⃗⃗γ0→2±

γ1→2 1
4 +

1
2√

15
7 𝛿(γ1)−

15
196𝛿

2(γ1)
16
49𝛿

2(γ1) − 8
147𝛿

2(γ1)

described above, is already incorporated. As a consequence, the orientation coefficient
𝐵(⟂)
𝜈 is substituted by another angular distribution coefficient 𝐴(⟂)

𝜈 in Eq. (37) in
Ref. [155]. Because the exciting transition for even-even nuclei is of pure multipole
character, the direction of time for the first transition is not relevant for Table 2.1.

For (⃗⃗γ,γ′γ″) coincidence measurements, the triple angular correlation between all
three involved photons can be simplified to the double correlation between the two
emitted photons by fixing the direction of the exciting photon as it was done for
Eq. (2.14). It is given by (adapted from Ref. [166], eq. 12.204)

𝑊(𝜗1,𝜑1,𝜗𝑁,𝜑𝑁) = ∑
𝜈0,𝑞0,𝜈1,𝑞1,𝜈𝑁,𝑞𝑁
𝜈0,𝜈1,𝜈2=0,2,4

(−1)𝜈1+𝜈𝑁

√2𝜈𝑁+1

≡ (−1)𝜈𝑁−𝜈1−𝑞0
√2𝜈0+1

⟨𝜈𝑁𝑞𝑁𝜈1𝑞1|𝜈0(−𝑞0)⟩

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(𝜈𝑁 𝜈1 𝜈0
𝑞𝑁 𝑞1 𝑞0

)

× 𝐵𝜈0,𝑞0
(⃗⃗γ0)𝐴

𝜈2,𝜈0
𝜈1 (γ1)𝑈𝜈2

(γ1)⋯𝑈𝜈2
(γ𝑁−1)𝐴𝜈2

(γ𝑁)

× 𝑌𝜈1,𝑞1
(𝜗1,𝜑1)𝑌𝜈𝑁,𝑞𝑁

(𝜗𝑁,𝜑𝑁),
(2.18)

with the 3×2 symbol in round braces referring to the Wigner-3𝑗 symbol, and the
spherical harmonics 𝑌𝑙,𝑚 (𝜗,𝜑). Again, several coefficients 𝐵𝜈0,𝑞0

(orientation coef-
ficient4), 𝐴𝜈𝑁,𝜈0

𝜈1 (generalized angular distribution coefficient5), 𝑈𝜈 (deorientation
4See Ref. [166], eqs. (12.228) and (12.232) to (12.234).
5See Ref. [166], eq. (12.205).
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(𝜗2,𝜑2) =
(90°,180°) (90°,135°) (90°,90°) (135°,180°) (135°,135°) (135°,90°)

(a) 0+→1− →2→0

(b) 0+→1+ →2→0

(c) 0+→2+ →2→0

(d) 0+→1− →2→2

(e) 0+→1+ →2→2

(f) 0+→2+ →2→2

Figure 2.3.: Angular distributions for triple γ cascades (𝛿 = 0). Following excitation by a linearly
polarized photon beam (sinusoidal line), the plots depict the angular distribution
of the first decay, assuming that the second photon is emitted in the direction
(𝜗2,𝜑2) (arrow). See also caption of Fig. 2.1.
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𝛿(γ1) =−1 𝛿(γ1) = 0 𝛿(γ1) = 1 𝛿(γ1) =±∞

(a) (𝜗2,𝜑2) = (90°,180°)

(b) (𝜗2,𝜑2) = (90°,135°)

(c) (𝜗2,𝜑2) = (90°,90°)

(d) (𝜗2,𝜑2) = (135°,180°)

(e) (𝜗2,𝜑2) = (135°,135°)

(f) (𝜗2,𝜑2) = (135°,90°)

Figure 2.4.: Angular distributions for the triple γ cascade 0+→1+ →2→0 for different multipole
mixing ratios 𝛿(γ1) = 0,±1,±∞. The angular distribution of the first emitted
photon is shown. The directions of the exciting photon (purple sinusoidal line) and
the second emitted photon (green arrow) are fixed. See also caption of Fig. 2.3.
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coefficient6), and 𝐴𝜈 (angular distribution coefficient7), are used to describe the in-
dividual steps of the cascade. The angular correlation applies if the first and last
emitted photons of the decay cascade are observed. If no intermediate photons are
emitted, i.e., 𝑁 = 2, the 𝑈𝜈 coefficients vanish. The angular correlation is normalized
to ⨌𝑊(𝜗1,𝜑1,𝜗𝑁,𝜑𝑁)sin(𝜗1)sin(𝜗𝑁) d𝜗1 d𝜑1 d𝜗𝑁 d𝜑𝑁 = 4π.

A fundamental building block of the 𝐵𝜈, 𝐵𝜈0,𝑞0
, 𝐴𝜈, 𝐴

𝜈𝑁,𝜈0
𝜈1 , and 𝑈𝜈 coefficients are the

ordinary (𝐹𝜈) and generalized (𝐹𝜈1𝜈0
𝜈 ) 𝐹-coefficients,

𝐹𝜈(𝐿𝐿
′𝐽2𝐽1) = (−1)𝐽1+𝐽2−1( 𝐿 𝐿 ′ 𝜈

1 −1 0 ){ 𝐿 𝐿 ′ 𝜈
𝐽1 𝐽1 𝐽2

}×

[(2𝐽1+1)(2𝐿 +1)(2𝐿 ′+1)(2𝜈+1)]
1
2 ,

(2.19)

𝐹𝜈1𝜈0
𝜈 (𝐿𝐿 ′𝐽1𝐽0) = (−1)𝐿

′+𝜈1+𝜈0+1( 𝐿 𝐿 ′ 𝜈
1 −1 0 ){

𝐽1 𝐿 𝐽0
𝐽1 𝐿 ′ 𝐽0
𝜈1 𝜈 𝜈0

}× (2.20)

[(2𝐽0+1)(2𝐽1+1)(2𝐿 +1)(2𝐿 ′+1)(2𝜈0+1)(2𝜈1+1)(2𝜈+1)]
1
2 .

The 3×2 symbols in round and curly braces correspond to Wigner-3j and -6j symbols,
respectively, the 3×3 symbol in curly braces is the Wigner-9j symbol.

2.3. Extraction of photon strength functions

Two approaches can be used to extract the PSF from NRF experiments using quasi-
monochromatic MeV-ranged photon beams. They can be used to measure both the
upward PSF (from the ground-state) and downward PSFs in a single experiment
utilizing γγ coincidences. Both methods are illustrated in Fig. 2.5. The following
descriptions of both methods are based on Ref. [129].

6See Ref. [166], eq. (12.209).
7See Ref. [166], eqs. (12.185).
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Figure 2.5.: Extraction of upward and downward PSF from a single NRF experiment. (a)
A quasi-monochromatic photon beam excites nuclear states in a narrow energy
region. (b) The direct ground-state decay (𝜎γγ) and the decay of the 2+

1 state
(approximately 𝜎γγ) are observed. Similar to a funnel, the 2+

1 state is expected to
collect most of the decay cascades via intermediate states. A fraction of decays
bypasses the 2+

1 state (𝜎unobs.
γγ′ ). (c) By gating on transition energies of the decays

of low-lying states in γγ-coincidence measurements, the average branching ratio
is determined for each primary-decay branch. (d) Similarly, one can also gate on
the continuum of states at energies without corresponding low-energy transitions.
This type of measurement is repeated for multiple photon beam energies 𝐸𝑥.

2.3.1. Measurement of the photoabsorption process

After excitation by a quasi-monochromatic photon beam, the excited states decay
either via the elastic or the inelastic decay channel. To obtain a measure for the
photoabsorption cross section 𝜎γ, which is directly related to the upward PSF using
Eq. (1.14), all contributions to both the elastic (𝜎γγ) and inelastic (𝜎γγ′) decay channel
have to be measured. Because of the quasi-monochromatic photon beam, elastic
decays only occur in a narrow energy range given by the width of the photon beam.
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Non-resonant background contributions vanish in this energy region. After applying
the detector response correction, both resolved and unresolved strength is obtained
by integrating over the excited energy range. Resolved strength is attributed to
individual lines that can be separated in experimental spectra (state-to-state analysis).
For higher NLDs, the resolution of the detectors is no longer sufficient to separately
resolve individual spectral lines. This unresolved strength cannot be attributed to
observed transitions, but allows for the analysis of average quantities in integral
spectroscopy.

To account for the inelastic decay channel, the selectivity of the NRF reaction is used,
which primarily excites 𝐽 = 1 states for even-even nuclei. Most of the decay cascades
via intermediate states decay dominantly via dipole and quadrupole transitions that
end up populating one of the first few excited states. Thus, these low-lying states act
like a “funnel” [168], and by observing their decay, one can obtain an estimate for
the missing inelastic decay channel. The combination of both contributions results
in a measurement of the full photoabsorption cross section 𝜎γ = 𝜎γγ +𝜎γγ′ for the
excitation energy region of the photon beam.

The validity of this assumption is discussed in Ref. [169] and has been applied to
numerous nuclei [25, 72, 75, 138, 152, 170, 171]. Statistical model simulations
indicate that, for typical NLD and PSF models, the observed decay of the 2+1 state,
populated by feeding contributions, typically accounts for more than 90% of all non-
ground state transitions. For 164Dy, a good agreement between the population of
low-lying states and statistical model simulations was found [75].

2.3.2. Measurement of the photoemission process

The measurement of the downward PSF using NRF experiments with quasi-mono-
chromatic photon beams has been first described by Isaak et al. [129]. It is based on
the ratio method introduced by Wiedeking et al. [57] for particle-induced reactions,
which was later independently generalized to the shape method [172].

The ratio method introduces a ratio of the PSF for two energies

𝑅 =
𝑓𝜆𝐿𝑗→𝑘(𝐸𝑗−𝐸𝑘)

𝑓𝜆𝐿𝑗→𝑙(𝐸𝑗−𝐸𝑙)
=

𝑁𝑗𝑘

𝑁𝑗𝑙
⋅
(𝐸𝑗−𝐸𝑙)

2𝐿+1

(𝐸𝑗−𝐸𝑘)2𝐿+1
, (2.21)
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that is related to the decay intensities 𝑁𝑗𝑘,𝑁𝑗𝑙 of primary γ-decays to two low-lying
states 𝐽𝑘 and 𝐽𝑙, respectively. Isaak et al. [129] adapted this to the NRF reaction with
quasi-monochromatic photon beams, introducing 𝜎𝑗𝑘 to denote the cross section for
the excitation into the energy region 𝐸𝑗 and the subsequent decay to the low-lying
state 𝐽𝑘. This quantity 𝑅 can be obtained in a γγ-coincidence measurement by gating
on the decay of a low-lying state to select the primary decays of excited states into it.
Using Eq. (2.21), it is directly related to the PSF via

𝑓𝜆𝐿𝑗→𝑘(𝐸𝑗−𝐸𝑘) = 𝑠𝑗
𝜎𝑗,𝑘

(𝐸𝑗−𝐸𝑘)2𝐿+1
. (2.22)

The arbitrary scaling factor 𝑠𝑗 is the same for all low-lying states 𝐽𝑘 for a particular
photon beam energy 𝐸𝑗. Thus, by gating on the decay of multiple low-lying states,
one can obtain the downward PSF at the excited energy region 𝐸𝑗, in arbitrary units,
for photon energies corresponding to the energy differences 𝐸𝑗−𝐸𝑘.

The same experiment is repeated for different photon beam energies in close-meshed
intervals. For each beam energy, the energy difference between the excited energy
region and low-lying states 𝐸𝑗−𝐸𝑘 is different, and thus, one obtains the PSF 𝑓𝜆𝐿𝑗→𝑘(𝐸𝑗−
𝐸𝑘) at different energies. Assuming the validity of the Brink-Axel hypothesis, all
of these PSFs for individual photon beam energies should correspond to a single
downward PSF ⃖⃗𝑓𝜆𝐿(𝐸γ) that is unique for the probed nucleus.

To obtain this downward PSF, an iterative process can be used, which is illustrated
in Fig. 2.6. Starting from the highest photon beam energy, the PSF for this energy is
interpolated using a model, such as linear interpolation between each data point. The
data points for the next-lower beam-energy setting are scaled to this PSF, minimizing
the (quadratic) differences between the data points and the interpolation of the PSF,
taking into account the uncertainties of the data points. Using this newly-determined
combination of PSF for two different photon beam energies, the process is repeated for
each beam-energy setting. This way, one obtains the overall downward PSF ⃖⃗𝑓𝜆𝐿,pexp (𝐸γ)
in arbitrary units (i.e., with an unknown overall scaling factor 𝑠) for primary decays
(superscript “p”). Finally, this PSF can be scaled to existing PSF data from other
experimental probes, or, ideally, from the results obtained to determine the upward
PSF in the same NRF experiment as described in Section 2.3.1.

To evaluate the limits of the Brink-Axel hypothesis, one can study the spread of the
individual data points ⃖⃗𝑓𝜆𝐿,pexp (𝐸γ) around a moving-average window (MAW) ⃖⃗𝑓𝜆𝐿,pMAW(𝐸γ).
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Figure 2.6.: Iterative scaling process applied to the downward PSF for a synthetic dataset. Data
points with the same color belong to the same photon beam energy, and constitute
one PSF measurement. Each data point of a PSF corresponds to primary decays to
a different low-lying state. The combined PSF dataset is initialized with the PSF
obtained using the highest photon beam energy (red). In the first step (left panel),
the PSF for the next-lower photon beam energy (purple data points) is scaled to
the PSF dataset. The procedure minimizes the (squared) differences (dashed black
lines) between the purple data points and a linear interpolation of the points in
the dataset (gray line), i.e., the red data points. The scaled purple data points are
inserted into the combined dataset. In the next step (middle panel), the process is
repeated for the PSF for the next-lower photon beam energy (yellow data points).
The scaling process is iteratively repeated for all photon beam energies, resulting
in a combined dataset that contains the scaled PSF data points for all photon beam
energies (right panel).

Assuming PT-distributed partial transition widths in combination with a NLD model,
one can calculate the PT-related uncertainty of the PSF using Eq. (1.17). Furthermore,
deviations between upward and downward PSF can be studied.

2.3.3. Bremsstrahlung-based method

In the past, a further approach has been used to extract PSF data from NRF experi-
ments using bremsstrahlung [143]. A single NRF bremsstrahlung measurement was
performed with an electron-beam energy exceeding the neutron-separation threshold
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𝑆n to ensure a high photon flux up to 𝑆n. Because of increasing NLDs, the spectroscopic
resolution of individual transitions is no longer possible for high excitation energies.

The resulting γ-ray spectra have to be analyzed taking into account several additional
effects that have to be modeled using simulations: The bremsstrahlung photon beam
results in contributions from atomic scattering of the beam on the target. In addition,
it has to be considered that nuclear states can simultaneously either be populated
directly by the incident photon beam or by decays from higher-lying states. Inelastic
NRF transitions in between nuclear states result in further contributions to the γ-ray
spectra at lower energies. Furthermore, to obtain the photoabsorption cross section
𝜎γ, one has to correct for the branching to intermediate states due to non-ground
state transitions.

Rusev et al. [143] employ a combination of multiple simulations to account for the
individual contributions. The spectral profile of the photon beam and the atomic back-
ground are described by particle transport simulations. Statistical model simulations
account for inelastic transitions, feeding effects, and the missing contributions from
branchings to intermediate states. Overall, this approach results in a rather strong
model-dependency.

Depending on the studied nucleus, large deviations in comparison to other methods
are observed. For example, for 100Mo, the bremsstrahlung measurement [143] results
in a very flat PSF that differs significantly from (p,p′) data [146] results obtained
both using the Oslo method and the shape method, which exhibit a much steeper PSF.
The same can be observed for 96Mo, although to a lesser extent.

2.3.4. The Oslo method

Another method referred to as Oslo method [173] was developed by the Oslo Cy-
clotron [174] group. It allows for the extraction of PSF data from (p,p′γ), (3He,αγ),
and (3He, 3He′γ) reactions. To measure both the emitted γ radiation and the scat-
tered particle, the current setup at the Oslo Cyclotron makes use of two detection
systems. The silicon ring (“SiRi”) particle-telescope system [175], consisting of two
layers of silicon detectors, performs a (Δ𝐸 −𝐸)-type measurement of the scattered
particles. Additionally, the Oslo Scintillator Array (OSCAR) array [176], consisting of
30 cerium-doped lanthanum(III) bromide (LaBr3) detectors, is used to detect the γ
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radiation emitted in the subsequent decay cascade. Earlier experiments made use of
the CACTUS array, consisting of 28 thallium-doped sodium iodide (NaI) detectors.

After correcting the observed γ-ray energy spectra for the detector response, the exci-
tation energy vs. γ-ray energy matrix is adjusted to only include the primary (or “first-
generation”) γ rays emitted in each cascade using the first-generation method [177,
178]. It relies on the assumption that the states directly populated in the particle-
scattering reaction decay in exactly the same way as the states populated by decays
from higher-lying excited states later on in the decay cascade. The excitation reaction
has to populate the same set of states as those populated by decays from higher-lying
states. This assumption is valid if the NLD is sufficiently high, such that a compound
nucleus is formed. It is implemented as an iterative process, with an initial guess for
the first-generation γ-ray spectrum that is iteratively updated in subsequent iterations
until the process converges.

Based on the first-generation matrix 𝑃(𝐸𝑖,𝐸γ), the unnormalized NLD and PSF are
extracted. Assuming the validity of the Brink-Axel hypothesis, the first-generation
matrix is factorized as [55]

𝑃(𝐸𝑖,𝐸γ) =𝒯(𝐸γ)𝜌(𝐸𝑖−𝐸γ). (2.23)

Here,𝒯(𝐸γ) depicts the radiative transmission coefficient. Both𝒯(𝐸γ) and 𝜌(𝐸𝑖−𝐸γ)
are determined simultaneously by performing a minimization procedure. The results
are unnormalized and contain an unknown slope parameter [173]. For normalization
purposes, two data points for the NLD 𝜌(𝐸) are used: (1) At low energies 𝐸 →
0keV, 𝜌(𝐸) is determined by counting the known discrete levels. (2) At the neutron-
separation energy 𝑆n, the NLD 𝜌(𝐸 = 𝑆n) can be obtained from 𝑠-wave neutron-
resonance-spacing data [173]. The normalization has to take into account the spin-
selectivity of the excitation mechanism used for Oslo-method experiments, which is
model-dependent. For the normalization of 𝒯(𝐸γ), experimental data for the average
total radiative width ⟨𝛤γ⟩ of neutron resonances at 𝑆n is used. Both normalizations
require experimental data from neutron-absorption experiments. Thus, to apply the
Oslo method to a nucleus A

ZX, both
A
ZX and A–1

ZX have to be sufficiently long-lived to
allow for the production of suitable enriched targets for Oslo-method experiments
and neutron-absorption experiments, respectively.

Assuming that only dipole radiation 𝐿 = 1 contributes, the PSF is calculated from the
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normalized radiative transmission coefficient 𝒯(𝐸γ) using

𝑓𝜆1(𝐸γ) =
1
2π

𝒯(𝐸γ)
𝐸3
γ

. (2.24)

2.3.5. Relativistic inelastic proton scattering

A further method [179] allows for the determination of the upward PSF and the
NLD using relativistic (⃗⃗p, ⃗⃗p′) reactions measured at extreme forward angles [180].
This method has been used at the Grand Raiden spectrometer [181] located at the
Research Center for Nuclear Physics (RCNP) in Osaka, Japan, to study the PSF of
96Mo [144] and 208Pb [179]. In both experiments, 295MeV-proton beams were used
to excite nuclear states in the excitation energy region of about 5MeV to 25MeV via
Coulomb excitation, which dominates for small scattering angles.

Two methods can be used to separate contributions from different multipolarities. In
the first method, polarization transfer observables are measured [182] in terms of the
total spin transfer at 0°. These observables allow for the distinction between spin-flip
(Δ𝑆 = 1) and non-spin-flip (Δ𝑆 = 0) contributions, which are assumed to correspond
to isovector 𝑀1 spin-flip transitions and the 𝐸1 IVGDR, respectively. In the second
method, multipole decomposition analysis (MDA) [182, 183] can be performed to
separate 𝐸1,𝑀1,𝐸2, and nuclear background contributions, each. The transfer of an-
gular momentum Δ𝐿 increases for larger scattering angles. Because the isoscalar giant
monopole resonance (ISGMR) is located at higher energies, and isoscalar monopole
transitions are only weakly excited in proton scattering [183], 𝐸0 contributions can
be neglected. Nuclear states are excited via virtual photons exchanged between the
scattered protons and the nucleus. The 𝐸1 PSF can be extracted by converting the
Coulomb excitation cross sections into equivalent photoabsorption cross sections using
the virtual photon method [184]. For the extraction of𝑀1 strength using the so-called
unit cross section method [185, 186], refer to Refs. [187, 188].

The NLD is extracted by performing a fluctuation analysis [189–191] of the observed
spectra, which requires a sufficient energy resolution (∼ 20keV for the discussed
experiments).
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3. Experimental details

The experiments discussed in this work used three different experimental setups
located at two facilities, each providing high-energy MeV-ranged photon beams. This
section describes the facilities and the related γ-ray production mechanisms, the
experimental setups, detector configurations, and target geometries, and the data
acquisition (DAQ) systems of the experimental setups used at HIγS and DHIPS.

3.1. Experimental facilities and setups

Several facilities exist that provide intense high-energy photon beams in the MeV-
energy region relevant for nuclear structure applications [155]. For the present work,
three experiments were performed at two facilities. Bremsstrahlung-based photon
beams were used at the DHIPS setup at the S-DALINAC to perform experiments
with 150Nd. Free-electron laser (FEL)-based photon beams were used at HIγS for
experiments with both 150Nd and 96Mo. The present study utilizes both facilities to
benefit from the unique properties of each radiation source.

3.1.1. Bremsstrahlung at the S-DALINAC

The superconducting Darmstadt electron linear accelerator (S-DALINAC) is an electron
accelerator located at Technische Universität Darmstadt in Darmstadt, Germany. It
consists of an injector that provides electron beam energies in the range of 2MeV to
10MeV and a main accelerator that can increase this energy to up to 130MeV in up to
four passes. A detailed description of the S-DALINAC can be found in Ref. [192]. For
the study of photonuclear reactions, the unpolarized electron beam, with a maximum
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current of up to 60µA [192], is extracted from the injector without passing through
the main accelerator. It is directed to the DHIPS setup.

3.1.2. Darmstadt High-Intensity Photon Setup (DHIPS)

A detailed overview of the Darmstadt High-Intensity Photon Setup (DHIPS) can be
found in Ref. [193]. After exiting the evacuated beam pipe of the S-DALINAC through
a 100µm aluminum exit window, water-cooled radiator targets stop the impinging
electron beam, resulting in the emission of a continuous bremsstrahlung spectrum.
This spectrum contains γ-ray energies up to the endpoint energy, which corresponds
to the kinetic energy of the impinging electron beam. The electron beam can be
accelerated to up to 10MeV by the injector.

Depending on the beam energy, up to two radiator targets have to be used to fully
stop the electron beam. For the 150Nd experiment, two radiator targets made from Au
(𝑍 = 79) with thicknesses of 2.5mm and 0.5mm were used. In addition, an optional
beam hardener can be added to reduce the photon flux at low photon beam energies.
The beam hardener significantly reduces the amount of low-energy radiation scattered
on the target, allowing for higher beam currents and thus a higher photon flux in the
high-energy region without overwhelming the γ-ray detectors. The 150Nd experiment
used a 10mm copper beam hardener mounted directly in front of the collimator
entrance.

Table 3.1.: Configuration of the HPGe detectors,
including absorbers placed in front of
the detectors, for the 150Nd experiment
at DHIPS.

Position
𝜑

Detector Thickness (mm)
Cu filter Pb filter

90° HPGe80 10 30
−90° HPGePol 10 30

−130° HPGe2 10 20

Next, the photons pass through a
1480mm collimator consisting of 14
copper blocks (10 × 100mm + 4 ×
120mm). The radii of the collimator
holes increase from 6mm (upstream)
to 12mm (downstream). The last cop-
per block has an additional circular re-
cess with a depth of 98mm and a ra-
dius of 17.5mm, corresponding to the
final opening of the collimator at its
exit. The successive widening of the
collimator hole decreases small-angle
scattering off the collimator walls.
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An aluminum plate, located 162mm behind the end of the collimator, holds the
scattering target in place. The aluminum plate is shaped like an annulus with a cutout
on one side to allow the photon beam to pass through its center without interaction
with the aluminum frame. Two types of target holders are commonly used: One uses
two orthogonal strings, while the other employs a set of plastic screws to attach the
scattering target or calibration source.

A set of three high-purity germanium (HPGe) detectors placed at azimuthal angles
of 𝜑 = ±90° and −130° with respect to the beam axis and a distance of 225mm
(detector end cap to target center) detect the γ-ray radiation emitted from the target
position. Bismuth germanate (BGO) anti-Compton shields encompass each HPGe
detector. They detect radiation scattered from the HPGe detectors and thus allow for
the suppression of events related to photons that only deposit a fraction of the photon
energy into the HPGe crystal. Extensive lead shielding blocks the detectors from each
other, prevents radiation from directly entering the BGO shields and protects the
setup from the high-radiation environment in the accelerator hall, in which DHIPS is
located.

A circular 25mm-radius collimator hole in the lead shielding surrounding each de-
tector allows radiation to reach the HPGe detector crystal from the target position.
These collimator holes also hold circular discs, referred to as filters, which decrease
the amount of low-energy γ radiation reaching each detector. Typically, a combination
of copper and lead filters is employed, with copper filters positioned between the lead
filters and the detector end cap. The copper absorbs characteristic X-rays generated
by the photoelectric effect, which have comparatively high energies because of the
high atomic number of lead (𝑍 = 82). For a detailed overview of detector positions
and filters used for the experiment discussed in the present work, refer to Table 3.1.

3.1.3. High-Intensity γ-ray Source (HIγS)

The High-Intensity γ-ray Source (HIγS) is located at the Triangle Universities Nuclear
Laboratory (TUNL) at Duke University in Durham, NC, USA. It utilizes an FEL to
provide quasi-monochromatic linearly or circularly polarized photon beams [194,
195]. A combination of a linear accelerator and subsequent booster ring feed discrete
electron bunches with energies of up to 1.2GeV into an electron storage ring. On a
straight section of the storage ring, wiggler magnets force the electrons on a sinusoidal
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path, resulting in the emission of optical synchrotron radiation primarily in the
direction of the electron beam. A set of optical mirrors backreflects this radiation
onto the electron beam. At the interaction point between photons and electron beam,
the photons Compton-back scatter off the next electron bunch in the storage ring.
This head-on collision takes place in the rest frame of the highly-relativistic electrons
(𝛽 ≈ 1). The corresponding Lorentz transformations from laboratory frame into rest
frame and back result in an energy boost of the photon energy by a factor of 𝛾(1+𝛽)
for each transformation. This allows for the production of photons in the energy range
of 1MeV to 100MeV.

The Compton-back scattered photons pass through a circular collimator located
about 53m from the interaction point [195]. Smaller collimator radii decrease the
energy bandwidth and spatial extension of the photon beam and the photon flux.
An evacuated beam pipe connects the collimator and the experimental setups in
the upstream target room (UTR). A special high-resolution mode of the FEL enables
a further improvement of the photon beam resolution at the expense of photon
flux [194]. This is achieved by detuning the FEL to reduce the energy spread of the
electron beam.

Two different experimental setups were used for the two HIγS experiments pre-
sented in this work: The 150Nd experiment performed in 2018 made use of the γ3
setup [196]. This setup was superseded by the clover array setup [197] used for the
96Mo experiment in 2021.

3.1.4. γ3 setup at HIγS

In 2001, Pietralla et al. [198] performed the first NRF experiments in the UTR at
the HIγS facility. The initial setup consisted of four 60% HPGe detectors used for
measurements of parity quantum numbers [198, 199]. HPGe detectors have a high
energy resolution compared to other common detector types, such as LaBr3 detectors,
of about 3 keV to 5 keV in the relevant energy range. This results in large peak-to-
background ratios and enables the resolution of individual lines even for high level
densities.

The γ3 setup [196, 200] expands this initial setup with four 3 in×3 in LaBr3 detectors,
resulting in a total of 8 detectors placed around the target position. The LaBr3
detectors provide high detection efficiencies, good time resolution, and can easily
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handle rates in excess of 100 kHz or more. A mechanical construction provides
mounting points at 𝜗 = 90° and 135°. For the γ3 and clover array setup, 𝜗 and 𝜑
denote the azimuthal and polar angles. For the detector configuration used for the
150Nd experiment, refer to Table A.1.

A further HPGe detector is located several meters behind the target position. For
beam-profile measurements (i.e., measurements of the spectral distribution the photon
beam), a motor swivels this 0°-HPGe detector into the attenuated photon beam.

3.1.5. Clover array setup at HIγS

In 2021, the commissioning of an upgraded mechanical mounting structure referred
to as clover array significantly expanded the capabilities of the NRF setup at HIγS.
In addition to the large 3 in×3 in LaBr3 detectors, smaller 1.5 in×1.5 in cerium(III)
bromide (CeBr3) detectors, standard coaxial (HPGe) detectors, and clover (HPGe)
detectors can be mounted. Up to nine CeBr3 detectors are available, providing
a slightly reduced energy resolution, similar timing properties and a significantly
reduced efficiency (due to the reduced size) in comparison to the LaBr3 detectors.
The segmented clover detectors consist of four individual HPGe crystals (called leaves)
and provide better angular resolution and higher maximum rates than the coaxial
single-crystal detectors. By applying an add-back procedure (see Section 4.2.3), the
signals of the individual clover leaves can be combined to achieve an efficiency that
exceeds the sum efficiency of the individual crystals. Up to eight clover detectors
are available. If required and available, the setup can support further coaxial HPGe
detectors. For the detector configuration and filters used for the 96Mo experiment,
refer to Table A.2.

3.2. Data acquisition systems

3.2.1. γ3 DAQ

The γ3 setup combines two complementary and independent DAQ systems: The
analog GENIE DAQ records single spectra for the HPGe detectors with a good energy-
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resolution. In addition, a digital multi-branch system (MBS)-based [201] DAQ, here-
after referred to as mbsdaq, records synchronous event data from all detectors [200]
using two Struck SIS3316 digitizer modules [202] with 14 bit and 16 bit resolution,
respectively. An advanced trigger-logic with several low- and high-energy thresh-
olds reduces the trigger rate to limit the dead time while still enabling the analysis
of coincidences. The mbsdaq also includes additional scaler branches and times-
tamp information, e.g., for the beam pick-up or the accelerator radio-frequency (RF)
signal.

3.2.2. Clover array DAQ

A synchronous DAQ system triggers all channels simultaneously, such that an increase
in detector numbers also increases the dead time. The trigger rate of the synchronous
mbsdaq already exhausted the limitations of that system. For the first clover array cam-
paign in 2021, a commercial DAQ system from Mesytec called mvme [203] replaced
the existing mbsdaq. Though still trigger-based, this so-called mvmedaq enables about
an order of magnitude higher trigger rates in comparison to the mbsdaq.

The clover array DAQ system consisted of multiple Mesytec MDPP-16 digitizer modules.
One digitizer module utilized the charge-to-digital converter (QDC) firmware [204],
suitable for signal processing of fast photomultiplier (PMT) signals from scintillator
detectors without preamplifier. All other modules employed the standard charge-
integrating preamplifier (SCP) firmware [205] suitable for signal processing of signals
from HPGe detectors with preamplifiers. When triggered, the MDPP-16 synchronously
reads out all of its channels. Each channel supports a single threshold that determines if
a channel is read out, depending on the pulse height of a detected pulse (implemented
internally using a timing filter amplifier (TFA) and constant fraction discriminator
(CFD)). The MDPP-16 also includes several trigger outputs. As a read-out controller,
the Mesytec MVLC Versa Module Eurocard-bus (VME) controller [206] was used. It
collects, processes, and distributes all the LEMO trigger signals, and performs the
initialization and readout of the VME modules using the VMEbus. It communicates
with the DAQ control software via User Datagram Protocol (UDP) [207] over Ethernet
or via USB.

The add-back procedure applied to clover detectors is most effective when recording
signals from all leaves of a detector. Usually, the incident photon deposits most of its
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energy into a single clover leaf, with the other clover leaves receiving no or only a small
amount of energy. To properly reconstruct the total energy of the incident photon,
the add-back algorithm takes the sum of all clover leave energies, which requires
the digitizer to record all signals (above noise level) of all clover leaves. However,
when setting the internal threshold of the MDPP-16 to the lowest energy possible, the
resulting trigger rate would be excessively high. Because all channels (of all digitizer
modules) are read out synchronously, the low thresholds would result in excessive
dead times and data rates exceeding the capabilities of the DAQ system.

Instead, a more complex trigger system was implemented by including spare MDPP-
16 and Struck SIS3316 modules for additional trigger signals. In the following
description of the trigger logic, all HPGe detectors are treated as clover detectors. The
preamplifiers of each detector had comparable amplification settings for all leaves
of each clover detector. By plugging the clover leaf signals into a fan-in/fan-out
nuclear instrumentation standard (NIM) module, a sum energy signal for each clover
detector was obtained. A single SIS3316-250 module generated two additional
triggers (outputs TO, UO) for the scintillators. In total, seven trigger signals were
available with different energy thresholds:

• c_90: ≳70keV for clover leaves at 𝜗 = 90° (MDPP-16)

• c_135: ≳70keV for clover leaves at 𝜗 = 135° (MDPP-16)

• c_le: ≳300keV for clover sum energies (fan-in/fan-out + MDPP-16)

• c_he: ≳560keV for clover sum energies (fan-in/fan-out + MDPP-16)

• s_to: ≳70keV for scintillators at 𝜗 = 135° (SIS3316 TO)

• s_le: ≳300keV for scintillators at 𝜗 = 135° (MDPP-16)

• s_uo: ≳1300keV for scintillators at 𝜗 = 135° (SIS3316 UO)

The thresholds for c_90, c_135 and s_le correspond to the internal thresholds of
the MDPP-16 modules used for data recording. The clover sum MDPP-16 modules and
SIS3316 modules did not take any data but only provided trigger information. A GSI
VULOM4A1 universal logic module collected all trigger signals and combined them
using the following trigger conditions:

• s_uo: High-energy scintillator singles
1prototype version of VULOM4B
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• c_he: High-energy Clover detector singles

• c_90 ∧ c_135: Low-energy clover-clover coincidences (only in between detec-
tors with different 𝜗)

• s_le ∧ c_le: Low-energy scintillator-clover coincidences

The VULOM4A emitted a trigger signal if any of the trigger conditions applied. Because
the DAQ system triggered all channels simultaneously, the high-energy single triggers
also recorded all channels with coincident low-energy signals. The implemented
trigger system did not allow for low-energy coincidences between two scintillators or
between two HPGe detectors.

A separate VME crate, operated independently of the mvmedaq crate, contained the
SIS3316, the VULOM4A (operated using the TRLO II firmware [208] and related
control programs), and a CES RIO4 single board computer. The RIO4 initialized the
other two modules over the VMEbus. A control program provided by B. Löher was
used to configure the SIS3316 and read out per-channel scalers for the s_to trigger
threshold.

The lowest γ-ray energies of photons emitted from low-lying states in 96Mo constrained
the energies of the trigger thresholds. Low-energy thresholds at 300 keV allowed
for the observation of the 0+2 → 2+1 decay branch at 370 keV in coincidences, and
high-energy thresholds at 560 keV allowed for the observation of the 3−1 →2+3 decay
branch at 609 keV.

3.2.3. DHIPS DAQ

For the present work, a new digital DAQ system was implemented for DHIPS and
commissioned during the 2020 spring beamtime. It utilizes VME electronic modules
to implement the trigger logic and convert the detector signals, resulting in a binary
stream in the list-mode data (LMD) format that contains energy and timing information
of the detector signals and scaler values.

A single Mesytec MDPP-16 digitizer module operated using the SCP firmware [205] is
used to convert signals from both the HPGe detectors and the BGO shields. Because
the SCP firmware is optimized for standard charge-integrating preamplifiers, the BGO
signal is first amplified using a TFA before entering the digitizer. A VULOM4B module
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(operated using the TRLO II firmware [208]) is used to create the trigger signal. It
accounts for conversion- and readout-related dead time, keeps track of trigger-related
scalers, records trigger timestamps, and optionally provides additional pulser signals.
To control and readout the VME modules, a PowerPC-based RIO4-8072 single-slot
VME board produced by Mercury Systems is used. It runs a custom Linux distribution
with a PREEMPT_RT real-time kernel and includes a gigabit Ethernet interface for
network access.

Most of the software used for the readout of the data acquisition system was originally
developed for the R3B setup [209] at GSI/FAIR as part of the NUSTAR DAQ. To
implement the readout and data transportation pipeline, drasi [210] is used. It serves
the same purposes as MBS and can be used as a drop-in replacement, but enables
higher data rates, provides additional features, is under active development (as of
2024), and available under a GNU LGPL v2.1 license.

The initialization and readout of the modules is performed using the nurdlib li-
brary [211, 212], which was extended to provide additional features for the SCP [205]
and QDC [204] firmware of the MDPP-16 digitizer. This library is used by the
user-provided readout program, referred to as f_user.c. This program provides
experiment-specific functions for initialization and readout that are called by drasi
(“glue code”). Instead of developing the readout program from scratch, the f_user.c
program called r3bfuser [213] developed by the R3B collaboration [209] was used,
which was adapted with DHIPS-specific modifications to optimize scaler readout and
provide absolute timestamps without a dedicated timestamp source.

The readout is performed using event counting in combination with multi-event
readout, shadow readout and early dead-time release [214]. Instead of synchronously
reading out every event processed by the MDPP-16 digitizer separately (single-event
readout), multiple events are read out at once (multi-event readout), which amortizes
the overhead introduced by the readout process. For shadowed multi-event readout,
this readout process is also performed in the background, without introducing any
additional dead time. Thus, dead time is only introduced for synchronization checks,
which are required regularly tomake sure that the event counters are still synchronized.
Early dead-time release allows the digitizer to convert further events while (event) data
are still being transferred, further reducing the introduced dead time. A ucesb [215]-
based unpacker for the generated data was created to convert the recorded lmd files
into ROOT [216, 217] files.
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For data-analysis purposes, an analysis toolkit named dhips2spec was created that can
be used as a general purpose tool to create spectra and rate plots for DHIPS data. It
also allows for the creation of coincidence matrices, timestamp selection, dead-time
determination, and to segment runs into time periods with and without active photon
beam based on the trigger rate.

For online-monitoring purposes, the nupeline [218] data transport framework was
utilized. It provides the foundation for a modular data analysis pipeline. Individual
programs that perform different tasks of the data analysis, the so-called boxes, are
chained together, communicating via network (Transmission Control Protocol (TCP))
to exchange event data, histograms, and other control parameters and flags. The
first box in the pipeline runs the DHIPS-specific unpacker that directly communicates
with the DAQ system to populate the analysis pipeline with the online data. Several
DHIPS-specific boxes were created to perform tasks such as histogram creation, energy
calibration, Compton suppression, dead-time determination, and rate monitoring.
Determined metrics can be exported to time-series databases such as InfluxDB [219]
or VictoriaMetrics [220] using an adapter box that was created for this purpose. The
database collects metrics used for online-monitoring purposes, and is populated from
other data sources as well. The Grafana [221] observability platform is used to visu-
alize the recorded metrics, and accessed by the responsible physicist on experimental
shift. A generic plugin was created for hdtv [222] to make it possible to view online
histograms created by nupeline boxes.

For an in-depth description of the DHIPS DAQ system, refer to the DHIPS DAQ
manual [223]. It includes detailed information about the cabling, its various subsys-
tems, the readout process, online monitoring, the data format and processing, and
instructions for experiment preparation and detector optimizations.
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4. Analysis

This chapter presents the methodology for analyzing the experimental data. It is split
into two sections. The first section describes the analysis of the 150Nd data, consisting
both of the HIγS and DHIPS experiments. The second section describes the analysis
of the 96Mo experiment performed at HIγS. Analysis steps that are equivalent are
described in detail in the first section.

The analysis made use of several data analysis tools and libraries. Analysis code was
written in C++ and Python. The C++ analysis primarily made use of the ROOT [216,
217] data analysis framework. For the Python analysis, a variety of libraries were
utilized, including NumPy [224], Sympy [225], SciPy [226], Matplotlib [227], Pan-
das [228, 229], Jupyter [230], PyMC [231–233], uproot [234], and ArviZ [235]. In
addition, an angular correlation code was written in Julia [236]. Spectral analysis
was performed using the hdtv spectrum analysis tool [222]. Visualizations for this
work use the TikZ library [237] for LATEX.

4.1. 150Nd experiments

The 150Nd analysis comprises the DHIPS and HIγS experiments that complement each
other. The continuous bremsstrahlung spectrum of the DHIPS-experiment covers the
whole energy range up to 6.7MeV and allows for the determination of absolute energy-
integrated cross sections of individual levels relative to well-known cross sections of
27Al. The linearly polarized quasi-monochromatic LCB photon beam of HIγS, on the
other hand, can be used to selectively probe the strength in a very narrow energy
range.
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4.1.1. Simulation of experimental setups

The probability for a detector to interact with γ-ray radiation depends on a variety
of factors, such as crystal and scintillator size, detector shielding, and direction of
irradiation. For analysis purposes, this interaction probability, referred to as detector
response, had to be calibrated using a combination of experimental calibration mea-
surements and calculations. A Monte-Carlo particle-tracking simulation based on the
Geant4 toolkit [238–240] was used to model the detector response, which was then
scaled using calibration measurements. The geometries of the setups were replicated
digitally, including the materials and their physical properties. Particles (in this case,
photons) were created in the simulation, and their interaction with the geometry of
the setup and detectors was simulated and tracked.

If the detector crystal shape (including dead crystal layers), the geometry of detector
housings and shielding, target geometry, and the respective positions and orientations
were known exactly, the simulation would be sufficient to completely characterize the
detector response. Because these parameters were not known exactly, the results of
the simulation were scaled to experimental efficiency-calibration measurements to
account for differences between observed and simulated absolute efficiencies.

The simulations for the 150Nd experiments at HIγS and DHIPS were performed using
the utr code1 [241]. It makes use of the Geant4 toolkit[238–240]. For the simulation
of electromagnetic interactions such as the photoelectric effect, Rayleigh and Compton
scattering, and pair production, the polarized variant of the (phenomenological)
Livermore physics model provided by Geant4 was used. For a detailed overview of
interaction processes, refer to Ref. [242]. The NRF process itself was not implemented,
because the excitation of nuclear levels and subsequent γ-ray emission was not part
of the simulation. Other elastic or coherent scattering processes such as Delbrück
scattering, which could be mistaken for NRF reactions (especially in a continuum of
unresolved transitions), have been demonstrated to be negligible [243].

Detector response simulations with non-isotropic angular distributions for the 150Nd
experiments made use of a customized particle source based on an accept-reject
sampling algorithm (e.g., refer to section 2.3.2 in Ref. [244]). The utr code provides
a hard-coded list of angular distributions for several transitions relevant for typical
1Originally implemented for simulations of the UTR at HIγS, the utr code was later expanded to also
include the DHIPS geometry (and other setups).
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Figure 4.1.: Energy calibration residuals for HPGe detectors at DHIPS. All residuals are smaller
than 0.5 keV, indicating that the linear model is sufficient to precisely calibrate the
energy spectra.

NRF experiments. The angular distributions were calculated using the angcorrwat
code [245], which can automatically generate suitable C++ code, which was then
integrated into the utr code.

4.1.2. Detector calibrations

Energy calibration

The analog-to-digital converters (ADCs) provide pulse-height information for individ-
ual events (event-based digital DAQs) or in form of prebinned histograms (analog
GENIE DAQ). Known spectral lines from natural background radiation, radioactive
calibration sources and contaminants were used to associate pulse-heights of the
detector signals and γ-ray energies of the incident photons. Lots of spectral lines
emitted by radioactive sources were identified in background spectra. For example, in
DHIPS background spectra, lines originating from 40K, 60Co, 124Sb, 207Bi, 208Tl, 212Bi,
214Bi, 214Pb, 228Ac, and 234Pa were found. These lines are present up to energies of
2615 keV.2 Furthermore, radioactive calibration sources with known activity were
placed at the target position and provide additional spectral lines up to 3612 keV
2A background line of 214Bi at 2695 keV exists but is usually below the sensitivity limit.
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Figure 4.2.: Energy-dependent shift of 511 keV peak relative to its average position in HPGe de-
tectors for DHIPS measurements. From April 6 to April 13, pronounced oscillations
with a 24 h period were observed. The absolute scale of the oscillations is negligible
in comparison to the peak width and uncertainty of the energy calibration.

(in case of 56Co). Known states of other elements contained in the target that were
excited via NRF reactions by the photon beam provide further calibration lines at
even higher energies.

For HPGe detectors, a linear model is usually sufficient to describe the relationship
between pulse height and γ-ray energy. The resulting residuals are shown in Fig. 4.1.
For scintilllator detectors such as the LaBr3 detectors used for the experiment, satura-
tion effects in PMTs result in non-linearities that require polynomials of higher order
for a sufficient description of the relationship. For this work, polynomials of degree
three were used for the energy-calibration of LaBr3 and CeBr3 detectors.

The non-linear terms result in large uncertainties when extrapolating to higher ener-
gies. Because radioactive calibration sources only provide detectable calibration lines
up to around 3.5MeV for scintillator detectors, but measurements were performed
with photon beam energies up to almost 10MeV, large uncertainties are expected if
the energy calibration is exclusivey based on the measured calibration lines.

Additionally, the relationship between pulse height and γ-ray energy is not stable but
can be influenced by a variety of internal and external factors, such as detection rate,
temperature, magnetic fields, or voltage fluctuations. The fluctuations are illustrated
for the HPGe detectors of the DHIPS setup in Fig. 4.2. The shift of the 511 keV peak
from its mean positions was tracked over time by splitting the data into individual time
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slices. The photon beam intensity and detector rates were approximately constant
throughout the shown time frame. A strong correlation between the data in the three
detectors can be seen. In the second half of the depicted time frame, a sinusoidal
wave with a 24h period emerged. When comparing the data to outside-temperature
measurements, it was found that the sinusoudal shift emerges when the maximum
temperature of the day exceeded approximately 10 °C. However, it is unclear how
the outside temperature could affect detectors located in an underground facility
under meters of concrete and lead. The absolute and relative scale (⪅100eV) of the
observed shifts for the HPGe detectors was insignificant in comparison to other factors
and was therefore neglected for the analysis.

However, especially scintillator detectors are sensitive to these influences. For the
LaBr3 detectors during the 150Nd HIγS experiment, the position of the ground-state
decays (observed as a single bump resembling the shape of the photon beam profile)
deviated from the known centroid energy of the photon beam by up to ±20 keV,
in some cases even ±30 keV, when using a single energy calibration for all runs.
Therefore, the ground-state decay bump was used as an additional data point to
create individual energy calibrations for each run.

Width calibration

Natural line widths of typical transitions observed in NRF reactions are in the meV
range. Doppler-broadening due to thermal motion increases the width to the eV range.
However, the intrinsic resolution of γ-ray detectors is much lower, and determines the
energy width of observed spectral lines. The typical experimental resolution of HPGe
detectors is several keV, and of scintillator detectors several tens of keV, depending on
the transition energy and detector properties. Factors that influence the resolution are,
among others, uncertainties from electron-hole pair production and charge collection
in the detector, and electronic noise during signal processing [246].

The model
𝜔2 = 𝑒+𝑝2𝐸 +𝑐2𝐸2 (4.1)

describes the relationship between peak width 𝜔 and energy 𝐸. The coefficients 𝑝,𝑐,
and 𝑒 related to electronic, production, and collection noise [246] were determined
from calibration lines. However, similar to the energy calibration, the peak widths
of the detectors are also sensitive to influences such as the rate of incident γ rays.
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High rates result in a shift of the baseline of the energy signal of the detector, and
the overlap of signals from successive pulses can result in a lowered resolution. For
the HPGe detectors used at DHIPS, laboratory tests indicate that the peak width at
1332 keV increases by 0.1 keV to 0.7 keV (or 4% to 13%), depending on the detector,
when the (free) γ-ray rate increases from 1 kHz to 20 kHz. Therefore, peak widths
were calibrated using spectral lines from NRF reactions and natural background lines
present in runs with active LCB photon beam and not from calibration runs.

If the peak width and the number of counts of the continuous γ-ray background
are known, one can define an energy-dependent spectroscopic sensitivity limit for
the identification of spectral lines. However, because of the high NLDs of 150Nd,
the assumptions of non-overlapping peaks and a continuous background were not
fulfilled, especially for higher excitation energies. Already at 5MeV, the average
level spacing for 1− states is around 2 keV for 150Nd according to CT and BSFG NLD
models. Therefore, no sensitivity limit is given in the present work. Instead, the width
calibration was used to distinguish individual spectral lines from concentrations of
transition strength that originated from clusters of adjacent nuclear states that could
not be resolved individually.

Efficiency calibration

The detection efficiency of γ-ray detectors was measured using radioactive calibration
sources with known activity. Phenomenological multi-parameter models such as the
ones by Knoll [242] or Jäckel, Westmeier, and Patzelt [247] can interpolate the
detection efficiency in between the measured data points. Radioactive calibration
sources provide calibration lines below 3.6MeV, however, the experiments performed
for this work covered an energy range up to 9.5MeV. Because of the non-linear
(exponential) terms of these models, reliable extrapolations from the decay energies
of available calibration sources to the energy ranges studied in this work were not
feasible.

Instead, Geant4 simulations were performed to not only obtain the detection efficiency
for FEP events, but the complete detector-response matrix. The simulated energies
range from 50 keV to 8000 keV in steps of 50 keV. As a trade-off between the statistical
uncertainty and computational costs, 5×107 events were simulated per energy setting,
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Figure 4.3.: Absolute efficiency calibration for DHIPS and HIγS HPGe detectors for the 150Nd
experiment. The efficiency data points of up to five calibration sources are shown,
in addition to the simulated curve obtained from Geant4 simulations, which were
scaled to the calibration measurements.

resulting in a relative statistical uncertainty for the number of counts in the FEP
of 1%.

By linear interpolation between the simulated energies, the resolution of the detector-
response matrix increases from 50 keV to 1 keV. The FEP position was shifted accord-
ing to the energy difference between simulated and interpolated energy. The shifted
interpolation results in unphysical shifts of the 511 keV and 1022 keV peaks. However,
the present work only relies on detector-response matrices above energies of 2MeV.
For a suitable interpolation of detector-response matrices at lower photon energies,
see Sec. 5.1.5 in Ref. [248].

The general shape of the energy dependency of the efficiency was sufficiently well-
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described by the Geant4 simulation. Differences in the thickness of the detector
shielding or dead regions around the inner core of the detectors [249] resulted in
different absolute efficiencies for the simulated and measured detector efficiencies.
These deviations were accounted for by scaling the detector-response matrices, such
that the experimentally observed efficiencies obtained using calibration measurements
with radioactive calibration sources [250–254] were reproduced. For most detectors,
the scaling factor was slightly smaller than one, i.e., the simulated efficiencies tended
to overestimate the real detection efficiencies. For the HIγS experiment, experimental
and simulated efficiencies deviated below 600 keV. At those energies, the efficiency is
highly sensitive to even minor deviations in the thickness of detector shields. However,
the experiment discussed in the present work only concerns higher energies, and
for the scaling of the detector-response matrices, only calibration data points above
1MeV were taken into account. The observed efficiencies between 1MeV to 4MeV
were well-reproduced by the Geant4 simulation, and a good extrapolation across the
entire studied energy range up to 7.5MeV was expected. To interpolate the efficiency
for FEP events between simulated data points, a continuous spline was used instead
of a linear interpolation for more accurate results. Figure 4.3 depicts the resulting
simulated efficiencies and calibration data points both for the DHIPS and HIγS 150Nd
measurement for the used HPGe detectors.

4.1.3. Recoil correction

Absorption of the exciting photon and the subsequent emission of radiation result in
the transfer of momentum to and from the nucleus. For this reason, for a nucleus at
rest, the energy 𝐸γ required to excite a nuclear level is slightly larger than the level
energy 𝐸𝑗. Likewise, the energy of the emitted photon is also shifted, depending on
angle of emission 𝜗 with respect to the incident photon. Using the conservation of
momentum and energy, and the law of cosines, one obtains the change in energy

Δ𝐸Absorption =𝐸γ,𝑖→𝑗−𝐸r =+
𝐸2
r

2𝑀𝑐2
, (4.2)

Δ𝐸Emission =𝐸γ,𝑗→𝑖−𝐸r =−
𝐸2
r

2𝑀𝑐2
(1−2cos𝜗)+𝒪(𝐸3

r ). (4.3)

The energy dependency of the recoil is illustrated in Fig. 4.4, including the energy of
a photon emitted from a nucleus at rest.

62 4. Analysis



+ 𝐸2𝑥
2𝑀𝑐2− 𝐸2𝑥

2𝑀𝑐2
+𝒪(𝐸3

𝑥)
− 𝐸2𝑥

2𝑀𝑐2
(1−2cos𝜗)+𝒪(𝐸3

𝑥)

Emission
(𝜗 ≈ 180°)

Decay at Rest
Emission
(𝜗 ≈ 90°)

Level Energy 𝐸𝑥
Emission
(𝜗 ≈ 60°)

Absorption
Emission
(𝜗 ≈ 0°)

Energy

Pr
ob

ab
ili
ty

Figure 4.4.: Energy of the absorbed (red) and emitted (blue) photon for an (elastic) NRF
scattering process compared to the level energy 𝐸𝑥 (black) and to the decay at
rest (teal). For the excitation of the nuclear level, the energy of the absorbed
photon has to be higher compared to the level energy because of the conservation
of energy and momentum. The additional energy is converted into recoil energy of
the nucleus. Except for metastable states, excited levels are short-lived. Thus, a
nucleus emitting γ radiation is usually in motion from the recoil of the preceding
populating reaction and not at rest. The energy of the photon emitted during the
subsequent γ decay of the excited nucleus, as observed in the laboratory frame,
depends on the emission angle 𝜗 relative to the incident photon. Additional energy
and momentum are transferred to the nucleus.

4.1.4. Photon-flux calibrations

Bremsstrahlung photon-flux calibration at DHIPS

The number of observed scattering events from NRF reactions depends on the number
of incident photons 𝑁γ impinging on the target. To calibrate the photon flux for a
bremsstrahlung photon beam experiment, one possible method is the simultaneous
placement of a reference target in the beam with known energy-integrated cross
sections. From the areal density of target nuclei in the reference target, the photon
flux per area can be determined.

The 150Nd DHIPS measurement used a so-called sandwich target. The 150Nd target
was layered in between two 27Al metal pieces with the same diameter as the target
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Figure 4.5.: Compton-suppressed spectrum of the 150Nd experiment at DHIPS for the HPGe
detector at 𝜗 = 130°. Arrows mark transitions of 27Al, which was used to calibrate
the photon flux. As indicated, the regions from 2.9MeV to 4.5MeV and 4.5MeV
to 6.2MeV are scaled down by factors of 100 and 10, respectively. The dashed
arrow indicates the endpoint energy of the electron beam of 6.67MeV.

material (inner target container dimensions), and masses of 679.5mg (front of target)
and 689.4mg (back of target), respectively. Placing reference targets on either side
ensures that the mean photon flux received by the 27Al is comparable to the one that
the 150Nd target experiences.

From the well-known energy-integrated transition strengths of 27Al [255], the time-
integrated photon flux of the photon beam was determined. Effects of the geometry
of the sandwich target and the angular distribution of the emitted photons (with
non-zero multipole mixing ratios 𝛿) were simulated and taken into account using
Geant4 simulations.

The phenomenological Schiff formula [256] approximates the spectral distribution
of the bremsstrahlung photon-flux spectrum assuming a thin target. It depends on
two parameters, the atomic number of the radiator target and an energy parameter
that is slightly larger than the energy of the incident 𝑒− beam but has no physical
meaning. Thus, it is not possible to obtain an estimate of a bremsstrahlung spectrum
for a given 𝑒−-beam energy without further calibration data points. More advanced
models use the Born approximation with a higher-order Coulomb correction [257,
258], but require more advanced codes for calculation [259].

64 4. Analysis



1 2 3 4 5 6 7102

103

104

105 27Al @ DHIPS

S-DALINAC 𝑒− beam
𝐸endpoint = 6.67MeV

Energy (MeV)

𝑁
γ𝑁

T
(e
V−

1
fm

−
2 )

HPGe80
HPGe2
HPGePol

Figure 4.6.: Bremsstrahlung photon beam flux of the 150Nd experiment at DHIPS. The data
points, obtained using the 27Al reference target, are rescaled to the number of
target nuclei 𝑁T of 150Nd to allow for a direct comparison with Fig. 4.10. The curve
depicts the photon flux obtained by fitting the Schiff formula to the data points.

For the interpolation of the bremsstrahlung in between the experimental 27Al data
points, however, the Schiff formula sufficed. Some data points overlap with ground-
state transitions from 150Nd that are observed at HIγS. The area of the 27Al transition
at 3956 keV is corrected for the area of the 150Nd ground-state transition at the same
energy using the observed ratio of the energy-integrated cross sections of the 150Nd
transitions at 3956 keV and 3888 keV at HIγS. The relevant energy range for HPGe
spectra of 150Nd taken at DHIPS and HIγS is pictured in Fig. 4.7.

Figure 4.6 shows the bremsstrahlung flux of the 150Nd measurement and the 27Al
calibration data points. For easier comparison with the HIγS experiment, where only
the product between photon flux 𝑁γ and number of target nuclei 𝑁T was measured,
the depicted photon flux and 27Al calibration data points were scaled to the number
of 150Nd nuclei 𝑁T.

The energy spectrum of the HPGe detector placed at backward angles for the DHIPS
experiment is depicted in Fig. 4.5. The energies of known 27Al lines are indicated by
arrows. Some 27Al lines were overlapping with 150Nd lines and excluded from the
analysis. In addition, the spectral lines for transition of 150Nd are visible.
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Figure 4.7.: Comparison of DHIPS (top) and HIγS (bottom) spectra for 150Nd. In both cases,
the spectra of two HPGe detectors at different angles are depicted. All histograms
have bin widths of 1 keV per bin, except for HPGe4, which has a bin width of 2 keV
per bin to account for the lower detector resolution. The bin values were scaled
down accordingly. The detector names HPGe2 at HIγS and DHIPS refer to two
different detectors. The dashed line in the bottom panel indicates the spectral
distribution of the quasi-monochromatic photon beam with a nominal energy of
3.9MeV. There is a 27Al calibration line at 3.956MeV in the DHIPS spectrum.

Photon flux from atomic background at HIγS

It has been shown [74, 75, 243] that the atomic background, which is dominating the
γ-ray spectra at low energies, can be used to calibrate the time- and energy-integrated
photon flux for HIγS NRF experiments. In preparation for the photon-flux calibration, a
Geant4 simulation was performed. A polarized photon beam with the diameter of the
used collimator was directed at the simulated target. The detector-response-corrected
photon beam spectrum was used to define the energy distribution of the simulated
photon beam. Spectra were created for detector multiplicities of 𝑚=1,2,3.

The number of counts within a certain energy range in the spectra of the detectors in
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Figure 4.8.: HIγS photon flux calibration using radiation from atomic scattering. The experimen-
tal spectrum of HPGe3 is depicted for a photon beam energy of 𝐸beam = 4.9MeV, in
addition to the Geant4 simulation of the incident photon beam, which was scaled
to the experimental spectrum. Its decomposition into events with multiplicities
𝑚=1 and 𝑚=2 is shown. A convolution with a Gaussian kernel was applied to
account for the finite detector resolution. the Compton-scattered photon beam can
be seen at around 280 keV, and the 𝑒+𝑒− annihilation peak at 511 keV.

the setup is proportional to the number of incident photons of the beam. Thus, the
ratio of the number of counts in experiment and simulation (normalized to the number
of simulated photons) is proportional to the time- and energy-integrated photon flux.
Pile-up has to be taken into account [243], which required a more sophisticated
fitting procedure that also took into account events with multiplicities to reproduce
the experimental spectrum and resulted in additional systematic uncertainties.

A fit was performed to scale the simulated spectra with different multiplicities to
the experimental spectrum (see Fig. 4.8). To account for the detector resolution
and Doppler broadening of the 511 keV peak, a convolution with a Gaussian kernel
was applied to the simulated spectra. The experimental and simulated spectrum
agreed very well, especially for energies up to the 511 keV peak. At 511 keV, the
simulated spectra contained a step that is not present in the experimental spectra.
Events with higher multiplicities (also included in the simulation) compensated for the
step. In addition, the tail on the high-energy side of the 511 keV peak also obscured
the observed step.
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A distinct structure is visible at around 280 keV for the depicted photon beam energy.
It is attributed to Compton scattering of the photon beam on the target. The energy
range of the structure is directly related to the relative angle of the detector with
respect to the beam axis of 𝜗 = 135°, and its width is determined by the solid angle of
the detector. By comparing the spectra of pure background runs to the spectra of runs
with active LCB photon beam, it was found that the 511 keV peak was dominated
by events that were correlated with the photon beam. The contribution of 511 keV
photons from background-related sources was smaller than 0.02% to 0.2%, depend-
ing on collimator, photon beam energy, beam intensity and detector. Hence, those
contributions were neglected, and it was assumed that the 511 keV peak exclusively
originates from on-beam events.

Because the scattering cross section for small scattering angles is larger, and the
detectors at backwards angles are placed further away from the target, the number
of 511 keV photons observed at backward angles was about 12% to 20% lower in
comparison to detectors placed at 90°with respect to the beam, depending on detector
and γ-ray energy.

The results for the energy-integrated photon flux in γs−1 are depicted in Fig. 4.9.
The method was applied to detectors HPGe1, HPGe2, and HPGe3 separately, and
combined into a single mean value per photon beam energy setting. The increase
in photon flux for higher photon beam energies and the decrease in photon flux for
decreasing collimator sizes canceled each other out, such that the photon flux stayed
approximately constant throughout the experiment. The individual values obtained
for each detector scattered around the mean value by around ±2%, which was used
to quantify the uncertainty of the method.

To determine the absolute scale of the photon flux, the energy-integrated cross sections
of observed transitions were scaled to their known values using a single scaling factor
that is the same for all photon beam energies. The energy-integrated cross sections
from the DHIPS experiment (above 4MeV) and from Ref. [260] (below 4MeV) were
used for calibration purposes. The resulting spectral distributions of the photon beam
for each photon beam energy setting are depicted in Fig. 4.10. Not the entire target
was exposed to the photon beam. As the collimator radius was reduced for higher
photon beam energies, the number of target nuclei that could interact with the beam
decreases, which was accounted for by adjusting the radius of the photon beam in the
Geant4 simulation. In addition to the photon-flux distributions, Fig. 4.10 also shows
the data points that were used for calibration purposes. A good agreement between
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Figure 4.9.: Energy-integrated photon flux for the 150Nd experiment at HIγS. The flux was
determined by comparing the area of the 511 keV peak in different detectors with
Geant4 simulations of the photon beam. The dashed line connects the mean
value for each photon beam energy setting. The bottom panel shows the relative
deviation of the flux values determined independently for each detector from the
mean value of all detectors. The annotation in the top panel gives the collimator
radius used for each photon beam energy setting.

the calibrated photon-flux distributions and the data points was found for the entire
energy range for which transitions were observed.

4.1.5. Analysis of decay behavior

For the 150Nd experiment, the LCB photon beam of HIγS was operated in high-
resolution mode (see Section 3.1.3). The collimator radii were carefully selected to
maximize the photon flux while keeping the full width at half maximum (FWHM)
of the beam below 𝐸2+1

≈ 130keV. Below 4MeV, the high-flux mode was used be-
cause it still provided sufficient resolution using a standard 3/8 in= 9.025mm radius
collimator. For higher energies, the high-resolution mode was used in combination
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Figure 4.10.: Normalized photon-flux distributions for all photon beam energies of the 150Nd ex-
periment at HIγS. Data points are calibrated using experimental energy-integrated
cross sections from DHIPS for energies above 4MeV and from Ref. [260] for ener-
gies below 4MeV.

with 8mm, 7mm, 6mm, and 5mm collimator radii. Figure 4.11 shows the FWHM
of the LCB photon beam for each energy setting. In almost all cases, the photon beam
FWHM stayed below 130 keV.

The accomplished resolution was sufficient to separate both decay branches to the
ground-state band. However, there was still significant overlap between the bumps
associated with decays to the 0+1 and 2+1 states. An elaborate fitting procedure was
developed to extract and separate the four different contributions from NRF reactions:
Decay radiation both from excited 1− and 1+ states to both the 0+1 ground state and
the first excited 2+1 state.

The fits were based on several assumptions:

• The NLD in the excited energy region is high.

• The dipole strength is distributed uniformly among excited states.

• Contributions from 𝐸2 transition strength can be neglected.

As a consequence of the first two assumptions, each decay branch takes on a shape
that resembles the shape of the incoming photon beam. For low excitation energies,
nuclear-structure effects dominate the properties and distribution of nuclear states,
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in integral spectroscopy.

consisting of a few strong states only. As the NLD increases with excitation energy,
the strength is also distributed more uniformly and is usually described by the 𝜒2-
distribution. Thus, the fit should be able to sufficiently reproduce the experimental
spectra for high excitation energies but might fail to reproduce the observed spectra
for low excitation energies, especially if single strongly-excited states are present. The
absence of observed 2+ states in the DHIPS spectra supports the last assumption.

The fit took into account several contributions to the resulting nuclear spectra:

• The four possible decay branches, each resembling the shape of the incident
photon beam.

• Background radiation. For the HPGe detectors, a separate background measure-
ment was performed, which was combined with a constant-background model
(with a single scaling parameter) to account for background observed at higher
energies in the detected spectra. For the LaBr3 detectors, background spectra
were generated from the online spectra (i.e., runs with beam) by selecting
off-beam events using time gates.
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• Atomic scattering of the photon beam on the target. The scattered radiation
resulted in a tail that increased exponentially towards lower energies (at least
locally close to the excitation energy).

• Contributions from NRF reactions on other elements in the target, mainly 12C
at an energy of 4439 keV and 16O at an energy of 6915 keV.

The photon beam profile was obtained from a separate measurement involving the
0°-detector. A normal distribution with an exponential tail 𝜆l on its low-energy side
was used to model the spectral distribution of the photon beam. The shape was
parametrized by the distribution 𝒯(𝜇,𝜎2,𝜆l,𝜆𝑟), which also includes a right tail 𝜆r
(which was not used here, i.e., 𝜆r →∞). The exponential tails 𝑡𝑖 ≡𝜎𝜆𝑖 (with 𝑖 ∈ {l,r},
𝑡𝑖 ∈ (0,∞)) account for a slower (exponential) decline of the beam intensity far from
its center. The PDF (normalized to 1) is defined as

𝑓𝒯(𝑥 | 𝜇,𝜎2,𝜆l,𝜆𝑟)= 𝜈𝒯 ⋅exp⎛⎜⎜
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At the position where the Gaussian core switches to the exponential tail, the function
and its first derivative are continuous. For 𝜆l → ∞∧𝜆r → ∞, the 𝒯 distribution
reduces to the normal distribution 𝒩(𝜇,𝜎2).

For several reasons, a simple background subtraction combined with a subsequent
detector-response correction of the nuclear spectra is not desirable. In the original
nuclear spectrum, each bin content corresponds to a Poisson-distributed random
variable. Taking the difference of two Poisson-distributed random variables results in
a random variable that is no longer Poisson-distributed but instead contains Bessel
function terms [261], severely complicating the proper treatment of uncertainties.
Performing a detector-response correction of the nuclear spectra is also questionable,
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Figure 4.12.: Ratio of single-escape peak (SEP) and double-escape peak (DEP) volume to FEP
volume obtained from Geant4 simulations. The results for detector HPGe2 for
the detector distances used for setup 4 are shown.

because the different contributions listed above correspond to different detector-
response matrices. No single detector-response matrix can be used for all of them.

The background radiation is known from separate measurements, detector-response
correction is neither necessary nor possible (unknown spatial origin of radiation).
The four observed decay branches correspond to different angular distributions of
the cascades 0+ → 1± → 0+ and 0+ → 1± → 2+. Depending on the detector, the
angular distribution results in a significant deviation of the ratio of escape peaks to
the FEP in comparison to isotropically emitted radiation (see Fig. 4.12). Assuming
isotropically emitted radiation corrected by a scalar angular distribution factor results
in systematic deviations of the order of up to 10%, depending on energy, detector,
and decay branch. For the depicted detector, the number of counts in the escape
peaks of 1+ ground-state transitions is 10% larger than the number of counts in the
escape peaks of 1− ground-state transitions, assuming identical FEP volumes.

The angular distribution of 2+ ground-state decays is less pronounced, but also has
to be taken into account for the decay of excited states of 12C and 16O, which are
also found in the target, and have to be corrected for. Finally, the atomic background
radiation from scattering of the photon beam on the target, with an angular distri-
bution described by the Klein-Nishina formula [262], has to be considered. For the
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Figure 4.13.: Energy-dependency of the scaling factor of the detector-response matrix for each
detector. The deviation of the scaling factor from unity is especially large for the
problematic fit at 4.9MeV.

atomic background radiation, which is detector-response corrected, isotropic emission
is assumed, because the detectors are not located at extrema of the corresponding
angular distribution.

To account for shifts of the energy calibration in between different runs (see Sec-
tion 4.1.2), the model included an energy-shift parameter that allowed energy shifts
of ±40 keV for the LaBr3 detectors and ±3 keV for the HPGe detectors. This shift
parameter could also account for potentially asymmetric strength distributions that
deviated from the Gaussian shape of the photon beam. To favor the original energy
calibration, a (truncated) Gaussian distribution was chosen as the prior probability
distribution. The Gaussian prior distribution in a Bayesian model is equivalent to 𝐿1
regularization (LASSO regression) [263, 264] in a frequentist approach. The standard
deviation was set to 0.1 keV and 4 keV for the HPGe and LaBr3 detectors, respectively,
because deviations of that size were expected.

Similarly, to allow for deviations of the observed detector efficiency (and thus asym-
metries introduced in Section 6.1.2, see Eq. (5.2)), the model included an efficiency
scaling factor for each detector. The prior distribution of this factor was modeled
as a truncated Gaussian distribution centered at 1, with a standard deviation of 4%
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and bounds at 0.8 and 1.2. Figure 4.13 shows the fit results for the scaling factor for
each run. When comparing the experimental results for fits with and without the
scaling factor, it was found that the scaling factor caused larger uncertainties, but no
significant deviation of the experimental results.

The fits were performed using Bayesian inference in combination with a Markov chain
Monte Carlo (MCMC) method implemented in the PyMC [231–233] python package.
A detailed introduction into the relevant concepts can be found, e.g., in Refs. [244,
265]. A Metropolis-Hastings algorithm [266, 267] was used, which approximates the
posterior distribution by performing a random walk starting from some point in the
parameter space. At each step in the Markov chain, a proposal for a jump (generated
by a proposal function) to another sample point in the parameter space is made,
which is accepted or rejected. The probability for acceptance/rejection depends on
the ratio of the prior distribution and likelihood at both the original and the proposed
point. The next sample in the Markov chain is either the accepted proposal or the
same sample again (if the proposal was rejected). The process then repeats.

The efficiency of the Metropolis-Hastings algorithm depends on the choice of proposal
function. A Hamiltonian Monte Carlo (HMC) algorithm [268] was used to generate
proposals, which is motivated by Hamiltonian dynamics in physics and introduces
a momentum vector to improve mixing and convergence, taking into account gradi-
ent information. An extension of this algorithm referred to as No U-Turn Sampler
(NUTS) [269] was used. It adaptively sets the jump length to avoid U-turns in the
random walk, resulting in low autocorrelation times (i.e., the correlation between
subsequent draws in the Markov chain) and thus improved computational efficiency.

The samples from the Markov chain converge to the posterior distribution of the model.
It is a robust method particularly suited for high-dimensional parameter spaces, which
cannot be efficiently explored using typical optimization algorithms. Even complicated
posterior distributions can be sampled reliably, allowing for a detailed analysis of
uncertainties.

Figure 4.14 shows the resulting fit-based decomposition of the observed spectra of the
two LaBr3 detectors in the cross at 𝜗 = 90° for 𝐸beam = 5.1MeV. The reconstruction
of the incident spectra is in good agreement with the observation.

The decompositions of all spectra of all detectors for all photon beam energies are
shown in the supplementary material [270]. At low excitation energies below 4MeV,
the fit was sometimes not able to correctly reproduce the incident spectrum, because
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Figure 4.14.: LaBr3 spectra and fits for average decays at 𝐸beam = 5.1MeV. For an overview of all
involved detectors (fitted simultaneously), see the supplementary material [270].
The reproduced spectrum is the sum of all individual contributions multiplied
with the respective detector-response matrices.

the transition strength was not distributed evenly across the excited energy range. At
𝐸beam = 4.9MeV depicted in Fig. 4.15, the fit failed to separate 𝐸1 and 𝑀1 ground
state transitions, which resulted in strong correlations between the two contributions.
The reconstruction overestimated the total area of both contributions for LaBr1 at
𝜑=0° and underestimated it for LaBr2 at𝜑=270°. However, for the LaBr3 and LaBr4
at backward angles, the fit sufficiently reproduced the observed spectra, indicating
that the sum of both contributions was still correctly determined. Thus, while 𝐸1
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separate 𝐸1 and 𝑀1 contributions. The reproduced spectrum is the sum of all
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and 𝑀1 contributions could not be sufficiently distinguished and have large relative
uncertainties, their fit values were strongly correlated, and the relative uncertainty of
their sum was comparable to the relative uncertainty for other photon beam energies.
In an attempt to obtain better results, the fit for this photon beam energy was repeated
with different start parameters, but always converged to the same result. In the HPGe
spectra, it can be seen that the distribution of excited states is highly asymmetric in
the excited energy range. Hence, because the assumptions of the fit were not fulfilled,
the fit failed to reproduce the observed spectra.

4.2. 96Mo experiment

The 96Mo experiment was performed at HIγS. This work focuses on the analysis of
the γγ coincidences required to extract the downward PSF.

4.2.1. Simulation of detection efficiency and angular correlations

Similarly to the 150Nd experiment (refer to Section 4.1.1), Geant4 simulations were
performed to understand the interaction of the experimental setup with γ radiation
for the 96Mo experiment. For this purpose, the nutr code3 [271] was used both
to extrapolate detection efficiencies to high detection energies not accessible by
calibration sources, and to obtain detector-response matrices.

For the 96Mo experiment, the correction of the detector response for γγ-coincidence
spectra was necessary. In principle, it is possible to directly simulate angular corre-
lations involving the emission of several photons in an NRF cascade using the nutr
code. However, for the creation of detector-response matrices for coincidence mea-
surements, the simulated photons have to be detected by two detectors simultaneously.
In comparison, for single measurements, only one detector has to detect the photon.
Because of the limited absolute efficiency of approximately 0.1% for the least-sensitive
detector, the ratio of detected to simulated photons is approximately three order of
magnitude smaller. Thus, the number of photons that have to be simulated to obtain
the desired relative uncertainty of about 1% is about 1000 times higher than for the
3New utr, a modernized reimplementation of the utr code.
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150Nd experiment, for which only singles data were analyzed. Furthermore, separate
detector-response matrices are required for each decay channel of 96Mo that is being
studied, i.e., each low-lying state that is gated in. Consequently, a different approach
has to be adopted to better utilize available computing resources.

An optimized simulation algorithm was developed that can be used to resample
Geant4 simulations performed with an arbitrary angular distribution into any other
angular distribution (one emitted photon) or correlation (several emitted photons).
Only a single Geant4 simulation has to be performed for this purpose, with enough
photons detected in each detector to achieve the desired accuracy. For this Geant4
simulation, in addition to the initial photon energy and the energy deposited into each
detector crystal, the emission direction of the initial photon is recorded. The simulated
angular distribution of the simulation does not matter as long as enough photons
are emitted in the direction of each detector. An isotropic angular distribution is a
sensible choice for the present experiment, which contains detectors in all directions
except for extreme forward-scattering angles.

Instead of using Geant4 to separately simulate the interaction of each sampled photon
with the setup, the isotropic angular distribution simulation results are used instead.
For each sample of the emission direction, the simulated Geant4 event is selected
that most closely matches the emission direction. Using a 𝑘-d tree [272] to partition
and organize the Geant4 simulation data, a simple search operation can be used that
is several orders of magnitude faster than performing an actual physics simulation. It
was estimated that the necessary computation time was reduced by a factor of almost
100000 due to this algorithm.

Two versions of the optimized simulation algorithm were implemented in C++ and
Python. The nanoflann library [273] implementation of the 𝑘-d tree algorithm was
used in combination with the pynanoflann [274] Python bindings for the Python
version. Additional optimizations in the Python implementation significantly reduced
the number of necessary 𝑘-d tree searches by performing the creation of detector-
response matrices for multiple γ energies at once, which allows reusing angular
distribution samples and 𝑘-d tree searches. By selecting the 𝑛 closest events during
the 𝑘-d tree search instead of just selecting the best match (𝑛 = 1), the required
computation time is further reduced by approximately √𝑛. The statistical accuracy of
the resulting detector response simulation for each detector converges to the accuracy
of the underlying isotropic Geant4 simulation, depending on the number of resampled
events.

4.2. 96Mo experiment 79



Similarly to the sampling of angular distributions directly in the Geant4 simulation
as described in Section 4.1.1, accept-reject sampling was used to sample the emission
direction of photons according to arbitrary angular distributions or correlations (one
or multiple emitted photons). The nutr code can make use of the alpaca code [275]
to sample angular distributions based on the formalism by Biedenharn [276]. While
alpaca can calculate both angular distributions and correlations, the sampling only
works reliably for the first emitted photon. Therefore, a new sampling algorithm was
created for this work that can be used to sample any arbitrary angular distribution or
correlation correctly. This code, named AngularCorrelation.jl [277], is written in the
high-performance language Julia [236] aimed at scientific computing, and is based in
part on prior work for the angcorrwat code [245]. It follows the multipole mixing ratio
convention by Krane, Steffen and Wheeler (KSW) [167]. For angular distributions,
it was verified that the AngularCorrelation.jl code produces the same results as the
angcorrwat code. For angular correlations of three photons (with the first photon
performing the initial excitation), by marginalizing the two variables associated with
the second photon, angular distributions were obtained, that could then be compared
to the angcorrwat results. The central part of the angular distribution and correlation
code is fully covered by unit tests.

4.2.2. Data unpacking

The mvme [203] DAQ software records data in the form ofmvlclst files. It is a low-level
file format that contains a list of various control sequences, the most important one
being the readout of data from the VME modules. The mvme program supports the
export of data as ROOT files [216, 217] in the form of TTrees, the standard file format
used for event-based nuclear- and particle-physics data.

During the processing of the exported TTrees several issues were encountered, neces-
sitating a more thorough analysis of the original mvlclst files to ensure that all data
were exported properly. For this purpose, an unpacker was created from scratch for
the mvlclst file format using the ucesb [215] unpacker framework. This unpacker
framework is typically used for the creation of experiment-specific unpackers using the
LMD file format produced by MBS-derived DAQ systems. A complete implementation
of the mvlclst file format was necessary to parse the file contents.
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During the development of the ucesb-based unpacker for the mvlclst file format,
various issues in the stored files were encountered: Some events were only partially
recorded, i.e., the beginning or end of the events were missing, such that only some
detectors were read out. In some cases, longer blocks of data containing up to a few
hundred contiguous events were missing from the mvlclst files, with the last and first
events on either side of this data hole only partially recorded. From the structure of
the file format, it was inferred that the missing data were lost because of intermittent
network connectivity issues such as package loss. The mvlc controller was read out via
Ethernet using a UDP-based transmission protocol. UDP [207] is stateless and, unlike
the more complex TCP [278], makes no guarantee of packet delivery or ordering. For
direct connections between two clients, such as it is the case for the DAQ used for the
experiment, these limitations of UDP are usually not a problem, though.

Further issues were found in the data returned by some digitizer modules. Data
are transmitted as a series of 32 bit words. Occasionally, bits at certain (but not all)
positions in the data words were flipped, pointing at hardware defects in the used
digitizers. The flipped bits result in some bins containing a much larger number of
counts than their direct neighbors in the resulting energy histograms. In affected
runs, at low energies, a comb-like structure was observed. Furthermore, during the
initialization of the modules, sometimes, for certain registers of the digitizers used for
the scintillators, the modules were not initialized correctly. In particular, the register
for the energy threshold was not written correctly, such that data were recorded with
the wrong threshold settings for some detectors. As a consequence, for affected runs,
depending on the change in threshold, the trigger rate was either significantly larger
than for the correct threshold settings, resulting in very high dead times, or important
data were no longer recorded. Usually, this problem was immediately noticed by the
responsible physicist on experimental shift, and fixed by reinitializing the DAQ and
starting a new run. However, some runs had to be discarded because of this issue. In
all instances, a sufficient number of runs with proper threshold settings was available
for each photon beam energy, except for optional calibration measurements.

In addition to erroneous energy- and time signals, in some cases, the data format itself
was corrupted because of the bit flips. For example, time signals were reported as
energy signal or vice versa, or the number of reported events was inconsistent with the
number of events actually present in the data. The unpacker relies on the integrity of
data for unpacking and can not easily handle inconsistencies within the data stream.
As soon as any errors in the structure of the processed file are being encountered, the
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unpacker reports the error and is terminated. Typically, the proactive reporting of
errors is desirable, because any issues with the setup of the DAQ system are noticed
immediately and can be fixed during the experiment itself, proactively preventing
any further loss of data. However, this approach results in problems if one wants to
unpack corrupted data files.

Most of the described issues can be worked around, however, the wrongly reported
event sizes caused issues with buffer sizes that could not be easily fixed. If this problem
exists in the data, the ucesb-based unpacker cannot easily recover, discard the affected
event, and proceed with the next valid event. In the end, it was decided to use the
ROOT files exported by mvme for the further data analysis. However, the ucesb-based
unpacker allowed for the examination of the extent of observed corruptions. It was
found, that only a few runs were affected, most affected runs were calibration runs
without any beam, and the number of corrupted or missing events was less than
1%. Thus, using the information obtained from the ucesb-based unpacker, some
problematic runs were excluded from the analysis, with only minor loss in data that
did not impair the results of the analysis.

For each trigger, the mvme DAQ provides a single event, containing all hits for each
signal that occurred within the configured time window before and after the trigger
pulse. A duration of 3000 ps and 400 ps was chosen for the digitizers with HPGe
and scintillator detectors, respectively, to account for the different rise times of the
detector pulses. The scintillator detector signals are fast enough for multiple hits to
occur within the time window of interest. The version 3.4.1 of the mvme software
which was used to export ROOT files did not support the export of multiple hits per
event. Using the ucesb-based unpacker, it was verified that less than 1% of all events
contained multiple hits (primarily the two LaBr3 detectors at 𝜗 = 90° with the highest
rates).

Each digitizer recorded an absolute timestamp for the time of the trigger signal for
each event, synchronized using the built-in 16MHz clock of the VME crate. It was
found that the digitizers did not maintain a consistent timestamp synchronization.
After some time had passed after the beginning of a run, events would no longer only
contain data corresponding to the same trigger for all digitizers. This could have
prevented the analysis of coincidences. Because absolute timestamps were available, it
was possible to resort all the data, ensuring that all events only contained hits recorded
for the same trigger signal. For unknown reasons, for a small (negligible) number of
cases, subsequent events of the same module contained the same timestamp.
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Figure 4.16.: Spline-based energy calibration residuals for clover detector HPGe3 at HIγS. A
𝑘 = 1 spline (red) is used to model and correct for the non-linear residuals of a
linear energy calibration (purple diamonds). The teal-colored crosses show the
residuals after applying the correction.

4.2.3. Detector calibrations

Energy calibration

The same considerations as described in Section 4.1.2 apply for the 96Mo experi-
ment. Similarly, 22Na, 56Co, 60Co, 137Cs, 152Eu, as well as an AmBe source were for
calibration purposes. The LaBr3 detectors were calibrated equivalently.

For the HPGe clover detectors used for the 96Mo experiment, a more sophisticated
energy calibration was required. An add-back procedure was performed, which
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combined the energies recorded for the individual crystals (leaves) of the same clover
detector. The add-back procedure assumes that the energy that is deposited into
multiple crystals of the same clover detector at the same time corresponds to a single
incoming photon, which deposits energy into multiple crystals because of scattering.
By summing over the energies of all leaves of a clover detector, the original energy of
the incoming photon is reconstructed. Illustratively, events that would otherwise be
part of the SEP, DEP, or Compton continuum are added back to the FEP, resulting in
an effective increase of FEP efficiency.

For clover detectors, even minuscule deviations in the energy calibration for the
individual clover leaves result in a significant degradation of resolution. For events
with multiplicities larger than one, the deviations get amplified with each additional
non-zero clover leaf energy signal. This results in a degraded resolution for events with
add-back-multiplicities larger than one. In most cases, a majority of a photon’s energy
is deposited into a single crystal. For example, following pair creation, one or two
of the photons created by the subsequent annihilation of the formed positron could
escape and be absorbed by one of the other crystals of the clover detector. If only one
annihilation photon escapes into another crystal, the first crystal detects the energy
of the incident photon minus 511 keV, and the second crystal detects the energy of
the escaped 511 keV annihilation radiation. To lessen the loss of resolution during
add-back of the (low-energy) signals from the other clover leaves, a good energy
calibration at low energies is required. Furthermore, for the analysis of coincidences,
a high energy resolution at low energies allows for well-defined energy gates on
low-lying states with a larger peak-to-background ratio.

After applying a linear energy calibration to the individual clover-detector leaves, a
non-linear jitter of approximately ±2keV around the calibrated energy is found that
cannot be accounted for with a polynomial energy calibration. This jitter is modeled
using a univariate linear (𝑘 = 1) spline. The positions of the 18 spline knots are
chosen to account for the density of available energy calibration points in each energy
range. The energy calibration is corrected with the resulting spline, effectively being
equivalent to a piecewise linear energy calibration. Figure 4.16 depicts the spline, and
the residuals of the energy calibration before and after correcting for the non-linear
jitter. The correction significantly reduces the size of the residuals and improves the
energy resolution substantially, especially at low energies.

Because of crosstalk between the individual clover-leaf channels somewhere during
signal processing, peak positions were shifted towards higher energies for events with
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Figure 4.17.: Multiplicity-dependent shift of the detected energy for the add-back signal of the
HPGe clover detector B5 before the multiplicity-shift correction was applied. The
3/2− →5/2− →3/2− transition at 8920 keV for a 11B calibration run is shown.
For higher multiplicities 𝑚, the peak energy is shifted to higher values, and the
peak width increases.

add-back multiplicity larger than one (see Fig. 4.17). The magnitude of this effect was
proportional to the energy and resulted in energy shifts of up to 10 keV for multiplicity
𝑚 = 2, depending on the detector. For the energy shift, no rate dependency was
observed. The magnitude of the effect was calibrated using high-energy transitions
during an 11B target run and were corrected for.

Finally, low-energy events just above 0 keV, occurring in coincidence with events
from other leaves of the same clover detector, also contributed significantly to the
degradation of the energy resolution. In the digitizers, low-energy thresholds for
the energy signals of the clover leaves were set at 80 keV to 90 keV, depending on
the detector and clover leaf. The threshold was determined by the internal TFA of
the ADCs and is thus not a hard cutoff but spans over several keV. To filter out any
low-energy noise, a hard cutoff at 100 keV was applied during the analysis before
correcting for add-back.
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Figure 4.18.: Add-back efficiency of the clover detectors, decomposed into the contributions of
different multiplicities 𝑚, i.e., the number of clover crystals that simultaneously
triggered. The efficiencies are normalized to the sum of the efficiencies of the
individual crystals, which corresponds to events with add-back multiplicity𝑚=1.

Efficiency calibration

The efficiency calibration of the LaBr3 detectors and the coaxial HPGe detector was
equivalent to Section 4.1.2 and will not be discussed any further. For the efficiency
calibration of the clover detectors, the add-back-corrected spectra were used. The
add-back procedure creates a virtual detector of the combined size of all four crystals.
An identical procedure was applied to the Geant4 simulation, such that it can be used
for extrapolation purposes. In analogy to the experimental data, a low-energy cutoff
at 100 keV was applied to the efficiency simulation, ensuring consistency between
simulation and experiment.

The internal preamplifier of detector B1 was saturated starting at an energy of around
7.2MeV to 7.5MeV (depending on the clover leaf). At higher energies, the correspon-
dence between the pulse height of the detector pulse and the energy deposited in the
crystal was lost, and no useful spectral information was obtained.

As an additional quantity, the efficiency of the add-back procedure was determined.
The add-back efficiency corresponds to the ratio of peak volumes in the add-back-
corrected spectrum to the FEP volumes in the sum spectrum of all four individual clover
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leaves without any add-back procedure applied. It quantifies the relative increase in
efficiency due to the add-back procedure.

In Fig. 4.18, the add-back efficiency is shown for all clover detectors for two 11B
transitions at energies of 5020 keV and 8920 keV. The efficiency gain is broken down
into the multiplicities of the observed events. Only including events with multiplicity
𝑚 = 1 is equivalent to taking the sum spectrum of all clover leaves (assuming low
count rates, i.e., only a single photon is detected per event). The add-back efficiency
is normalized to the sum-spectrum efficiency such that it quantifies the additional
gain in efficiency due to the add-back procedure. The average add-back efficiency
of all clover detectors was 176% at 5020 keV and 210% at 8920 keV. The average
contribution of events with a multiplicity of 𝑚=2 was 65 percentage points and 87
percentage points for the respective energies. For higher energies, a larger number of
events with multiplicities of 𝑚=3 or 𝑚=4 were observed.

Time-gates for background suppression

Additional conditions were imposed to filter out undesirable events. Events originating
from background radiation rather than reactions induced by the photon beam within
the target were filtered out for the scintillator detectors. The LaBr3 energy spectra
contained significant contributions from natural background radiation at γ-ray energies
of about 1.5MeV to 2.5MeV. The increased background radiation occurred because
of the so-called self-contamination of the LaBr3 detectors, which originates from
α decays of 211Bi, 215Po, 219Rn, 223Ra, and 227Th that are part of the actinium decay
chain. The contaminations were present because of the chemical similarity between
Lanthanum and Actinium, which complicates the production of crystals with a high
degree of (chemical) purity.

The pulsed time structure of the HIγS photon beam, in combination with the high
time resolution of scintillator detectors, enabled the suppression of off-beam events
originating solely from background radiation. As a time reference, the RF signal of
HIγS was connected to one of the trigger inputs of the digitizer with the scintillator
detector signals. The RF frequency was 2.79MHz = 358.4ns−1, but the electron
storage ring contained two equally spaced electron bunches, such that the photon
beam was pulsed with a frequency of 5.58MHz= 179.2ns−1. Sometimes, the digitizer
did not pick up an individual RF pulse, such that the time of the next pulse was stored
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Figure 4.19.: Time-difference spectra between detector pulse and beam for 𝐸beam = 7MeV. Left
and right panel show LaBr3 and CeBr3 detectors, respectively. The braces indicate
time gates for beam- and background-correlated events. The different curves show
the signals for the different detectors (see legend). The CeBr3 spectra contain
fewer counts than the LaBr3 spectra, because of the smaller physical size and
thus reduced absolute efficiency of the detectors. In addition, the LaBr3 detectors
observe more background radiation because of their intrinsic radioactivity.

instead. Because all beam pulses are equally spaced in time, a (floating point) modulo
operation for a period of 179.2ns was applied to the time difference between detector
signal and RF pulse, resulting in values between 0ns to 179.2ns. An additional time
offset was applied to each detector individually, to shift the beam-correlated peak to
the same time.

The results can be seen in Fig. 4.19 for both LaBr3 and CeBr3 detectors. A large
peak sits on top of a constant background, which corresponds to events generated
by the photon beam hitting the target. Following the main beam pulse, several
smaller pulses can be seen with a delay of around 20ns to 30ns. The smaller pulses
correspond to photons scattered back from various objects traversed by the photon
beam downstream of the target position, such as the exit window of the beam pipe,
or the beam dump. The inclusion of those events results in undesirable low-energy
artifacts in the energy spectra, hence, the time gate was chosen to exclude these
events.
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Figure 4.20.: Energy spectrum of LaBr3 detector L1with different time gates for 𝐸beam = 3.9MeV.
Beam and background correspond to the time gates depicted in the left panel of
Fig. 4.19. The background-gated spectrum was scaled to match the live time of
the beam-gated spectrum. For the difference spectrum, the background-gated
spectrum (with live-time correction) was subtracted from the beam-gated spec-
trum to create a spectrum that only shows beam-correlated events. The energy
threshold of the ADC for single events is visible at around 1300 keV. The energy
threshold for coincidences is located at around 300 keV.

The resulting spectra can be seen for the case of LaBr3 detector L1 in Fig. 4.20. By
applying the beam-correlated time gate, a significant background reduction was
possible. The non-beam-correlated background contributions can be eliminated
completely by subtracting the background-gated spectrum from the beam-gated
spectrum. Before subtraction, the background-gated spectrum has to be scaled by the
ratio of the widths of the time gates. Above 2.6MeV, natural background contributed
only very little and thus, the background subtraction is primarily useful to reduce the
background at lower energies.

For the HPGe detectors at 𝜗 = 90°, the RF signal cable was disconnected for photon
beam energies up to including 6.5MeV. The time resolution of HPGe detectors is
significantly lower than for scintillator detectors. While some correlation between
the HPGe trigger time and RF signal was found, the overall benefit of time gates is
small, also considering the lower natural background for HPGe detectors. To keep
the analysis consistent for all runs, no time gates were applied.
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4.2.4. Generation of γγ-coincidence matrices and energy-gated
spectra

The determination of downward PSFs required the quantification of the strength of
primary decays into low-lying 2+ states in γγ coincidences. For the analysis of γγ
coincidences, γγ-coincidence matrices were created for all possible pairs of detectors,
with the two dimensions of such a 2-dimensional matrix corresponding to the energies
observed by the two detectors. If both detectors of such a matrix registered hits in
short succession, a count was added to the corresponding bin of the matrix. The mvme
DAQ already created events that contained hits from all detectors that registered
a signal within a configured time window. During the experiment preparation, a
suitable time window was configured to include all true coincidences while avoiding
excessive dead time. Here, true coincidences refer to events occurring within the
same beam pulse, in contrast to those occurring between successive beam pulses.

A further analysis of the time difference spectra between two detectors, comparable
to the one described in Section 4.2.3, can be used to suppress random coincidences
by gating on the corresponding peak in the time-difference spectrum. In addition,
the contributions from random coincidences originating from multiple beam-induced
reactions occurring for the same beam pulse can be examined by gating on the
following beam pulse in the time-difference spectrum. However, these contributions
were orders of magnitude smaller than the true coincidences. Hence, to achieve the
level of background-suppression required for the present experiment, only the beam-
correlated time gate described in Section 4.2.3 was applied. In combination with the
strong suppression of random coincidences because of the coincidence criterion itself,
a sufficient reduction of background radiation was achieved.

Next, an energy range was selected for one of the two detectors also referred to as
energy gate or energy cut, cropping the matrix to the extent of the selected energy
range. Afterwards, a projection onto the other dimension was performed to obtain
the energy spectrum of all events of the other detector that occurred in coincidence
with events within the selected energy range of the first detector.

As a first step of the further analysis, to assess which low-lying states were populated
by direct decays, an energy region at high energies corresponding to primary decays
of excited states was selected. The restriction to high-energy primary decays was used
simply to reduce the background at low energies, resulting in an increased sensitivity
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Figure 4.21.: Decays of low-lying states in γγ coincidences for 96Mo. A sum spectrum for all
HPGe detectors is shown, gating on the energy range 3.0MeV to 0.5MeV below
the beam energy for all HPGe and LaBr3 detectors. The depicted sum spectrum
contains data from five measurements with photon beam energies ranging from
8MeV to 9MeV to maximize the statistics.

to low-lying transitions. An energy gate ranging from 3.0MeV to 0.5MeV below the
beam energy was selected, applied to all HPGe and LaBr3 detectors. The resulting
γγ-coincidence spectrum for all HPGe detectors, depicted in Fig. 4.21, shows the sum
spectrum of five measurements with photon beam energies spanning from 8MeV
to 9MeV to maximize statistics. Numerous decays of low-lying states are visible,
including decays of the eight lowest-lying 2+ states, and decays of several 0+,1, and
3+ states. A level scheme with low-lying states of 96Mo that depicts the transitions
observed in coincidence with primary decays is shown in Fig. 4.22.

Based on the results of the initial assessment of low-lying transitions observed in
coincidences, a more thorough investigation of coincidences was performed, exam-
ining each decay of a low-lying state separately. Thus, it was possible to specifically
choose a high-energy gate that only included the energy range for which the SEP
and FEP of primary decays into the specific low-lying state were expected. The more
restrictive energy-gate resulted in a significant reduction of background radiation
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Figure 4.22.: Low-lying level scheme of 96Mo with the most important transitions observed in
coincidence with primary decays, i.e., direct decays from states excited by the
photon beam.

around the low-energy transition. As the next step, an energy gate was selected
around this low-energy transition, to systematically study the primary decays into the
corresponding low-lying state. For the LaBr3 detectors, the energy-gate was shifted in
comparison to the nominal peak position, accounting for non-linearities of the detector
not accounted for by the polynomial energy calibration. In addition, two (and in
some cases, three) background gates on either side of the transition were selected to
account for background radiation in the high-energy spectrum. The background gates
were selected to be as close as possible to the low-lying transition without overlapping
with other decays. To prevent gating on Compton-scattered radiation associated
with the low-lying transition itself, a more narrow energy range was selected for the
background gate on the low-energy side of the transition.
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There were several overlapping low-lying transitions because of the large number
of lines and the limited resolution of the detectors, especially the LaBr3 detectors.
The 2+3 state at 1626 keV is located adjacent to the 4+1 state at 1628 keV, which could
not be resolved by either the HPGe or the LaBr3 detectors. It can be populated by
0+ →2+ →4+ cascades in two successive 𝐸2 transitions. The ground-state decays of
the 2+7 state at 2787 keV and a 1+ms state [279] at 2794 keV could be barely separated
in the HPGe detectors. For the LaBr3 detectors, multiple other decays were overlapping
as well. For example, the ground-state transition of the 2+1 state at 778 keV is right next
to the 2+3 →2+1 transition at 848 keV. However, because the 2+3 state is at 1626 keV, the
primary decays of the two low-lying transitions are separated by 848 keV, such that it
was possible to resolve both bumps individually. The SEPs and DEPs of primary decays
to the 2+1 state overlapped with the FEPs of primary decays to the 2+3 state, though.
Thus, the partial overlap of the transitions could still cause problems when performing
a deconvolution of the corresponding primary spectra. The 2+5 → 2+1 transition at
1648 keV is close to the ground-state decay of the 2+3 state at 1626 keV, which could
not be resolved for the LaBr3 detectors. Again, there is an energy difference between
the two corresponding primary decays. The 2+7 state at 2787 keV is very close to a (0+)
state at 2749 keV. The energy difference of only 38 keV could be resolved for the HPGe
detectors, however, for the LaBr3 detectors, the decays of the low-lying state overlap
and primary decays were also expected for the same energy. (e.g., see Fig. 1.521 in the
96Mo supplementary material of this work [280]). Thus, a systematic increase of the
corresponding branching ratios is expected. The large density of (strong) transitions
also complicates the gating on transition-free regions to create suitable background
gates. By considering the spectra of the HPGe detectors, which have a higher energy
resolution and improved peak-to-background ratio, transition-free energy regions in
the LaBr3 spectra were identified. In several cases, it was difficult to find suitable
transition-free energy regions.

4.2.5. Detector-response correction and integration

For each low-lying transition and detector pair, two γγ-coincidence spectra were
generated in the previous subsection, Section 4.2.4: one peak-gated spectrum gating
on the low-lying transition, and another background-gated spectrum gating on the
transition-free regions next to the peak (see Figs. 4.23 to 4.25). It was taken into
account that the energy gate of the background-gated spectrum had a different width.
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Depending on the number of detectors that allowed for a clean energy gate, γγ-
coincidence spectra were available for up to 11×10 = 110 detector pairs (4 LaBr3
detectors + 7 HPGe detectors). The CeBr3 detectors did not provide sufficient statistics
and were excluded from the analysis.

For each photon beam energy and low-lying state of interest, the intensity of the
corresponding decay branch had to be determined, i.e., quantity

𝑟𝑗,𝑘 ≔𝑠𝑗𝜎𝑗,𝑘 (4.6)

in Eq. (2.22), by integrating over the corresponding primary-transition bump. Similar
to the method described in Section 4.1.5, a global fit was performed, taking into
account the spectra from all detector pairs simultaneously. This fit extracted 𝑟𝑗,𝜋,𝑘,𝑦,
distinguishing between the parity quantum number 𝜋 of excited states and resolving
individual energy bins 𝑦. Three different approaches can be taken:

The radiation emitted by the decay of 1+ or 1− states has a distinct angular correlation
(refer to Section 2.2), depending on the parity quantum number of excited states. By
fitting the spectrum of each detector pair at the same time (first model), the fraction
of excited states with either parity quantum number can be determined. The fitting
procedure minimizes the difference between the observed and reproduced spectrum.
Alternatively, the data from all detectors can be combined into a single sum spectrum
(second model). The latter approach benefits from a huge reduction in computational
effort as the number of output parameters of the fit that are optimized simultaneously
is reduced by a factor of 110 (see above). Likewise, the relative uncertainty of the
number of counts of each energy bin in the sum spectrum is reduced by a factor
of more than 10. As a result, the numerical stability of the fit procedure is greatly
improved. The improved numerical stability is accompanied by a loss of sensitivity
on the parity quantum number of the excited states. In turn, the number of fit input
parameters is reduced by a factor of two, as contributions from strength corresponding
to the decay of 1+ and 1− states can no longer be treated separately. Assumptions
must be made about the ratio of contributions from 1+ and 1− states. A third model,
which combines both approaches, is discussed in the outlook (Section 7.1).
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First model: Separate E1 and M1 strength

Analogous to Eq. (2.9), the first model, which considered each detector individually,
is defined as follows:

𝐴𝑗,𝑘,𝑙,det-pair,𝑥 = ∑
𝜋∈{−1,+1}

𝛤𝑘→𝑙

𝛤𝑘
𝜀0

+→1𝜋→𝐽𝑘→𝐽𝑙
det-pair,𝑥,𝑦 𝑟𝑗,𝑘,𝜋,𝑦+𝑢𝑗,𝑘,𝑙,det-pair𝐴

bg
𝑗,𝑘,𝑙,det-pair,𝑥. (4.7)

Here, 𝐴𝑗,𝑘,𝑙,det-pair,𝑥 represents the number of counts in a detector pair identified by
index “det-pair” in energy bin 𝑥 of the γγ-coincidence spectrum generated by gating
on the low-lying transition 𝐽𝑘 → 𝐽𝑙 for beam-energy 𝐸𝑗. The detector response for

detector pair “det-pair” is denoted by the symbol 𝜀0
+→1𝜋→𝐽𝑘→𝐽𝑙

det-pair,𝑥,𝑦 , with the energy bin 𝑦
of the incident spectrum. The number of counts per energy 𝑥 of the corresponding
background-gated spectrum is represented by 𝐴bg

𝑘,𝑙,det-pair𝑥, with an additional factor
𝑢𝑗,𝑘,𝑙,det-pair to account for the different widths of the energy gates.

The model contains two input quantities, with their estimators denoted as ̂𝑟𝑗,𝜋,𝑘,𝑦
and ̂𝐴bg

𝑗,𝑘,𝑙,det-pair,𝑥 to distinguish them from the measured values. Both quantities are
known to be positive, and thus, their prior distribution in this Bayesian approach are
modeled as (improper) non-negative uniform distributions over the interval [0,∞).
Alternative choices of prior distributions, such as an exponential distribution were
also explored, and yielded consistent results (within model uncertainties). The two
measurands are the number of counts of the energy- and background-gated spectra
𝐴𝑗,𝑘,𝑙,det-pair,𝑥 and 𝐴bg

𝑗,𝑘,𝑙,det-pair,𝑥, respectively.

The fit has a high dimensionality: There are 110 detector pairs, two parities of excited
states, and (for the chosen binning) 72 energy bins, covering an energy range of up
to 4MeV to 5MeV. Up to three decay branches 𝑘 → 𝑙 of low-lying states are gated on
and fitted simultaneously (with the same 𝑘, but different 𝑙). In this example with three
observed decay branches for a state 𝑘, the detector response tensor 𝜀0

+→1𝜋→𝐽𝑘→𝐽𝑙
det-pair,𝑥,𝑦 has

a total size of 110×3×2×72×72= 3421440, and, analogously, the two estimators
̂𝑟𝑗,𝜋,𝑘,𝑦 and ̂𝐴bg

𝑗,𝑘,𝑙,det-pair,𝑥 have a size of 432 and 23760, respectively. Monte-Carlo
samples for their posterior distributions are obtained using an MCMC algorithm (see
also Section 4.1.5).
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Second model: Only E1 strength

The second model used to fit the coincidence spectra does not distinguish between
different parity quantum numbers 𝜋, summing over the spectra of all detectors, i.e.,

𝐴𝑗,𝑘,𝑙,𝑥 ≔ ∑
det-pair

𝐴𝑗,𝑘,𝑙,det-pair,𝑥, 𝐴bg
𝑗,𝑘,𝑙,𝑥 ≔ ∑

det-pair
𝑢𝑗,𝑘,𝑙,det-pair𝐴

bg
𝑗,𝑘,𝑙,det-pair,𝑥. (4.8)

Any information about angular distributions is discarded, greatly simplifying Eq. (4.7):

𝐴𝑗,𝑘,𝑙,𝑥 =
𝛤𝑘→𝑙

𝛤𝑘
𝜀0

+→1→𝐽𝑘→𝐽𝑙
𝑥,𝑦 𝑟𝑗,𝑘,𝑦+𝐴bg

𝑗,𝑘,𝑙,𝑥. (4.9)

The size of the two estimators ̂𝑟𝑗,𝑘,𝑦 and ̂𝐴bg
𝑗,𝑘,𝑙,𝑥 for three low-energy gates is reduced

to 216, each, and the detector response tensor 𝜀0
+→1→𝐽𝑘→𝐽𝑙

𝑥,𝑦 has a size of 15552.
Especially the size of ̂𝐴bg

𝑗,𝑘,𝑙,𝑥 is significantly reduced. Prior distributions equivalent
those used for the first model are chosen.

Fit results and spectra

To obtain 𝑟𝑗,𝑘,𝜋 from 𝑟𝑗,𝑘,𝜋,𝑦, summing over the energy range of the photon beam for
index 𝑦 is necessary. Because of the non-negative priors, the number of counts in
each bin 𝑦 for 𝑟𝑗,𝑘,𝜋 tend to favor larger values. Bins of the incident spectrum with
a low number of counts (located far from the centroid of the spectral distribution
of the photon beam), or with a large relative uncertainty (because of low statistics)
cannot fluctuate to negative values. When the prior distribution is applied during
an intermediate analysis step, this bias towards non-negative values can accumulate,
leading to systematically overestimated values. Therefore, in Bayesian analysis, the
prior distribution should only be applied in the last step of the analysis, i.e., after
summing over the energy range of the photon beam. Thus, the total number of counts
in the primary bump is restricted to positive values, but individual bin values can
be negative. To accommodate this restriction, an unbounded uniform distribution is
selected as a prior for the fit, which does not prevent negative numbers of counts in
intermediate steps of the analysis.
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Two issues were observed for the first model: The use of an informative prior that
prevents negative number of counts resulted in bin values that are systematically
too large compared to the observed experimental spectra for certain decay branches
and photon beam energies. This deviation becomes apparent when comparing the
reproduction of the sum spectrum for all detectors with the experimental data (see
the 96Mo supplementary material to this thesis found in Ref. [280], e.g., Fig. 1.508).
The resulting FEP bump for 1− states 𝑟𝑗,−1,𝑘 is significantly larger than the same bump
in the experimental spectrum. The visualization in Figs. 4.23 to 4.25 depicts the sum
over all detectors, but the actual fit is applied to the spectra of the individual detectors.
In the individual coincidence spectra, the number of counts per energy bin is extremely
low, typically only around one count per bin for most detector pairs. Consequently,
while the fit successfully reproduces the spectra of the individual detector pairs within
their uncertainties, it also introduces a slight bias for higher count numbers because
of the non-negative prior distribution. This bias accumulates and becomes apparent
in the sum spectrum for all detector pairs. Hence, the resulting prior distribution
for 𝑟𝑗,𝜋,𝑘 is suitable for a qualitative assessment of the ratio of 1− and 1+ states that
contribute to the observed strength, but it does not allow for a quantitative analysis.

The bias towards higher count numbers does not arise when using a noninformative
prior, which does not constrain the number of counts to non-negative numbers. How-
ever, with the additional freedom that the noninformative prior enables, the fitting
algorithm fails to adequately reproduce the spectra for individual detector pairs. This
instability of the model is attributed to the high number of parameters in the model.
Several attempts were made to address the poorly converged fit result: Multiple other
prior distributions were tested, such as a uniform prior that restricts the estimator
to values larger than some number smaller than zero, or a Laplace distribution for
regularization purposes. Other combinations of hyperparameters of the MCMC al-
gorithm, such as increasing the target acceptance for improved numerical stability,
were also explored. Attempts were made to initialize the noninformative-prior fit with
the results of the informative-prior fit. However, none of these attempts resulted in a
significantly improved convergence. The fit results for both 1+ and 1− states showed
fluctuations around zero, with a large variance that increased towards lower energies,
and no discernibile beam-related bump was observed.

Still, a qualitative assessment of the ratio of 𝑀1 to 𝐸1 transition strength is possible
using the results of the informative-prior fit. The Figs. 4.23 to 4.25 depict the fits
for the primary decays to three low-lying states. In each figure, the middle panel
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Figure 4.23.: Fit using both methods (see Section 4.2.5) to extract primary decays to the 2+
1

state for 𝐸beam = 9MeV. Top row: Beam (black) and background (gray) gates
on low-lying transitions. Bottom two panels: Beam- (black) and background-
gated (gray) spectra. Middle panel: Simultaneous fit of 𝐸1 (blue) and 𝑀1 (red)
contributions. Bottom panel: Fit assuming pure 𝐸1 radiation (purple). Dotted
lines with labels indicate energies of primary transitions.
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Figure 4.24.: Fit using bothmethods (see Section 4.2.5) to extract primary decays to the 2+
2 state

gating on 2+
2 →2+

1 for 𝐸beam = 9MeV. Top row: Beam (black) and background
(gray) gates on low-lying transitions. Bottom two panels: Beam- (black) and
background-gated (gray) spectra. Middle panel: Simultaneous fit of 𝐸1 (blue) and
𝑀1 (red) contributions. Bottom panel: Fit assuming pure 𝐸1 radiation (purple).
Dotted lines with labels indicate energies of primary transitions.
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Figure 4.25.: Fit using bothmethods (see Section 4.2.5) to extract primary decays to the 2+
3 state

gating on 2+
3 →2+

1 for 𝐸beam = 9MeV. Top panels: Beam (black) and background
(gray) gates on low-lying transitions. Bottom two panels: Beam- (black) and
background-gated (gray) spectra. Middle panel: Simultaneous fit of 𝐸1 (blue) and
𝑀1 (red) contributions. Bottom panel: Fit assuming pure 𝐸1 radiation (purple).
Dotted lines with labels indicate energies of primary transitions.
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shows the informative fit distinguishing 𝐸1 and 𝑀1 radiation, while the bottom panel
shows the noninformative fit, assuming pure 𝐸1 radiation. In Fig. 4.23, for the decay
1± → 2+1 at 𝐸beam = 9MeV, it is evident that 𝐸1 radiation strongly dominates the
distribution, while contributions from 𝑀1 radiation are consistent with zero within
their uncertainties. The same conclusion applies to primary decays to the 2+2 and 2+4
state. However, the results indicate a significant presence of𝑀1 radiation for decays to
the 2+3 state (see Fig. 4.25). This contribution of 𝑀1 radiation contrasts with all other
primary transitions to 2+1 states and direct ground-state decays, which are strongly
dominated by 𝐸1 transitions. The dominance 𝐸1 radiation for all other observed
primary decays suggests that 1+ states contribute little to the observed transition
strength. The 2+3 →2+1 transition at 𝐸γ = 848keV is the only low-energy transition
of the 2+3 state that is being gated on, and it is located right next to the 4+1 → 2+1
transition 𝐸γ = 850keV. In addition, the 2+3 →2+1 transition has a comparatively large
𝑀1/𝐸2multipole mixing ratio of 𝛿 =−1.05+0.09−0.10 [281], which could not be considered
by the used method (See Section 7.1 for a discussion of alternative methods). Both
effects could result in an incorrect assignment of radiation character for the primary
transition. For decays to higher-lying 2+ states, the statistics are not sufficient for a
conclusive distinction of 𝐸1 and 𝑀1 strength. It can be concluded that 𝐸1 strength is
strongly dominating for the studied energy range. Thus, for the second method, it
was assumed that 𝐸1 strength contributes to the PSF exclusively.

Because of the funnel-like nature of the 2+1 state (refer to Section 2.3.1), the γγ-
coincidence spectrum when gating on the decay of this state not only contains primary
decays into the 2+1 state. Primary decays into every other low-lying state that depop-
ulates via the 2+1 state can also be identified. Decaying via the 2+1 state is the most
probable decay path for the majority of low-lying 2+ states. The 0+2 state can only
decay via the 2+1 state, such that 100% of the strength that decays via the 0+2 state at
𝐸(0+2 ) = 1148keV will end up in the γγ-coincidence spectrum, when gating on the
decay of the 2+1 state. Thus, several bumps are visible in the γγ-coincidence spectrum,
each shifted by the energy difference between the corresponding low-lying state and
the 2+1 state (see Fig. 4.23). Primary decays to the 0+2 state are only 370 keV lower
in energy in comparison to primary decays to the 2+1 state. The spectral width of
the photon beam is sufficiently small to resolve both bump individually. However,
for higher photon beam energies, there is an overlap between both bumps, which
complicates integrating over the 2+1 -primary bump exclusively.

Instead of integrating over the whole bump, it is also possible to integrate only over
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a portion of it. For the primary decay into the level with energy 𝐸𝑘, an adaptive
integration range of

[max(0.98 ⋅𝐸beam,1.02 ⋅𝐸beam−(𝐸(0+2 )−𝐸(2+1 )))−𝐸𝑘,1.02 ⋅𝐸beam−𝐸𝑘] (4.10)

was chosen, which assumes a width of the photon beam of 4%. For high beam
energies, it cuts off the low energy portion of the bump, which contains the high-
energy tail of the primary decays into the 0+2 state when gating on the decay of the
2+1 state. This integration range is used to integrate over the bumps of all primary
decays into low-lying states 𝐽𝑘, such that the factor 𝑠𝑗 in Eq. (2.22) remains the same
for all decay branches.

Detector gain shifts (by zeroth order) only result in an energy offset of the primary
bump, which is consistent for all γγ-coincidence spectra. Thus, they do not affect the
applicability of the method, but slightly reduce the statistics. For the primary decay to
the 2+1 state, gain shifts could result in undesirable contributions from primary decays
into the 0+2 state. With typical energy shifts of less than 30 keV, no significant impact
on the results is expected.

4.2.6. Determination of downward PSF

Using the results of the previous section and Eq. (2.22), one can calculate the down-
ward PSF

𝑓𝜆𝐿𝑗→𝑘(𝐸𝑗−𝐸𝑘) ∝
𝑟𝑗,𝑘,𝜋

(𝐸𝑗−𝐸𝑘)2𝐿+1
(4.11)

for one particular beam energy 𝐸𝑗. When analyzing decays into the states 2+1 up to 2+7 ,
the seven data points for the PSF per photon beam energy cover an energy range with
an extent of around 2MeV. Applying the Brink-Axel hypothesis, one can combine
them into a single downward PSF ⃖⃗𝑓𝜆𝐿,pexp (𝐸γ).

An iterative approach illustrated in Fig. 2.6 was used to combine multiple PSFs into a
single downward PSF: The process begins with the PSF for the highest beam energy.
Data points and their uncertainties are pairwise interpolated using a linear spline
to connect all data points. Subsequently, the PSF for the next lower beam energy is
considered. A least-squares minimization is performed to minimize the quadratic
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difference to the interpolated PSF, accounting for the uncertainties of both the data
points and the PSF. After applying the scaling factor determined by the minimization
procedure to the combined PSF dataset, the process is repeated until the PSFs for
all beam energies have been combined into a single dataset. The resulting dataset
contains the downward PSF in arbitrary units, ranging from approximately 1.1MeV
to 8.5MeV.

Uncertainties introduced by the scaling method are not considered. As each step
introduces a further scaling factor, starting with the highest beam energy results in
small scaling-related uncertainties for high beam energies, but large scaling-related
uncertainties for low beam energies. The large increase of uncertainties towards lower
photon beam energies would be misleading. Instead, there is a correlation between
neighboring scaled data points that could influence the overall shape and slope of the
combined PSF.

A moving average was calculated for the combined dataset, henceforth referred to
as moving-average window (MAW). To prevent an unphysical flattening out of the
MAW at the boundaries of the dataset, a normalization in form of a coordinate
transformation was performed before applying the MAW. As further discussed in
Section 6.2, the PSF has an approximately exponential shape. By subsequently
applying a logarithmic transformation and linear transformation in succession, the
data points were normalized to be approximately equal to unity. After calculating the
MAW, the inverse coordinate transformation was performed.

On a densely-spaced energy grid, the MAW of the PSF was calculated by taking the
average of all data points of the combined PSF ⃖⃗𝑓𝜆𝐿,pexp (𝐸γ) within a certain energy range
around the grid point. Instead of using a boxcar filter (i.e., a rectangular function), a
Gaussian distribution around the grid point with a FWHM of 200 keV was used. This
approach results in a “smooth” MAW PSF, i.e., its first derivative exists. Uncertainties
were taken into account. For the value of one MAW grid point ⃖⃗𝑓𝜆𝐿,pMAW(𝐸γ), the following
general formula was used, derived from Eq. (1) in Ref. [282] with additional arbitrary
filter weights 𝑤𝑖:

𝑥±δ𝑥=
∑𝑖

𝑥𝑖𝑤𝑖
(δ𝑥𝑖)2

∑𝑖
𝑤𝑖

(δ𝑥𝑖)2
±⎛

⎝

∑𝑖
𝑤2
𝑖

(δ𝑥𝑖)2

(∑𝑖
𝑤𝑖

(δ𝑥𝑖)2
)
2
⎞

⎠

2

. (4.12)

Here, 𝑥±δ𝑥 refers to the MAW mean value and standard deviation, 𝑥𝑖 and δ𝑥𝑖 are
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the data points and their 1𝜎-uncertainty, and 𝑤𝑖 are the (unnormalized) filter weights
of the MAW.
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5. Results

In this chapter, the experimental results for the 150Nd and 96Mo experiments are listed.
The given quantities are described briefly. For a discussion, refer to Chapter 6.

5.1. Photon scattering off 150Nd

Table 5.1: Identified states of 150Nd from DHIPS and HIγS experiments. All states above
3.9MeV are newly observed. For lower energies, results by Pitz et al. [260] should
take precedence because of possible feeding from higher-lying states in the DHIPS
experiment.

2269.15(25)‡ 1 4.8(7) 10.7(15) 39(5) 35(5)
2413.20(12)‡ 1 29.4(23) 27(4) 30.3(19) 1.09(11)* 200(16) 181(14)
2494.98(28)‡ 1 9.4(11) 17.5(20) 58(7) 53(6)
2569.9(16)‡ 1,2+ 9(5) 16(9) 52(29) 47(26)
2587.70(30)‡ 1 11.0(14) 18.9(24) 60(8) 55(7)
2680.22(29)‡ 1 9.4(11) 15.1(18) 47(6) 42(5)
2894.43(26) 1+ 26.2(28) 16(5) 22.3(17) 0.71(14)† 93(10)
2919.44(35) 1− 9.2(10) 12.5(14) 35(4)
2992.79(6) 1+ 88.5(31) 51(4) 72.3(21) 0.66(4) 285(10)

𝐸* 𝐽𝜋 𝛤0+1
* 𝛤2+1

𝐼* 𝑅exp 𝐵(𝐸1)↓* 𝐵(𝑀1)↓*

(keV) (meV) (meV) (eVb) (10−5𝑒2fm2) (10−3𝜇2
N)

Continued on next page
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Table 5.1: (Continued)

3056.62(9) 1+§ 53.8(29) 34(4) 40.7(18) 0.72(6) 163(9)
3094.0(5) 1 12.6(13) 15.2(16) 41(4) 37(4)
3102.03(28) 1 18.3(15) 21.9(18) 58(5) 53(4)
3185.0(4)‡ 1 4.6(10) 5.2(11) 13.5(29) 12.2(26)
3219.95(23) 1+ 19.8(23) 5.7(19) 17.1(17) 0.32(8)† 51(6)
3287.9(7) 1 9.8(15) 10.5(16) 26(4) 24(4)
3325.6(4) 1 14.1(16) 14.7(17) 37(4) 33(4)
3340.52(26) 1 15.7(15) 16.2(16) 40(4) 36(4)
3394.88(21)‡ 1 15.7(14) 15.7(14) 38.3(34) 34.7(31)
3417.0(7) 1− 9.1(18) 9.0(18) 22(4)
3514.8(6)‡ 1 8.5(13) 7.9(12) 18.6(28) 16.8(26)
3551.3(4) 1− 38(6) 52(15) 14.5(16) 1.53(27) 80(12)
3579.88(21) 1 12.9(13) 11.6(12) 26.8(28) 24.3(25)
3652.82(27) 1− 31(4) 43(12) 11.1(12) 1.55(25) 60(9)
3670.90(21) 1− 27(6) 20(13) 13.6(12) 0.8(4)† 53(11)
3706.01(23) 1− 25(4) 29(9) 9.7(10) 1.30(26) 47(7)
3710.7(4) 1− 19.8(35) 20(8) 8.3(11) 1.11(27) 37(7)
3750.49(27) 1+ 43(4) 36(8) 19.0(14) 0.94(13) 70(7)
3766.36(33) 1 15.4(15) 12.5(12) 27.5(26) 24.9(24)
3858.8(4)‡ 1 13.9(15) 10.8(12) 23.2(26) 21.0(23)
3887.8(6) 1− 5.9(13) 4.5(10) 9.6(21)
3989.5(5) 1− 20(4) 20(8) 7.3(12) 1.09(25)† 30(6)
4002.5(5)‡ 1 8.8(15) 6.3(11) 13.0(23) 11.8(21)
4033.21(26) 1− 40(6) 61(15) 11.2(14) 1.68(22) 58(9)
4043.3(7) 1− 16(6) 36(22) 3.6(11) 2.4(8)* 24(9)
4071.9(9) 1 4.9(14) 3.4(10) 6.9(20) 6.3(18)
4080.4(6) 1− 7.1(16) 4.9(11) 9.9(22)
4105.3(6) 1− 30(5) 12.2(32) 14.5(21) 0.45(8) 41(6)

𝐸* 𝐽𝜋 𝛤0+1
* 𝛤2+1

𝐼* 𝑅exp 𝐵(𝐸1)↓* 𝐵(𝑀1)↓*

(keV) (meV) (meV) (eVb) (10−5𝑒2fm2) (10−3𝜇2
N)

Continued on next page
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Table 5.1: (Continued)

4193.1(8) 1− 6.6(17) 4.3(11) 8.5(22)
4239.5(7) 1− 19.6(35) 9(5) 8.7(11) 0.49(20)† 25(4)
4251.63(31) 1− 29.8(24) 7.0(17) 15.4(11) 0.26(5) 37.0(30)
4265.4(7) 1− 22(5) 21(11) 7.1(10) 1.03(35)† 27(6)
4312.8(5) 1− 21.1(33) 11(5) 8.5(10) 0.59(18)* 25(4)
4322.7(5) 1− 11.7(16) 7.2(10) 13.8(19)
4332.9(7)‡ 1,2+ 8.1(13) 5.0(8) 9.6(15) 8.6(14)
4490.34(27) 1− 17.8(16) 10.2(9) 18.8(17)
4552.4(7) 1− 11.1(16) 6.2(9) 11.3(16)
4564.40(24) 1− 34.0(18) 18.8(10) 34.1(18)
4589.6(7) 1− 16.8(22) 9.2(12) 16.6(22)
4610.5(6) 1− 12.4(17) 6.7(9) 12.0(16)
4626.6(6)‡ 1 3.9(11) 2.1(6) 3.8(11) 3.4(10)
4637.30(35) 1− 19(4) 26(10) 4.1(6) 1.5(4)* 17.7(35)
4643.1(4) 1− 19(4) 25(10) 4.5(7) 1.42(33)* 18(4)
4662.5(8) 1 7.4(17) 3.9(9) 6.9(16) 6.3(14)
4675.62(28)‡ 1 21.6(17) 11.4(9) 20.2(16) 18.3(14)
4701.3(6) 1 6.1(17) 3.2(9) 5.6(16) 5.1(14)
4714.0(4) 1− 45(11) 1.7(6) 5.0(9) 4.0(8)* 41(10)
4742.78(29) 1− 12.9(20) 6.6(10) 11.5(17)
4805.7(7) 1− 33(5) 30(8) 8.6(10) 0.98(16)† 28(4)
4821.7(5)‡ 1 19.0(20) 9.4(10) 16.1(17) 14.6(16)
4830.9(8)‡ 1 12.6(20) 6.2(10) 10.6(17) 9.6(16)
4869.3(5)‡ 1 10.5(19) 5.1(9) 8.7(15) 7.9(14)
4919.4(18)‡ 1 7.8(19) 3.7(9) 6.2(15) 5.6(14)
4926.5(11)‡ 1 13.5(21) 6.4(10) 10.8(17) 9.7(15)
4952.21(31) 1− 18.1(17) 8.5(8) 14.2(13)
4972.5(7)‡ 1 11.4(17) 5.3(8) 8.8(13) 8.0(12)

𝐸* 𝐽𝜋 𝛤0+1
* 𝛤2+1

𝐼* 𝑅exp 𝐵(𝐸1)↓* 𝐵(𝑀1)↓*

(keV) (meV) (meV) (eVb) (10−5𝑒2fm2) (10−3𝜇2
N)

Continued on next page
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Table 5.1: (Continued)

5053.7(5)‡ 1 11.3(18) 5.1(8) 8.4(13) 7.6(12)
5090.5(9)‡ 1 31(6) 41(14) 6.0(9) 1.43(27)* 23(4) 20(4)
5114.5(7) 1 12.0(18) 5.3(8) 8.6(13) 7.8(12)
5124.0(6) 1,2+ 13.0(20) 5.7(9) 9.2(15) 8.3(13)
5188.2(4) 1− 22.2(26) 9.5(11) 15.2(18)
5205.5(5) 1− 13.2(19) 5.6(8) 8.9(13)
5229.68(35)‡ 1 10.2(17) 4.3(7) 6.8(11) 6.2(10)
5273.2(4)‡ 1 10.1(19) 4.2(8) 6.6(13) 6.0(11)
5323.6(6) 1− 19.7(25) 8.0(10) 12.4(16)
5351.1(4) 1− 33.5(27) 13.5(11) 20.9(17)
5401.56(35) 1− 40.0(30) 15.8(12) 24.2(18)
5438.6(4)‡ 1 34.6(28) 13.5(11) 20.5(17) 18.6(15)
5475.0(10) 1− 26.0(29) 10.0(11) 15.1(17)
5505.85(20) 1− 86(6) 32.6(22) 49.0(33)
5523.6(5) 1− 36.8(32) 13.9(12) 20.8(18)
5662.1(6) 1− 34.5(33) 12.4(12) 18.1(18)
5690.0(9)‡ 1 23.9(31) 8.5(11) 12.4(16) 11.2(14)
5717.42(31)‡ 1 36.0(31) 12.7(11) 18.4(16) 16.6(14)
5745.4(6)‡ 1 58(10) 90(28) 8.0(11) 1.65(29)* 29(5) 27(5)
5773.7(5)‡ 1 80(14) 1.9(6) 8.1(11) 2.6(4)* 39(7) 36(6)
5816.5(5)‡ 1 50(4) 16.9(14) 24.1(20) 21.8(18)
5838.4(5)‡ 1 46(4) 15.4(13) 21.8(18) 19.8(17)
5865.6(12)‡ 1 34(4) 11.4(14) 16.1(20) 14.6(18)
5885.1(8)‡ 1 51(5) 17.0(15) 23.9(21) 21.7(19)
5998.5(7)‡ 1 25(4) 8.1(12) 11.2(17) 10.1(15)
6037.2(5)‡ 1 28.1(35) 8.9(11) 12.2(15) 11.0(14)
6055.22(33)‡ 1 37.8(35) 11.9(11) 16.3(15) 14.7(14)

𝐸* 𝐽𝜋 𝛤0+1
* 𝛤2+1

𝐼* 𝑅exp 𝐵(𝐸1)↓* 𝐵(𝑀1)↓*

(keV) (meV) (meV) (eVb) (10−5𝑒2fm2) (10−3𝜇2
N)

Continued on next page

108 5. Results



Table 5.1: (Continued)

6322.3(16)‡ 1 49(11) 14.2(32) 19(4) 17(4)

𝐸* 𝐽𝜋 𝛤0+1
* 𝛤2+1

𝐼* 𝑅exp 𝐵(𝐸1)↓* 𝐵(𝑀1)↓*

(keV) (meV) (meV) (eVb) (10−5𝑒2fm2) (10−3𝜇2
N)

* Only includes DHIPS data.
† Only includes HIγS data.
‡ Only observed at DHIPS.
§ Parity taken from Ref. [283].

The results of the state-to-state analysis can be found in Table 5.1. The table includes
level energies, spin, and parity quantum numbers 𝐽𝜋, transition widths to the 0+1
and 2+1 states, energy-integrated cross sections 𝐼, branching ratios 𝑅exp, and reduced
transition probabilities [𝐵(𝐸1) ↓, 𝐵(𝑀1) ↓]. Out of 93 observed levels in total, 39
states were assigned as 𝐽 = 1− and 4 states as 𝐽 = 1+. 56 states were observed both
at HIγS and DHIPS, the other 37 states were exclusively observed at DHIPS. In three
cases, it was not possible to determine the angular momentum quantum number 𝐽.

The results of the analysis of average quantities are listed in Table 5.2. For each
beam-energy setting, characterized by a centroid energy 𝐸beam and FWHM, the photon-
scattering cross section 𝜎𝛾𝛾 =𝜎𝐸1

𝛾𝛾 +𝜎𝑀1
𝛾𝛾 is given, including its decomposition into 𝐸1

and 𝑀1 strength. The average branching ratios

⟨𝑅exp⟩ =
⟨𝛤2𝛤0

𝛤 ⟩

⟨𝛤0𝛤0
𝛤 ⟩

⋅
𝐸γ(0

+
1 )

3

𝐸γ(2
+
1 )3

=
∑𝑖𝛤0,𝑖

𝛤2,𝑖
𝛤𝑖

∑𝑖𝛤0,𝑖
𝛤0,𝑖
𝛤𝑖

⋅
𝐸γ(0

+
1 )

3

𝐸γ(2
+
1 )3

(5.1)

defined in analogy to Eq. (2.11) are given both for 𝐸1 and 𝑀1 transition strength. In
addition, the table lists the experimentally observed asymmetry ⟨𝜖⟩ between 𝐸1 and
𝑀1 radiation (which is corrected for any effects related to the finite detector size and
efficiency), i.e.,

⟨𝜖⟩ =
⟨𝛤0𝛤0

𝛤 ⟩
𝑀1

−⟨𝛤0𝛤0
𝛤 ⟩

𝐸1

⟨𝛤0𝛤0
𝛤 ⟩

𝑀1
+⟨𝛤0𝛤0

𝛤 ⟩
𝐸1 . (5.2)
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Table 5.2: Elastic cross sections 𝜎γγ, including a decomposition into 𝐸1 and 𝑀1 transition
strength, average branching ratios ⟨𝑅𝐸1

exp⟩, and ⟨𝑅𝑀1
exp ⟩, and the average efficiency-

corrected asymmetry ⟨𝜖⟩ of 150Nd for different excitation energy ranges.

2.95 100 0.66(6) 0.088(17) 0.57(4) 1.3+0.6
−1.0 <0.73 0.732(32)

3.11 109 0.47(5) 0.031(14) 0.434(34) 5.0(28) <0.42 0.87(5)
3.22 87 0.306(33) 0.068(15) 0.238(19) 1.1(5) <0.40 0.56(6)
3.31 109 0.272(30) 0.064(15) 0.207(18) 0.6(4) <0.30 0.53(7)
3.41 112 0.209(25) 0.075(15) 0.133(11) 0.4+0.2

−0.4 <0.63 0.28(7)
3.52 115 0.194(24) 0.080(17) 0.114(11) 2.0(4) <0.67 0.18(8)
3.62 116 0.42(4) 0.310(34) 0.113(11) 0.56+0.10

−0.08 <0.89 −0.46(4)
3.71 119 0.56(5) 0.35(4) 0.205(17) 1.10+0.11

−0.08 <0.50 −0.263(31)
3.81 124 0.255(29) 0.079+0.018

−0.015 0.175(16) 1.2(7) <0.98 0.38(7)
3.90 128 0.307(33) 0.164(23) 0.142+0.012

−0.015 0.10+0.05
−0.10 <0.32 −0.07(6)

4.02 102 0.41(4) 0.318(33) 0.090(9) 0.81+0.15
−0.11 <1.62 −0.557(30)

4.10 106 0.39(4) 0.254(29) 0.137(12) 1.34(12) <0.65 −0.30(4)
4.22 104 0.311(34) 0.225(27) 0.086(8) 0.69(9) <0.76 −0.45(4)
4.31 108 0.33(4) 0.245(28) 0.089(9) 0.64(6) <0.43 −0.46(4)
4.39 110 0.325(35) 0.150(22) 0.174(16) 0.66(8) <0.15 0.08(6)
4.50 114 0.286(31) 0.217(26) 0.069(8) 0.65+0.17

−0.13 <1.67 −0.52(4)
4.60 109 0.35(4) 0.300(33) 0.052(6) 0.59(6) <1.20 −0.704(28)
4.70 113 0.307(33) 0.237(28) 0.070(8) 0.78(6) <0.46 −0.54(4)
4.79 122 0.293(32) 0.235(28) 0.058(6) 0.94(8) <0.77 −0.602(35)
4.89 117 0.35(4) 0.11(10) 0.23+0.08

−0.23 0.9+2.7
−0.9 <5.04 0.3(6)

5.00 100 0.40(4) 0.34(4) 0.056(7) 0.59(5) <0.90 −0.718(27)
5.10 98 0.42(4) 0.37(4) 0.056(7) 0.75(4) <0.75 −0.735(26)
5.21 103 0.54(5) 0.49(5) 0.045(6) 0.468(32) <1.02 −0.831(20)
5.31 109 0.52(5) 0.47(5) 0.049(6) 0.484(32) <0.97 −0.810(19)
5.40 104 0.59(5) 0.54(5) 0.050(7) 0.597(30) <0.87 −0.830(19)

𝐸beam FWHM 𝜎γγ 𝜎𝐸1
γγ 𝜎𝑀1

γγ ⟨𝑅𝐸1
exp⟩ ⟨𝑅𝑀1

exp ⟩
* ⟨𝜖⟩

(MeV) (keV) (mb) (mb) (mb)
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Table 5.2: (Continued)

5.51 106 0.90(8) 0.85(8) 0.046(7) 0.396+0.027
−0.021 <1.52 −0.897(15)

5.61 109 0.71(6) 0.66(6) 0.052(7) 0.606(25) <0.67 −0.852(17)
5.71 115 0.76(7) 0.72(6) 0.038(6) 0.519+0.026

−0.021 <1.13 −0.899(16)
5.78 125 0.89(8) 0.83(7) 0.053(7) 0.432(15) <0.50 −0.881(13)
5.81 120 0.99(8) 0.94(8) 0.044(9) 0.316(20) <1.26 −0.910(17)
5.91 120 0.81(7) 0.76(7) 0.053(7) 0.564(22) <0.69 −0.869(16)
6.02 109 0.98(9) 0.92(8) 0.061(9) 0.424(22) <1.01 −0.876(16)
6.06 154 1.13(10) 1.05(9) 0.082(11) 0.366(20) <0.58 −0.855(16)
6.12 115 0.93(8) 0.85(7) 0.078(9) 0.459(20) <0.46 −0.832(16)
6.20 118 0.77(7) 0.70(6) 0.070(8) 0.519(21) <0.37 −0.818(17)
6.30 121 0.74(7) 0.69(6) 0.054(7) 0.486(23) <0.70 −0.853(16)
6.40 117 0.56(5) 0.50(5) 0.064(8) 0.687(31) <0.34 −0.772(21)
6.50 114 0.65(6) 0.61(6) 0.045(7) 0.471(26) <0.72 −0.862(20)
6.59 128 0.66(6) 0.60(6) 0.058(8) 0.502(25) <0.49 −0.824(20)
6.69 141 0.52(5) 0.48(5) 0.042(6) 0.602(32) <0.52 −0.840(21)
6.79 134 0.54(5) 0.47(5) 0.065(8) 0.544(31) <0.47 −0.758(22)
6.89 130 0.57(6) 0.45(5) 0.11(4) 0.45(4) <0.33 −0.60(11)
6.99 131 0.45(4) 0.39(4) 0.057(9) 0.63(5) <0.96 −0.74(4)

𝐸beam FWHM 𝜎γγ 𝜎𝐸1
γγ 𝜎𝑀1

γγ ⟨𝑅𝐸1
exp⟩ ⟨𝑅𝑀1

exp ⟩
* ⟨𝜖⟩

(MeV) (keV) (mb) (mb) (mb)

* Given as 2𝜎 upper limits.

5.2. Downward PSF of 96Mo

Using the γγ-coincidence method described in Section 4.2.6, the downward PSFs of
96Mo were determined. The results are given in Tables 5.3 to 5.6. The PSF data are
normalized to the (p,p′γ) Oslo-method data from Ref. [146]. The results for decays to
1+ states in Table 5.4 are further scaled to match the scale of the 2+ PSF as discussed
in Section 6.2.3.

5.2. Downward PSF of 96Mo 111



Table 5.3: PSF of 96Mo for all observed decays
to low-lying 𝐽𝜋 = 2+ states from γγ
coincidences. The table lists the en-
ergy of the primary transition 𝐸γ
to the state 𝐽𝜋

𝑘 at 𝐸(𝐽𝜋
𝑘 ), the pho-

ton beam energy 𝐸beam, and the PSF
value ⃖⃗𝑓𝐸1(𝐸γ).

1.113 3.9 2+
7 2.787 5(4)

1.313 4.1 2+
7 2.787 1.6(20)

1.474 3.9 2+
5 2.426 2.6(27)

1.513 4.3 2+
7 2.787 2.2(32)

1.674 4.1 2+
5 2.426 1.3(17)

1.713 4.5 2+
7 2.787 0.4(4)

1.804 3.9 2+
4 2.096 0.4(4)

1.874 4.3 2+
5 2.426 1.1(9)

1.913 4.7 2+
7 2.787 0.9(9)

2.004 4.1 2+
4 2.096 0.7(6)

2.074 4.5 2+
5 2.426 0.5(5)

2.113 4.9 2+
7 2.787 0.5(4)

2.204 4.3 2+
4 2.096 0.5(5)

2.274 4.7 2+
5 2.426 1.2(9)

2.274 3.9 2+
3 1.626 10.0(31)

2.313 5.1 2+
7 2.787 1.0(10)

2.402 3.9 2+
2 1.498 3.3(19)

2.404 4.5 2+
4 2.096 0.24(21)

2.474 4.9 2+
5 2.426 0.17(15)

2.474 4.1 2+
3 1.626 3.0(8)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

Continued on next column/page

Table 5.3: (Continued)

2.513 5.3 2+
7 2.787 0.6(6)

2.602 4.1 2+
2 1.498 4.5(8)

2.604 4.7 2+
4 2.096 1.3(10)

2.674 4.3 2+
3 1.626 5.2(10)

2.674 5.1 2+
5 2.426 0.6(5)

2.713 5.5 2+
7 2.787 0.8(7)

2.802 4.3 2+
2 1.498 2.8(8)

2.804 4.9 2+
4 2.096 0.4(4)

2.874 4.5 2+
3 1.626 2.5(5)

2.874 5.3 2+
5 2.426 0.7(8)

2.963 5.8 2+
7 2.787 0.20(17)

3.002 4.5 2+
2 1.498 1.9(6)

3.004 5.1 2+
4 2.096 1.1(7)

3.074 4.7 2+
3 1.626 2.4(6)

3.074 5.5 2+
5 2.426 0.5(4)

3.122 3.9 2+
1 0.778 0.25(19)

3.202 4.7 2+
2 1.498 2.5(4)

3.204 5.3 2+
4 2.096 0.7(5)

3.213 6.0 2+
7 2.787 0.61(30)

3.274 4.9 2+
3 1.626 0.84(31)

3.322 4.1 2+
1 0.778 0.63(12)

3.324 5.8 2+
5 2.426 0.36(29)

3.402 4.9 2+
2 1.498 0.68(26)

3.404 5.5 2+
4 2.096 0.8(4)

3.463 6.2 2+
7 2.787 0.38(33)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

Continued on next column/page
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Table 5.3: (Continued)

3.474 5.1 2+
3 1.626 2.9(6)

3.522 4.3 2+
1 0.778 0.45(13)

3.574 6.0 2+
5 2.426 0.8(4)

3.602 5.1 2+
2 1.498 2.7(9)

3.654 5.8 2+
4 2.096 0.46(19)

3.674 5.3 2+
3 1.626 3.1(5)

3.713 6.5 2+
7 2.787 0.8(4)

3.722 4.5 2+
1 0.778 1.14(14)

3.802 5.3 2+
2 1.498 2.0(5)

3.824 6.2 2+
5 2.426 0.88(29)

3.874 5.5 2+
3 1.626 2.0(4)

3.904 6.0 2+
4 2.096 1.20(23)

3.922 4.7 2+
1 0.778 0.94(13)

3.963 6.8 2+
7 2.787 1.05(31)

4.002 5.5 2+
2 1.498 2.4(5)

4.074 6.5 2+
5 2.426 1.1(4)

4.122 4.9 2+
1 0.778 1.30(10)

4.124 5.8 2+
3 1.626 1.13(14)

4.154 6.2 2+
4 2.096 0.46(12)

4.213 7.0 2+
7 2.787 1.7(4)

4.252 5.8 2+
2 1.498 1.48(17)

4.322 5.1 2+
1 0.778 0.97(15)

4.324 6.8 2+
5 2.426 0.74(25)

4.374 6.0 2+
3 1.626 1.54(15)

4.404 6.5 2+
4 2.096 0.67(20)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

Continued on next column/page

Table 5.3: (Continued)

4.463 7.2 2+
7 2.787 1.6(6)

4.502 6.0 2+
2 1.498 1.83(16)

4.522 5.3 2+
1 0.778 1.05(14)

4.574 7.0 2+
5 2.426 1.2(4)

4.624 6.2 2+
3 1.626 1.47(17)

4.654 6.8 2+
4 2.096 1.34(21)

4.713 7.5 2+
7 2.787 1.5(6)

4.722 5.5 2+
1 0.778 1.36(14)

4.752 6.2 2+
2 1.498 1.28(15)

4.824 7.2 2+
5 2.426 0.75(34)

4.874 6.5 2+
3 1.626 3.27(22)

4.904 7.0 2+
4 2.096 1.69(28)

4.963 7.8 2+
7 2.787 2.0(7)

4.972 5.8 2+
1 0.778 1.68(7)

5.002 6.5 2+
2 1.498 2.21(19)

5.074 7.5 2+
5 2.426 1.5(5)

5.124 6.8 2+
3 1.626 2.00(17)

5.154 7.2 2+
4 2.096 1.08(28)

5.213 8.0 2+
7 2.787 2.2(5)

5.222 6.0 2+
1 0.778 1.78(7)

5.252 6.8 2+
2 1.498 2.19(16)

5.324 7.8 2+
5 2.426 1.2(5)

5.374 7.0 2+
3 1.626 2.55(18)

5.404 7.5 2+
4 2.096 1.6(4)

5.463 8.2 2+
7 2.787 3.6(6)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

Continued on next column/page
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Table 5.3: (Continued)

5.472 6.2 2+
1 0.778 2.39(8)

5.502 7.0 2+
2 1.498 2.63(17)

5.574 8.0 2+
5 2.426 1.6(6)

5.624 7.2 2+
3 1.626 2.79(25)

5.654 7.8 2+
4 2.096 2.8(4)

5.713 8.5 2+
7 2.787 4.4(13)

5.722 6.5 2+
1 0.778 2.52(10)

5.752 7.2 2+
2 1.498 3.20(23)

5.824 8.2 2+
5 2.426 2.6(7)

5.874 7.5 2+
3 1.626 3.00(23)

5.904 8.0 2+
4 2.096 2.5(4)

5.963 8.8 2+
7 2.787 4.0(11)

5.972 6.8 2+
1 0.778 2.97(9)

6.002 7.5 2+
2 1.498 2.60(23)

6.074 8.5 2+
5 2.426 2.5(9)

6.124 7.8 2+
3 1.626 3.28(27)

6.154 8.2 2+
4 2.096 2.8(5)

6.213 9.0 2+
7 2.787 6.3(13)

6.222 7.0 2+
1 0.778 3.49(10)

6.252 7.8 2+
2 1.498 3.55(30)

6.324 8.8 2+
5 2.426 3.2(15)

6.374 8.0 2+
3 1.626 3.59(29)

6.404 8.5 2+
4 2.096 4.3(6)

6.463 9.2 2+
7 2.787 6.0(15)

6.472 7.2 2+
1 0.778 4.25(14)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

Continued on next column/page

Table 5.3: (Continued)

6.502 8.0 2+
2 1.498 3.32(30)

6.574 9.0 2+
5 2.426 5.2(14)

6.624 8.2 2+
3 1.626 5.3(4)

6.654 8.8 2+
4 2.096 4.1(9)

6.722 7.5 2+
1 0.778 4.87(13)

6.752 8.2 2+
2 1.498 5.3(4)

6.824 9.2 2+
5 2.426 4.7(23)

6.874 8.5 2+
3 1.626 5.1(4)

6.904 9.0 2+
4 2.096 4.4(11)

6.972 7.8 2+
1 0.778 5.62(16)

7.002 8.5 2+
2 1.498 6.2(5)

7.124 8.8 2+
3 1.626 6.4(7)

7.154 9.2 2+
4 2.096 4.1(16)

7.222 8.0 2+
1 0.778 7.02(16)

7.252 8.8 2+
2 1.498 6.1(6)

7.374 9.0 2+
3 1.626 8.2(8)

7.472 8.2 2+
1 0.778 8.11(23)

7.502 9.0 2+
2 1.498 8.4(8)

7.624 9.2 2+
3 1.626 12.5(14)

7.722 8.5 2+
1 0.778 9.30(26)

7.752 9.2 2+
2 1.498 9.8(15)

7.972 8.8 2+
1 0.778 10.70(35)

8.222 9.0 2+
1 0.778 11.9(4)

8.472 9.2 2+
1 0.778 12.3(7)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

* Normalized with data from Ref. [146]. The nor-
malization results in an additional 1.5% statistical
uncertainty not accounted for in the listed values.
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Table 5.4: PSF of 96Mo for decays to low-lying
𝐽𝜋 = 1+ states from γγ coincidences.
See Table 5.3.

2.200 5.5 1+
𝑏 3.300 1.1(11)

2.450 5.8 1+
𝑏 3.300 0.20(28)

2.700 6.0 1+
𝑏 3.300 0.5(5)

2.706 5.5 1+
𝑎 2.794 0.5(4)

2.950 6.2 1+
𝑏 3.300 0.22(22)

2.956 5.8 1+
𝑎 2.794 0.15(13)

3.200 6.5 1+
𝑏 3.300 0.29(25)

3.206 6.0 1+
𝑎 2.794 0.48(32)

3.450 6.8 1+
𝑏 3.300 0.20(22)

3.456 6.2 1+
𝑎 2.794 0.25(19)

3.700 7.0 1+
𝑏 3.300 0.7(6)

3.706 6.5 1+
𝑎 2.794 0.41(27)

3.950 7.2 1+
𝑏 3.300 0.9(9)

3.956 6.8 1+
𝑎 2.794 1.1(6)

4.200 7.5 1+
𝑏 3.300 0.5(5)

4.206 7.0 1+
𝑎 2.794 1.0(9)

4.450 7.8 1+
𝑏 3.300 1.4(13)

4.456 7.2 1+
𝑎 2.794 1.2(8)

4.700 8.0 1+
𝑏 3.300 1.2(10)

4.706 7.5 1+
𝑎 2.794 1.2(9)

4.950 8.2 1+
𝑏 3.300 1.7(16)

4.956 7.8 1+
𝑎 2.794 1.6(7)

5.200 8.5 1+
𝑏 3.300 1.7(13)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

Continued on next column/page

Table 5.4: (Continued)

5.206 8.0 1+
𝑎 2.794 3.0(9)

5.450 8.8 1+
𝑏 3.300 1.6(14)

5.456 8.2 1+
𝑎 2.794 3.0(9)

5.700 9.0 1+
𝑏 3.300 2.2(24)

5.706 8.5 1+
𝑎 2.794 3.1(15)

5.950 9.2 1+
𝑏 3.300 6(5)

5.956 8.8 1+
𝑎 2.794 3.8(17)

6.206 9.0 1+
𝑎 2.794 3.5(20)

6.456 9.2 1+
𝑎 2.794 3.7(26)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

* Normalized with data from Ref. [146]. The nor-
malization results in an additional 1.5% statistical
uncertainty not accounted for in the listed values.
To account for the unknown ground-state branch-
ing ratio 𝛤0/𝛤 of each 1+ state, the data were
further scaled to a MAW interpolation of the 2+
PSF.
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Table 5.5: PSF of 96Mo for all observed decays
to the low-lying 𝐽𝜋 = 0+

2 state from
γγ coincidences. See Table 5.3.

4.352 5.5 0+
2 1.148 2.8(6)

4.602 5.8 0+
2 1.148 0.85(23)

4.852 6.0 0+
2 1.148 1.97(26)

5.102 6.2 0+
2 1.148 1.38(27)

5.352 6.5 0+
2 1.148 1.55(33)

5.602 6.8 0+
2 1.148 1.29(23)

5.852 7.0 0+
2 1.148 1.64(26)

6.102 7.2 0+
2 1.148 2.26(34)

6.352 7.5 0+
2 1.148 1.86(35)

6.602 7.8 0+
2 1.148 2.4(4)

6.852 8.0 0+
2 1.148 3.3(5)

7.102 8.2 0+
2 1.148 3.3(7)

7.352 8.5 0+
2 1.148 4.8(8)

7.602 8.8 0+
2 1.148 4.8(9)

7.852 9.0 0+
2 1.148 6.2(10)

8.102 9.2 0+
2 1.148 10.9(21)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸1(𝐸γ)

(MeV) (MeV) (MeV) (10−8 MeV−3)*

* Normalized with data from Ref. [146]. The nor-
malization results in an additional 1.5% statistical
uncertainty not accounted for in the listed values.

Table 5.6: PSF of 96Mo for decays to the
low-lying 𝐽𝜋 = 3+

1 state from γγ
coincidences. See Table 5.3.

2.960 5.5 3+
1 2.540 12(10)

3.210 5.8 3+
1 2.540 3.1(20)

3.460 6.0 3+
1 2.540 7.3(25)

3.710 6.2 3+
1 2.540 2.8(16)

3.960 6.5 3+
1 2.540 6.3(27)

4.210 6.8 3+
1 2.540 5.6(16)

4.460 7.0 3+
1 2.540 6.3(11)

4.710 7.2 3+
1 2.540 5.6(14)

4.960 7.5 3+
1 2.540 3.5(14)

5.210 7.8 3+
1 2.540 6.3(18)

5.460 8.0 3+
1 2.540 7.0(13)

5.710 8.2 3+
1 2.540 9.6(23)

5.960 8.5 3+
1 2.540 12.3(26)

6.210 8.8 3+
1 2.540 9(4)

6.460 9.0 3+
1 2.540 12.8(30)

6.710 9.2 3+
1 2.540 13(5)

𝐸γ 𝐸beam 𝐽𝜋
𝑘 𝐸(𝐽𝜋

𝑘 ) ⃖⃗𝑓𝐸2(𝐸γ)

(MeV) (MeV) (MeV) (10−10 MeV−5)*

* Normalized with data from Ref. [146]. The nor-
malization results in an additional 1.5% statistical
uncertainty not accounted for in the listed values.
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6. Discussion

In the following, the results of the 150Nd and 96Mo experiments are discussed. The
first part of this chapter addresses the state-to-state analysis and average quantities of
150Nd. In the second part, the determined PSF is discussed and compared to results
obtained using complementary experimental probes.

6.1. Discussion for 150Nd

In this section, the experimental results for both 150Nd experiments are addressed.
After a discussion of the state-to-state analysis, the extracted average quantities are
discussed, including a geometrical and statistical interpretation of the data.

6.1.1. State-to-state analysis

Energy-integrated cross sections

In Fig. 6.1, the energy-integrated cross sections for ground-state transitions 𝐼s,0 ob-
tained at DHIPS are shown. Depicted parity quantum numbers are taken from the
results of the HIγS experiment. In addition, the ratio between the experimental results
for the presented experiment and the experiment performed by Pitz et al. [260] are
shown. Similar to the DHIPS experiment, the Pitz experiment used a bremsstrahlung
photon beam provided by the Stuttgart Dynamitron accelerator [284]. At higher
excitation energies, there is no significant deviation between the experimental results
for both works. For lower excitation energies, the results of the presented experiment
are significantly larger. Feeding transitions from higher-lying states populate the
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Figure 6.1.: Energy-integrated cross sections 𝐼s,0 of 150Nd states (top panel). The bottom panel
shows the ratio of the present values to the values by Pitz et al. [260]. Above 3MeV
the ratio is close to one, indicating agreement of both experiments within their
uncertainties. For lower excitation energies, larger cross sections in the present
work suggest contributions from feeding transitions.

states at lower excitation energies, resulting in larger peak areas. The Pitz experiment
used a lower e−-beam energy of 𝐸endpoint = 4.1MeV, such that fewer contributions
from feeding transitions are expected. In addition, the Pitz experiment had a higher
photon flux, resulting in smaller statistical uncertainties. Therefore, below 4MeV, the
results of the Pitz experiment should take precedence over the results of this work
for 𝐼s,0.

Angular momentum quantum numbers

For the determination of the angular momentum of excited states, the intensity ratio

𝑤 =
𝑁(𝜗 = 90°)
𝑁(𝜗 = 130°)

(6.1)
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Figure 6.2.: Intensity ratios 𝑤 (see Eq. (6.1)) of 150Nd ground-state transitions at DHIPS. The
dashed lines indicate the nominal values for 𝐽 = 1 (teal) and 𝐽 = 2 states (purple)
obtained using Geant4 simulations. For almost all observed transitions, a firm
assignment of 𝐽 = 1 is possible (black diamonds). In some cases (gray circles), the
sensitivity is not sufficient to assign an angular momentum quantum number to
the excited states.

was calculated, depicted in Fig. 6.2. Here, 𝑁(𝜗) refers to the efficiency-corrected
peak volume observed with an HPGe detector at the azimuthal angle 𝜗. In addition,
simulation results for 0→1→0 and 0→2→0 cascades are shown, also taking into
account geometrical effects because of the finite detector size. Without the geometrical
effects (i.e., for point-like detectors), intensity ratios of approximately 0.71 and 2.26
are expected for 𝐽 = 1 and 𝐽 = 2 ground-state transitions, respectively. It can be seen
that for almost all states, a firm assignment of 𝐽 = 1 was possible. In some cases, the
statistics were not sufficient to assign an angular momentum quantum number. Not a
single state with a firm 𝐽 = 2 assignment was observed.

Parity quantum numbers

For the analysis of parity quantum numbers, the linearly polarized HIγS beam was
utilized. From the angular distribution of the decay of excited states, information about
parity quantum numbers was inferred. Several factors complicated the identification
and analysis of individual spectral lines at HIγS: Operating the FEL in high-resolution
mode results in a reduction of photon flux and thus statistics by about one order of
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Figure 6.3.: Asymmetries 𝜖 of efficiency-corrected peak volumes for states identified at HIγS. The
blue and red filled diamonds and dashed lines indicate the simulated asymmetries
𝑞𝛴 for 1− (parity quantum number 𝜋 =−) and 1+ (𝜋 =+) ground-state excitations,
respectively. The color of the data points indicates the parity quantum number
assignment of the respective state. For gray data points, no parity quantum number
assignment was possible.

magnitude. Common NLD models provided by Capote et al. [81] indicate, that the low
spacing of levels 1

𝜌 (see Section 1.3.1, especially Eq. (1.10)) for 150Nd surpasses the
detector resolution already at low energies. At 5MeV, the average level spacing of 1−
states is around 2 keV. The low resolution of detector HPGe4 (approximately 15 keV
instead of 5 keV observed for the other HPGe detectors), attributed to vacuum-leak
issues, worsened this problem. Despite the expected NLD, individual peaks were still
resolved. However, in multiple cases, non-Gaussian peak shapes and increased peak
widths indicated that the observed concentration of excitation strength cannot be
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attributed to single spectral lines but instead originates from a cluster of unresolved
spectral lines.

Figure 6.3 depicts the asymmetry

𝜖𝑎,𝑏 =
𝑁𝑎−𝑁𝑏

𝑁𝑎+𝑁𝑏
= 𝑞𝛴 (6.2)

between two detectors 𝑎 and 𝑏 for ground-state transitions observed at HIγS, with
the efficiency-corrected peak areas 𝑁𝑎,𝑁𝑏. The analyzing power

𝛴 =
𝑊(𝜗𝑎,𝜑𝑎)−𝑊(𝜗𝑏,𝜑𝑏)
𝑊(𝜗𝑎,𝜑𝑎)+𝑊(𝜗𝑏,𝜑𝑏)

(6.3)

is a measure of the sensitivity to the parity quantum number of excited states, exclud-
ing geometrical effects due to the finite detector size accounted for by the geometrical
factor 𝑞. Preferably, the asymmetry 𝜖 is calculated for the two HPGe detectors parallel
(𝑎 = HPGe4) and perpendicular (𝑏 = HPGe2) to the polarization plane at 𝜗 = 90°,
resulting in analyzing powers of 𝛴 =±1 for excited 1± states. Because HPGe4 did not
resolve individual transitions, asymmetries in comparison to detectors at backward
angles (𝜗 = 135°) are shown instead. The product 𝑞𝛴 is denoted by dashed lines and
diamonds for 0+ →1± →0+ transitions in Fig. 6.3. In almost all cases, uncertainties
allow for the assignment of parity quantum numbers, with most excited states having
negative parity quantum numbers. A systematic deviation between the measured 𝜖
and expected asymmetry (𝑞𝛴) can be observed for the excited 1+ states.

6.1.2. Average quantities

Elastic cross sections

The results of the analysis of average quantities are listed in Table 5.2. For each
beam-energy setting, characterized by a centroid energy 𝐸beam and FWHM, the photon-
scattering cross section 𝜎𝛾𝛾 = 𝜎𝐸1

𝛾𝛾 +𝜎𝑀1
𝛾𝛾 is given, including its decomposition into

𝐸1 and 𝑀1 strength. The experimental results for the elastic cross sections of 150Nd
𝜎𝛾𝛾 = 𝜎𝐸1

𝛾𝛾 +𝜎𝑀1
𝛾𝛾 are depicted in Fig. 6.4. To estimate the amount of the observed

strength that originates from unobserved transitions, the energy-integrated cross
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Figure 6.4.: Average photon-scattering cross sections for 150Nd are shown, including a de-
composition into 𝐸1 and 𝑀1 strength. The 𝐸1 strength has been corrected for
Thomson-scattering contributions, such that only NRF is taken into account.

sections for all states listed in Table 5.1 were multiplied with the relative intensity
of the photon beam for each beam energy. By summing over all intensity-weighted
states for each beam energy, the elastic cross section from resolved states 𝜎peaks

γγ was
extracted, shown in Fig. 6.5. The ratio of resolved to total strength decreases with
excitation energy and increasing NLD. Still, between 5MeV to 6MeV, around a third
of the total strength can be attributed to observed transitions. For higher excitation
energies, the ratio of resolved strength drops to almost zero.

Average branching ratios

The average branching ratios as defined by Eq. (5.1) and listed in Table 5.2 are
depicted in Fig. 6.6. For excitation energies above 4MeV, 𝐸1 transition strength is
found to dominate both the decay to the 0+1 state (see Fig. 6.5) and 2+1 state. Because
of the limited statistics for 𝑀1 transition strength, corresponding to the decay of
excited 1+ states to both the 0+1 and 2+1 state, ⟨𝑅𝑀1

exp ⟩ values can only be given as
2𝜎-upper limits. For the average 𝐸1 branching ratios, there is no obvious relationship
between the observed values and the excitation energy. Above 4MeV, no distinct
trend is discernible, and the ⟨𝑅exp⟩ values scatter around a value of approximately 0.5.
For lower excitation energies, the determined ⟨𝑅exp⟩ values fluctuate strongly, and
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Figure 6.5.: Comparison of resolved and total average cross sections for 150Nd. The top panel
depicts the resolved and total elastic cross sections, the bottom panel depicts the
ratio of the two values. At lower excitation energies, almost all the observed strength
can be attributed to resolved transitions. Above 6MeV, almost no transitions are
resolved because of large NLDs and a strong fragmentation of strength.

the uncertainties are large. The fluctuations are an artifact of the used fit procedure
(see Section 4.1.5), which assumes that the observed strength is distributed uniformly
across the excited energy region. This assumption is violated because of the low level
density at low excitation energies. Therefore, a reliable interpretation of these data
points is not possible.

For energies above 4MeV, an average value for 𝑅exp was determined using a Bayesian
approach. To account for the fluctuations, the variance 𝜎2 of the data points was
assumed to be unknown and inverse-gamma distributed (which is the conjugate
prior distribution of the normal-distributed variance). After integrating out 𝜎2, the
Student’s 𝑡-distribution with a degree of freedom 𝜈 was obtained (e.g., see Ref. [265],
Appendix A). An average value of ⟨⟨𝑅exp⟩⟩ = 0.481(17) was determined.
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Figure 6.6.: Mean 𝑅exp for
150Nd. For 𝐽 = 1− (left panel), strong fluctuations and large uncer-

tainties are observed for lower excitation energies up to around 4MeV because
of limitations of the fit-based method. The data points above 4MeV, ⟨𝑅exp⟩ fluc-
tuate around a value of about 0.5. For comparison, the Alaga rule prediction for
𝐾 = 1 and a Dicebox statistical model simulation are shown. A good agreement
between the experiment (green) and Alaga rule (purple) is observed above 5MeV.
For a discussion of the implications for the statistical model, see text. For 𝐽 = 1+

(right panel), only 2𝜎-upper limits are provided, because of a lack of statistics and
sensitivity for 𝑀1 transition strength.

6.1.3. Geometrical interpretation

The resulting value for ⟨⟨𝑅exp⟩⟩ is close to 0.5, which, according to Alaga rules,
corresponds to 𝐾 = 1, i.e., transversal vibrations with respect to the nucleus’ sym-
metry axis. When only taking into account data points above 5MeV, a value of
⟨⟨𝑅exp⟩⟩ = 0.489(16) is obtained, which agrees with 0.5 within its 1𝜎-uncertainty.
The experimental values scatter by about ±0.2 around 0.5. No obvious energy de-
pendency can be identified. For a 𝐾-splitting of the PDR, values for 𝑅exp between 0.0
and 2.0 are expected, depending on the mixing between the two configurations [285,
286]. In a simplified picture not taking into account mixing, a transition from 0.5 to
2.0 would be expected. This is a simplified assumption, neglecting multi-shape mixing,
which can alter the branching ratios. Hence, the experimental results indicate, that
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no 𝐾-splitting of the PDR occurs below the neutron-separation threshold for 150Nd.

Yoshida and Nakatsukasa [70, 71] performed theoretical calculations for 150Nd. They
used a non-empirical Skyrme EDF approach with a QRPA on top of HFB ground
states to calculate the 𝐸1 response of Nd and Sm isotopes in the rare-earth shape-
phase transitional region of the chart of nuclides. Their results for 150Nd indicate
that a majority of 𝐾 = 0 𝐸1 strength occurs above 7MeV (c.f. Fig. 4 in Ref. [70]).
For the energy range of 4MeV to 7MeV studied in the present work, the calculated
𝐾 = 1 strength is found to dominate strongly because of the observed ⟨𝑅exp⟩ value of
approximately 0.5. The observed lack of 𝐾 = 0 strength for the theoretical calculation
is in agreement with the results of this work.

6.1.4. Statistical interpretation

Instead of a geometrical interpretation, one can also discuss the statistics of the
observed decays in the Hauser-Feshbach model [79]. For this purpose, a statistical
model simulation was performed using a modified version of the Dicebox [287] code
adjusted for the NRF reaction. The simulation is performed in two stages: In the
first stage, the level scheme is built. At low excitation energies, the level scheme is
initialized using the energies and branching ratios known from the literature. For the
present work, the twelve lowest-lying levels of 150Nd were taken from Ref. [92]. On
top of those levels, a level scheme is generated based on a NLD model. For the present
work, a BSFG model with parameters 𝐸1 =−0.516MeV and 𝑎 = 16.275MeV−1 taken
from Ref. [89] was used (depicted in Fig. 1.2). The generated level scheme takes into
account the repulsion of levels described by the Wigner distribution [99, 107]. In the
second stage, the NRF reaction is simulated. The excitation and subsequent decay of
states in NRF reactions is simulated according to a PSF model, taking into account
the PT distribution. For the present work, the sampled PSF consisted of the IVGDR,
which was parametrized according to Ref. [76] as a SLO, the scissors and spin-flip
resonance modeled according to Ref. [288] using the simplified modified Lorentzian
(SMLO) model, and a small 𝐸2 contribution from single-particle interactions. The
PDR was not part of the statistical model simulation.

The simulation was performed for each beam-energy setting for the energy range
excited by the photon beam, and repeated for a total 30 realizations per beam-energy
setting for uncertainty quantification related to PT fluctuations. The results of the
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simulation were analyzed in the same way as the experimental results. In particular,
the average branching ratio

⟨𝑅exp⟩ =
⟨𝛤0

𝛤2
𝛤 ⟩

⟨𝛤0
𝛤0
𝛤 ⟩

𝐸γ (0
+
1 )

3

𝐸γ (2
+
1 )

3 (6.4)

was determined. For 𝐽 = 1− states, it is depicted in Fig. 6.6 (left panel), which
shows the experimental results, the statistical model simulation, and the Alaga rule
prediction for 𝐾 = 1. The statistical model simulation predicts an approximately
constant ⟨𝑅exp⟩ ≈ 0.31, with an uncertainty that decreases for higher energies. This
value is significantly smaller than the experimental result of ⟨⟨𝑅exp⟩⟩ = 0.481(17).

To investigate the discrepancy between the experimental result and the simulation,
Eq. (6.4) must be examined more closely. The simulated value of ∼0.31 for Eq. (6.4)
deviates from the result that is obtained from the non-averaged definition of 𝑅exp in
Eq. (2.11). Because of the low energy of the 2+1 state of 130 keV, the energy difference
between decays to the 0+1 and 2+1 state is small, i.e., 𝐸γ (0

+
1 )

3 ≈ 𝐸γ (2
+
1 )

3. For the
same reason, the average partial transition widths ⟨𝛤0⟩ and ⟨𝛤2⟩ are approximately
equal, because they are determined by the PSF, which does not change significantly
within 130 keV, at the respective γ-ray energy, Naively substituting 𝛤0 with 𝛤2 in
Eq. (6.4) in analogy to Eq. (2.11), one expects ⟨𝑅exp⟩ to be equal to approximately
unity, which conflicts with the results of the statistical model simulation. Next, the
average branching ratio will be examined more carfully, incorporating the statistical
correlation of partial transition widths from the underlying statistical distribution.

Internal fluctuation ratio

A closer look at the average ratio

⟨𝛤0
𝛤2
𝛤 ⟩

⟨𝛤0
𝛤0
𝛤 ⟩

≡

𝑀
∑
𝑖=0

𝛤𝑖→0
𝛤𝑖→2

𝛤𝑖
𝑀
∑
𝑖=0

𝛤𝑖→0
𝛤𝑖→0

𝛤𝑖

(6.5)

has to be taken, which is the average branching ratio ⟨𝑅exp⟩ from Eq. (6.4) without
the energy-weighting factor. In other words, this quantity refers to the average ratio
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of partial transition widths instead of reduced transition probabilities. The index 𝑖
sums over all states 𝐽𝑖 in the excited energy region. The quantities in angled brackets
⟨𝛤0⟩, ⟨𝛤2⟩, and ⟨𝛤⟩, refer to the average partial transition widths to the ground state,
the 2+1 state, and to the average total transition width, respectively. The quantities
𝛤𝑖→0, 𝛤𝑖→2, and 𝛤𝑖, are the corresponding partial and total transition widths of an
individual state 𝐽𝑖. The values for individual transitions are assumed to fluctuate
around the average value according to some distribution 𝑓𝑖 and 𝑔𝑖:

𝛤𝑖→0 = ⟨𝛤0⟩ ⋅ 𝑓𝑖, 𝛤𝑖→2 = ⟨𝛤2⟩ ⋅ 𝑓
′
𝑖 , 𝛤𝑖 = ⟨𝛤⟩ ⋅ 𝑔𝑖. (6.6)

Inserting these relations into Eq. (6.5) yields
𝑀
∑
𝑖=0

𝛤𝑖→0
𝛤𝑖→2

𝛤𝑖
𝑀
∑
𝑖=0

𝛤𝑖→0
𝛤𝑖→0

𝛤𝑖

=

𝑀
∑
𝑖=0

⟨𝛤0⟩𝑓𝑖 ⋅ ⟨𝛤2⟩𝑓
′
𝑖 /⟨𝛤⟩𝑔𝑖

𝑀
∑
𝑖=0

⟨𝛤0⟩𝑓𝑖 ⋅ ⟨𝛤0⟩𝑓𝑖/⟨𝛤⟩𝑔𝑖

=
⟨𝛤2⟩
⟨𝛤0⟩

𝑀
∑
𝑖=0

𝑓𝑖 ⋅ 𝑓
′
𝑖 /𝑔𝑖

𝑀
∑
𝑖=0

𝑓𝑖 ⋅ 𝑓𝑖/𝑔𝑖

≡
⟨𝛤2⟩
⟨𝛤0⟩

⋅ 𝑠. (6.7)

Assuming 𝜒2-distributed partial transition widths, the total transition widths are
Gaussian-distributed, i.e.,

𝑓𝑖 ∼𝜒2(𝜈), 𝑓′𝑖 ∼𝜒2(𝜈), 𝑔𝑖 ∼
1
𝑁

𝑁
∑
𝑗=0

𝜒2(𝜈) 𝑁→∞−−−−→𝒩(𝜇 = 𝜈,𝜎2 = 2𝜈/𝑁). (6.8)

Here, 𝑁 refers to the number of partial transition widths contributing to 𝛤𝑖. Thus, the
statistical factor 𝑠 only depends on the degree of freedom 𝜈 of the 𝜒2(𝜈) distribution.
In the following, a generalization of the 𝜒2 distribution for 𝜈 ∈ℝ+ based on the gamma
distribution is used. In its limit definition, 𝑔𝑖 is statistically independent of 𝑓𝑖 and
𝑓′𝑖 , which follows directly from the central limit theorem. Using (a) the central limit
theorem and (b) the independence of 𝑓𝑖,𝑓

′
𝑖 , and 𝑔𝑖 for different 𝑖, its expectation value

E[𝑠] is calculated as

E[𝑠] ≡ E⎡

⎣

∑
𝑖
𝑓𝑖 ⋅ 𝑓

′
𝑖 /𝑔𝑖

∑
𝑖
𝑓𝑖 ⋅ 𝑓𝑖/𝑔𝑖

⎤

⎦

(a)=
∑
𝑖
E[𝑓𝑖 ⋅ 𝑓

′
𝑖 /𝑔𝑖]

∑
𝑖
E[𝑓𝑖 ⋅ 𝑓𝑖/𝑔𝑖]

(b)=
𝑀
𝑀

E[𝑓 ⋅ 𝑓′/𝑔]
E[𝑓 ⋅ 𝑓/𝑔]

=
E[𝑓 ⋅ 𝑓′/𝑔]
E[𝑓 ⋅ 𝑓/𝑔]

. (6.9)

The contribution from 𝑔 ∼𝒩(𝜇,𝜎2), which is present in both the expectation value
of the nominator and the denominator, is approximately constant, as its variance
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Figure 6.7.: Convergence of the expectation value E[𝑠] of the internal fluctuation ratio 𝑠 as a
function of the number of excited levels 𝑀 and the number of partial transition
widths 𝑁 that contribute to ⟨𝛤⟩. The degree of freedom 𝜈 and the limit of the
internal fluctuation ratio 𝑠 for large 𝑀 are given above each panel.

𝜎2 = 2𝜈/𝑁 decreases with increasing number 𝑁 of transitions to lower-lying states.
Instead, the simplified expression

E[𝑠] =
E[𝑓 ⋅ 𝑓′]
E[𝑓 ⋅ 𝑓]

(6.10)

is calculated.

The nominator is a product of two independent random variables that can be sep-
arated, i.e., E[𝑓 ⋅ 𝑓′] = E[𝑓] ⋅E[𝑓′] = 𝜈2, using 𝐸[𝑓] = 𝜈 for the 𝜒2 distribution. The
denominator is the expectation value of the square of a random variable, which is (c)
equivalent to its second moment. Given the PDF of the 𝜒2(𝜈) distribution

𝑓𝜒2 (𝑥 | 𝜈) =
1

2𝜈/2𝛤(𝜈/2)
𝑥𝜈/2−1 exp(−𝜈/2), (6.11)
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with the gamma function 𝛤(𝑥), the expectation value can be calculated using

E[𝑓 ⋅ 𝑓] (c)= ∫
∞

0
𝑥2𝑓𝜒2 (𝑥 | 𝜈)d𝑥 ≡∫

∞

0
𝑥2 1

2𝜈/2𝛤(𝜈/2)
𝑥𝜈/2−1 exp(−𝜈/2)d𝑥 (6.12)

=
4𝛤(𝜈/2+2)

𝛤(𝜈/2)
(d)= 2𝜈(𝜈/2+1) = 𝜈(𝜈+2). (6.13)

For (d), 𝛤(𝑧+1) = 𝑧𝛤(𝑧) is used. In conclusion,

𝑠 =
E[𝑓 ⋅ 𝑓′]
E[𝑓 ⋅ 𝑓]

=
𝜈2

𝜈(𝜈+2)
=

𝜈
𝜈+2

⇔ 𝜈 =
2𝑠

1−𝑠
, (6.14)

with the following special cases:

𝑠(𝜈 = 0.5) = 1/5, 𝑠(𝜈 = 1) = 1/3, 𝑠(𝜈 = 2) = 1/2. (6.15)

The convergence of the statistical factor for different numbers 𝑁 of partial transition
widths and different numbers 𝑀 of states in the excitation energy region is illustrated
in Fig. 6.7. The plot was generated by sampling from the individual probability
distributions. If fewer transitions and thus partial transition widths 𝑁 contribute
to ⟨𝛤⟩, the convergence is even faster than for the limit of 𝑁 → ∞. Thus, even if
only 𝛤 =𝛤0+𝛤2, the expectation value E[𝑠] for the statistical factor 𝑠 converges for
sufficiently large numbers of excited levels 𝑀.

As can be seen in Fig. 6.7, if the number of excited states 𝑀 within an energy region
is too small, the expectation value 𝐸[𝑠] is larger than its limit for large 𝑀. For
150Nd, the internal fluctuation ratio is expected to be converged: Both CT and BSFG
NLD model agree that the average level spacing for 1− states is around 2 keV for
𝐸 = 5MeV (𝜌1−(5MeV) = 500MeV−1), and decreases to about 0.1 keV for 𝐸 = 7MeV
(𝜌1−(7MeV) = 104MeV−1). The NLDs observed in Oslo-method experiments for
150Nd [289] are slightly lower but confirm the order of magnitude. This ensures that
𝑠 is converged. The statistical model simulation depicted in Fig. 6.6 also takes into
account the NLD, such that this effect is already quantified by the simulation and its
uncertainties. For higher excitation energies, the NLD increases, and the experimental
values should get closer to the limit value for 𝐸[𝑠]. However, no trend of the average
branching ratios can be observed. Thus, this hypothesis can be rejected.

Applying Eq. (6.14) to the experimental result of 𝑠 = 0.480(16) (which is almost equal
to ⟨𝑅exp⟩), a degree of freedom of 𝜈 = 1.84(12) is obtained for 150Nd above 5MeV.
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Figure 6.8.: Influence of non-statistical decays on the internal fluctuation ratio 𝑠. Depicted are
non-statistical admixtures for 5% (left) and 10% (right) of all excited states. The
partial transition widths of non-statistical decays to the 0+

1 and 2+
1 states (𝑥 and

𝑦 axes) are given in comparison to the average value of partial transitions widths
according to the PT distribution.

This value is significantly larger than 𝜈 = 1 and does not agree with the PT distribution.
It is much closer to the prediction of 𝜈 = 2 for a GUE Hamiltonian than to the 𝜈 = 1
prediction of a GOE Hamiltonian. However, the presumed violation of time-reversal
symmetry for the GUE Hamiltonian seems unlikely, as it is in conflict with reciprocity
and detailed balance, and would result in a different 𝛤𝑖 for absorption and emission.
Therefore, the GUE Hamiltonian is usually not considered to be applicable to nuclear
physics, and also constrained by strong experimental upper limits (e.g., see Chap. 1-2c
in Ref. [21] and references therein)

Instead of amodified degree of freedom 𝜈 of the𝜒2 distribution, two other explanations
for the deviation are possible: The assumption of large level densities could be
violated, or strong non-statistical decays could skew the resulting distribution of
partial transition widths in a way that cannot be described by the 𝜒2 distribution.
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To study the influence of non-statistical decays, Monte-Carlo simulations were per-
formed, sampling 𝑠 as defined in Eq. (6.7) for modified variants of the 𝜒2 distribution.
This modified distribution consisted of a statistical part, which followed the PT distri-
bution, and a non-statistical part affecting 10% of all states. The resulting fluctuation
ratio 𝑠 changes very little (≲5%) if the non-statistical part assumes partial transition
widths that are systematically smaller than the PT-distributed transition. The same
behavior is observed if the non-statistical effect applies only to one of the 𝛤0 or the
𝛤2 transition width. Only if both the 𝛤0 and 𝛤2 transition width take on values that
are systematically larger than the mean value of the 𝜒2 distribution, the internal
fluctuation ratio 𝑠 increases significantly. For example, if 10% of all states take on
values of 𝛤0 = 3⟨𝛤0⟩ and 𝛤2 = 3⟨𝛤2⟩, a fluctuation ratio of 𝑠 ≈ 0.50 is determined.
In this case, the non-statistical partial transition widths contribute about 29% to the
sum of all partial transition widths for the transition to the 0+1 or 2+1 state, respectively.
If instead 𝛤0 = 6⟨𝛤0⟩ is used, i.e., 𝛤2/𝛤0 = 1/2, the resulting fluctuation ratio 𝑠 is
approximately 0.51. In Fig. 6.8, the internal fluctuation ratio 𝑠 is depicted for different
combinations of non-statistical partial transition widths 𝛤0, and 𝛤2, assuming that
5% or 10% of all states do not decay according to the PT distribution. It can be
seen that the observed internal fluctuation ratio 𝑠 can only be explained, if both the
non-statistical decays to the 0+1 state and the 2+1 state are significantly stronger than
the average of the distribution.

The results of the Monte-Carlo simulation highlight that a few (10%) non-statistical
decays can significantly alter the obtained internal fluctuation ratio 𝑠. One indication
for non-statistical decays is the ratio of the elastic cross section of resolved peaks
𝜎peaks
γγ to the total elastic cross section 𝜎γγ, shown in Fig. 6.5. As can be seen, above

6MeV, almost no strength is attributed to individual transitions. However, the lack of
observed individual transitions is primarily a result of the high NLDs for high photon
beam energies. Thus, no conclusive assessment of the contribution of non-statistical
transitions to the internal fluctuation ratio 𝑠 is possible.

6.2. Photon strength function of 96Mo

In the following section, the results for the downward PSFs of 96Mo obtained using γγ
coincidences are discussed. The extracted MAW interpolation is described, statistical
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fluctuations are quantified, and the results are compared with literature data from
experiments using complementary probes.

6.2.1. PSF data points

Figure 6.9 depicts the PSFs for each photon beam energy after applying the scaling
procedure. The resulting combined PSF increases exponentially with γ-ray energy.
This exponential increase is observed both for the individual PSFs, but especially for
the combined PSF. For low beam energies of less than 5.5MeV, the PSFs no longer
exhibit the exponential shape and start to fluctuate strongly. The general lack of
statistics for primary decays into most of the low-lying 2+ states results in large
statistical uncertainties for the data points. Still, especially decays into the 2+2 and 2+3
states contain significant statistics, and the primary decays into these states is larger
than the observed branching into the 2+1 state for low beam energies.

These fluctuations could be explained if the assumption that primarily 1− states
are excited is violated. In a preliminary state-to-state analysis [290] of the dataset,
a 2+ state at 5096 keV was identified. A further concentration of 2+ states was
observed below 4.4MeV. Depending on the strength of these states, which is yet
to be determined, and the strength of potentially unobserved 1+ and 2+ states, the
observed average branching ratios could be altered significantly.

At higher beam energies, it can be seen that some systematic effects are visible for
decays to higher-lying 2+ states. For example, decays into the 2+7 have a tendency to
be consistently stronger than decays to other low-lying 2+ states for the same photon
beam energy. Conversely, decays to the 2+5 state tend to be smaller than average
in comparison to decays to other low-lying 2+ states. In both cases, the statistical
uncertainties are large, however, the systematic deviation of all data points for decays
to a particular low-lying 2+ state hints at some underlying effect responsible for this
discrepancy. A simple explanation could be problems with the energy gates that were
used to extract the corresponding primary decays. Indeed, the 2+7 →2+1 transition is
only 38 keV higher in energy than the decay of a (0+) state to the 2+1 state (see also the
discussion in Section 4.2.4). Together with the increased PSF values, it is concluded
that the LaBr3-detector energy gate for the 2+7 →2+1 transition also contains decays
to the (0+) state at 2749 keV. Another possibility for a systematic deviation arises
if the branching ratio of the observed decay(s) of the low-lying 2+ state, which is
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Figure 6.9.: PSFs of 96Mo for each beam energy after the scaling procedure is applied. The
marker shape indicates the low-lying 2+ state the data point corresponds to. The
absolute scale was determined by scaling an interpolation of the data for beam
energies above 5.5MeV to the 96Mo(p,p′γ) Oslo-method data [146].

required for the normalization of the corresponding decays, is incorrect or incomplete.
However, for both the 2+5 and 2+7 state, branching ratios with relative intensities of
less than 5% are reported in the literature [91], indicating that the knowledge of
branching transitions is fairly complete, ruling out this explanation.

6.2.2. Interpolation of the PSF

The data was divided into two subsets of data: One containing the PSF data for all
beam energies, and another one with the data restricted to beam energies of 5.5MeV
and above. A MAW interpolation as described in Section 4.2.6 was determined for
both datasets, henceforth referred to as full MAW and restricted MAW. The results
are shown in Fig. 6.10. For the restricted MAW, the PSF increases approximately
exponentially with γ energy. The same behavior is observed for the full MAW above γ
energies of 4MeV. At lower energies, the full MAW deviates from the restricted MAW,
and flattens out, before forming a pronounced peak around 2MeV to 3MeV. This peak
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Figure 6.10.: MAW interpolations of the PSF of 96Mo. The blue MAW curve was determined
using data points for beam energies above 5.5MeV (purple diamond data points).
The red MAW curve takes into account all data points (green and purple diamond
data points). The absolute scale was determined by scaling the blue MAW curve
to the 96Mo(p,p′γ) data from Ref. [146].

arises because of the strong primary transitions into the 2+2 and 2+3 states found in this
energy region, but significantly deviates from the general downward trend observed
for transitions into other low-lying 2+ states. In contrast, for the restricted MAW, the
data points scatter symmetrically around the curve, and the magnitude of the deviation
of individual data points scales with the respective uncertainty. Therefore, in the
following, only the restricted MAW (simply referred to as MAW) will be discussed.

6.2.3. PSFs for decays to 0+, 1+, and 3+ states

Using the same scaling factors 𝑠𝑗 as determined for the 2+ PSFs, the primary decays
to other low-lying states observed in coincidences can be scaled to obtain the PSFs
built on top of further low-lying states. The results can be seen in Fig. 6.11 for the
0+2 and 3+1 states, and for two 1+ states. The PSFs on top of 0+ and 1+ states are
also dominated by 𝐸1 transition strength (and in case of 0+, of pure 𝐸1 character).
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into 2+ states, the determined MAW is shown. In all cases, only beam energies
above 5.5MeV were taken into consideration. 𝐸1 PSFs are given in units of
MeV−3, the 𝐸2 PSF is given in units ofMeV−5. The absolute scale was determined
by scaling the 2+ MAW curve to the 96Mo(p,p′γ) data from Ref. [146]. The PSFs
on top of 1+

𝑎 at 2794 keV and on top of 1+
𝑏 at 3300 keV were scaled to the 2+ PSF

to account for unknown branching transitions of the 1+ states required for the
normalization of the observed primary transitions.

Thus, according to the Brink-Axel hypothesis, the corresponding 𝐸1 PSFs should be
equivalent to the 𝐸1 PSF determined for the 2+ states.

PSF for decays to the 0+
2 state

For the 0+2 PSF, the slope is consistent with the 2+ PSF, except for two data points at
low γ energies, and for the highest photon beam energy. However, the overall scale
of the 0+2 PSF is reduced by a factor of about two. It was not possible to gate on the
decay of the 0+2 state in LaBr3 detectors because of limitations of the DAQ system.
Thus, in contrast to the 2+ PSF, LaBr3-LaBr3 coincidences could not be considered.
The restriction on a subset of detectors could have resulted in systematic deviations.
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Still, a scaling factor of almost two is surprisingly pronounced and can not be purely
explained by systematic effects of the applied method.

The existence of low-lying 0+ states in even-even nuclei is often interpreted as an
indication for shape coexistence [291, 292]. For the Mo isotopic chain, the energy of
the 0+2 state decreases with increasing mass number until 98Mo. The implications for
the Mo and Zr isotopic chains are discussed in Refs. [279, 293–295]. For 98Mo and
100Mo, Rusev et al. [294] observed the decay of 𝐽 = 1 states with energies of 3MeV
to 4MeV into both the 0+1 and 0+2 state with approximately equal intensities, which
they attribute to the mixing of two 0+ states with moderately different deformations.
The authors assume positive parity quantum numbers, i.e., 𝐽 = 1+, for the observed
states, however, they note that the model also holds for negative parity quantum
numbers. Only one and two out of several observed 𝐽 = 1 states decay into the 0+2
state for 98Mo and 100Mo, respectively. These observations highlight that overall, a
reduced average branching into the 0+2 state is expected, even in the presence of strong
configuration mixing. Ultimately, these nuclear-structure-related considerations are in
conflict with the Brink-Axel hypothesis, which treats transitions as a purely statistical
phenomenon.

PSFs for decays to 1+ states

Similar observations as for the 0+2 PSF are made for decays to the two 1+ states at
2794 keV (1+𝑎 ) and 3300 keV (1+𝑏 ) for the present work. The cross section for decays
into these two states is small in comparison to decays to lower-lying states because
of the small energy difference between the beam energy region and ∼3MeV. Thus,
the PSFs for the two 1+ states have much larger statistical uncertainties. Still, the
overall shape of the two 1+ PSFs agrees very well with the 2+ PSF, but their scale is
reduced. The PSFs for 1+ states are depicted in Fig. 6.11, however, they are already
scaled to the 2+ PSF, so the different scale has been corrected for. In contrast to the
decays to the 0+2 state, the observed difference in scale is not unexpected: The 0+2 state
exclusively decays to the 2+1 state, and does not have to be corrected for any other
branching transitions. The observed ground-state decay of the two 1+ states, on the
other hand, has to be corrected for the ground-state branching ratio 𝛤𝑗→0/𝛤𝑗, which
is unknown. Thus, the “missing” strength can be attributed to other decays of the 1+
states to other intermediate states. Assuming the validity of the Brink-Axel hypothesis,
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their PSFs should be equivalent to the 2+ PSF. Thus, by scaling the 1+ PSFs to the 2+
PSF, the ground-state branching ratio of these two 1+ states can be deduced from the
scaling factor. Values of 𝛤𝑎→0/𝛤𝑎 = 0.351(35) and 𝛤𝑏→0/𝛤𝑏 = 0.224(18) for the two
states 1+𝑎 and 1+𝑏 are determined, but should be interpreted with care. Figure 6.11
depicts the 1+ PSFs after being scaled to the 2+ PSF.

PSF for decays to the 3+
1 state

Finally, primary decays to the 3+1 state are observed. This observation is unexpected,
because it conflicts with the assumption used for the extraction of 𝐸1 PSFs, which
assumes the absence of other multipole characters. However, the 3+1 state can only
be populated directly by 𝐸2 or 𝑀1 transitions from 1+ or 2+ states. In relativistic
proton-scattering experiments [144], an enhanced relative yield of spin-flip strength
was observed for the excited energy region. Motivated by this observation and by
the general lack of predicted 𝐸2 strength for the probed γ-ray energy region (see
Section 1.2), it was assumed that the transitions into the 3+1 state originate exclusively
from 1+ states. Hence, the corresponding PSF is of 𝐸2 character. As can be seen in
Fig. 6.11, its shape is comparatively flat, showing only a slight increase in strength
across the probed energy range.

Comparison to literature data

In Fig. 6.12, a comparison of the MAW interpolation of the downward PSF for 96Mo to
literature data is shown. In general, a good qualitative agreement is found between
the results of this work and the literature data. Between 4MeV to 8.5MeV, the slope
and general trend of the (p,p′γ) Oslo data, which was used to normalize the results
of the present work, is well reproduced. However, the (p,p′γ) Oslo data fluctuates
significantly around the MAW, which has a very smooth exponential-like progression.
Thus, the resonances identified at 7.04MeV and 8.19MeV on top of an extrapolation
of the IVGDR in Ref. [146] cannot be reproduced in this work.

The smooth behavior of the MAW can be attributed to the energy width of the
photon beams of approximately 4%, and the widths of the MAW itself of 200 keV
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Figure 6.12.: Comparison of the (⃗⃗γ,γ′γ″) results for the downward 96Mo PSF (MAW with
5.5MeV cutoff) with data from relativistic proton-scattering experiments at ex-
treme forward angles [144] (upward PSF), (3He, 3He′γ) [55] and (p,p′γ) [146]
data obtained using the Oslo method (downward PSF), and bremsstrahlung
data [143] (upward PSF),

(FWHM). For a photon beam energy of 7MeV to 8MeV, the combined width is ap-
proximately 350 keV, which is still significantly smaller than the widths of 1.0(1)MeV
and 1.4(2)MeV of the resonances identified in Ref. [146].

Several other differences between the two experimental methods can also account for
the observed deviation: The reaction mechanisms are different, which could result in
a systematic difference between the properties of excited states. Also, the possible an-
gular momentum quantum numbers of excited states (“spin window”) are well-known
for the NRF reaction, which primarily excites 𝐽 = 1 states. In Oslo-method experi-
ments, however, states with a wide range of angular momentum quantum numbers
are populated. This spin window has to be modeled using the spin-cutoff parameter,
resulting in additional uncertainties of the method. Finally, the Oslo-method PSF does
not distinguish between an electric and a magnetic radiation character. In contrast,
the PSF results of the present work were analyzed under the specific assumption that
only 𝐸1 radiation contributed significantly to the resulting PSF. It was found that 𝐸1

138 6. Discussion



strength dominates for transitions to the 2+1 and 2+2 states, but the presence of 𝑀1
strength for other decay branches cannot be excluded.

The (p,p′) data [144] allows for the (model-dependent) distinction between 𝐸1 and
𝑀1 contributions. Significant spin-flip 𝑀1 contributions were found around 8MeV to
9MeV. Overall, the slope and scale of the (p,p′) upward PSF agrees reasonably well
with the NRF and Oslo-method results. Again, it fluctuates more strongly than the
γγ-coincidence NRF PSF. In contrast, the bremsstrahlung-NRF measurement [143],
which also determined the upward PSF (indirectly, from observations of decays)
deviates significantly from the results of any other experimental method. The slope
of the determined PSF of the bremsstrahlung measurement is significantly flatter,
especially for high photon energies. An even flatter shape of the PSF is observed for
other Mo isotopes [143] studied using the same bremsstrahlung method, which is also
in conflict with the results for experiments using complementary probes [146]. The
limitations and strong model dependency of this method are discussed in Section 1.3.4,
which could lead to significant systematic deviations.

Statistical fluctuations of the PSF

A quantitative comparison of other experimental datasets using complementary probes
to the MAW PSF of the present work is discussed below. For this purpose, the sum of
the inverse-variance weighted squared differences between the two datasets

𝜒2
𝑖 =

(𝑓𝜆𝐿,pexp,𝑖− ⃗⃗𝑓𝜆𝐿,pMAW,𝑖)
2

𝜎2
𝑖

(6.16)

was calculated, with 𝜎2
𝑖 =𝜎2

exp,𝑖+𝜎2
MAW,𝑖+(δ𝑓)2. Here, 𝜎exp,𝑖 and 𝜎2

MAW,𝑖 are the uncer-
tainties of the experimental and MAW PSF data point, respectively. The uncertainty
because of PT fluctuations is taken into account by δ𝑓 defined in Eq. (1.17). The total
deviations are quantified by

𝜒2
red =

1
𝑁 −1

⋅∑
𝑖
𝜒2
1 , (6.17)

with the total number of data points 𝑁. This method was also applied in Ref. [129].
When comparing two datasets that are normalized to each other, 𝑁−2 has to be used
in the denominator instead.
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Without accounting for PT fluctuations, a 𝜒2
red = 2.18 is determined when comparing

the experimental results for the PSF determined from decays to low-lying 2+ states to
the determined MAW PSF. When PT fluctuations are taken into account, this value
reduces to 𝜒2

red = 1.11. A value close to one indicates a reasonably good agreement
between the experimental PSF dataset and its MAW interpolation. To estimate the
magnitude of the PT fluctuations, Eq. (1.17) is used, which depends on the number of
states and thus the NLD in the energy region excited by the photon beam. When more
states are excited simultaneously, the fluctuations of average quantities decrease. The
NLD was calculated using the CT model with parameters taken from Ref. [89]. The
minor deviation can be explained by an underestimated NLD, or if the fluctuations
of partial transition widths are stronger than predicted by the PT distribution. For
a more thorough comparison, a full statistical model simulation would have to be
performed.

When comparing the results of the (p,p′γ) Oslo-method experimental data [146] to
the MAW PSF in the energy range from around 3MeV to 8MeV, without taking PT
fluctuations into account, a 𝜒2

red = 18.26 is determined. The excitation mechanism
of the Oslo method differs from NRF experiments, and the spin window is broader
and has to be modeled. Consequently, Eq. (1.17) cannot be applied directly, and PT
fluctuations can only be considered through statistical model simulations. Still, the
large 𝜒2

red ≫1 indicates that the deviations between the (p,p′γ) Oslo-method data
and the MAW of this work cannot simply be explained by statistical uncertainties,
even when taking into account PT fluctuations. The discrepancy between the PSF of
the present work and the (3He, 3He′γ) Oslo-method data is attributed to the different
normalization of the latter and an issue in the old Oslo-method analysis code (see
Section 1.3.4).

In conclusion, the general shape and slope of the PSF of the present work agrees very
well with the obtained results using other probes. For Oslo-method experiments, the
resulting PSF fluctuates significantly more strongly compared to the MAW PSF of this
work. The difference in the strength of the observed fluctuations of the PSF hints at
a possible violation of the Brink-Axel hypothesis for the probed energy range. The
(generalized) Brink-Axel hypothesis suggests that the PSF is the same regardless of
excitation energy (see also Section 1.3.4). Thus, one would expect an agreement of the
PSFs for the present work and the Oslo method within statistical uncertainties. A more
conclusive statement will be possible once the upward PSF has been determined from
the (γ,γ′) dataset analyzed in this work (for the methodology, see Section 2.3.1).
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7. Summary and outlook

In the first part of this chapter, a summary and outlook will be given for the experimen-
tal results for the 150Nd and 96Mo experiments presented in this work. In the second
part, the further development of the DAQ systems used for the experiments performed
for this work will be outlined, some of which has already been implemented during
the 2022 and 2023 HIγS and the 2022 and 2024 DHIPS beamtimes.

7.1. Experimental results

In the present work, the nucleus 150Nd was studied using NRF experiments to probe
the influence of the onset of nuclear deformation on the PDR. Combining experiments
performed at HIγS and the S-DALINAC, 93 states were observed, including 62 newly-
observed states above 4MeV. Level energies, angular momentum and parity quantum
numbers, energy-integrated cross sections, and branching ratios were measured with
high precision.

For the first time, average decays to the ground-state band, i.e., the 0+1 and 2+1
states, were resolved in integral spectroscopy for a heavy deformed nucleus. Integral
spectroscopy refers to the analysis of experiments with quasi-monochromatic photon
beams by integrating excited states for the extraction of average quantities instead of
analyzing individual transitions. An approximately constant average branching ratio of
⟨⟨𝑅exp⟩⟩ = 0.481(17) was observed for 150Nd. In a geometrical picture, the result was
interpreted as a 𝐾 = 1 oscillation, with no indication for a 𝐾-splitting of the PDR for
the observed energy range. Using a statistical model approach, the average branching
ratio was related to the distribution of partial transition widths, and the internal
fluctuation ratio 𝑠 was introduced. Assuming 𝜒2-distributed partial transition widths,
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the degree of freedom 𝜈 of the 𝜒2 distribution could be inferred from the internal
fluctuation ratio 𝑠. A result of 𝜈 = 1.84(12) was obtained, significantly larger than the
commonly used PT distribution with 𝜈 = 1. The possible influence of non-statistical
decays on the internal fluctuation ratio 𝑠 was discussed.

Experimental average branching ratio data already exists for other nuclei such as
128Te [129] and 140Ce [171], and, to a limited extend with large statistical and
systematic uncertainties, for 156Gd [74] and 164Dy [75]. By determining the internal
fluctuation ratio 𝑠, the degree of freedom 𝜈 of the 𝜒2 distribution can be calculated
using the formalism developed in Section 6.1.4. With an increasing energy of the
2+1 state, the model dependency increases, as the PSF can no longer be expected
to be the same for decays to the 0+1 and 2+1 states. With the further development
of high-resolution LCB beams, it will be possible to expand the study of average
ground-state-band branching ratios to strongly-deformed nuclei with 2+1 states with
even lower excitation energies.

To further study the statistics of the decay of excited states and the validity of the
Brink-Axel hypothesis, the PSF of 96Mo was probed in γγ-coincidence experiments
using NRF. By gating on the decay of transitions between low-lying states, the primary
decays to low-lying states could be determined and related to the PSF. A domination
of 𝐸1 strength was observed. For the further quantitative analysis of the PSF, the
absence of 𝑀1 radiation was assumed because of numerical instabilities when fitting
both 𝐸1 and 𝑀1 contributions. The simplifying assumption allows summing up the
spectra of all detectors instead of fitting the spectra of each detector separately.

For future experiments, this analysis method could be improved by grouping together
and summing over the spectra of multiple detector pairs to maximize the statistics
per spectrum. The selective creation of sum spectra would reduce computational
complexity while retaining some sensitivity on the parity quantum number of excited
states, allowing for a separation of 𝐸1 and 𝑀1 strength.

With the current approach, only the leading multipole order can be considered. For
𝑀1 radiation, small but non-zero 𝐸2 admixtures are expected, resulting in systematic
deviations of the determined 𝑀1 strength. Using an approach similar to the one
described in Ref. [296], it should be possible to decompose the angular correlation
matrices into (generalized) 𝐹-coefficient matrices (see Eqs. (2.19) and (2.20)). The
detector-response matrix can then be expressed as a function of (generalized) 𝐹-
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coefficient matrices and the multipole mixing ratio 𝛿, which can be considered as an
additional free parameter during the fit procedure.

For the present experiment, a PSF was determined for each photon beam energy.
Assuming the validity of the Brink-Axel hypothesis, a scaling procedure was applied
to combine all PSFs into a single downward PSF for 96Mo. It was normalized to
the (p,p′γ) Oslo-method dataset [146] and subsequently compared to experiments
using complementary probes. Except for the bremsstrahlung-NRF PSF the general
slope and trend agrees very well with other experiments. However, it is found that
the fluctuations of other experiments are stronger than the fluctuations observed for
the present work, as the determined PSF is comparatively featureless and smoothly
increases with energy. This deviation could hint at a possible violation of the Brink-Axel
hypothesis.

The experimental method outlined in Section 2.3 allows for the simultaneous de-
termination of downward and upward PSF from the performed NRF experiment.
So far, only the downward PSF has been determined. With the described method,
the determination of the upward PSF will be possible as well, by combining the
ground-state decays observed integral spectroscopy with the observed decay of the 2+1
state. Thus, from a single NRF experiment, both the upward and the downward PSF
will have been determined, allowing for a direct comparison and a comprehensive
model-independent test of the Brink-Axel hypothesis as performed for 128Te [129].

To normalize the resulting upward PSF, additional experimental data are required.
In 2023, a bremsstrahlung-NRF experiment was performed at the γELBE setup at
the ELBE facility at the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) on 96Mo,
with an endpoint energy of 8MeV. This experimental data can be combined with the
experimental data of a previous measurement with an endpoint energy of 13.2MeV
already performed in 2006, which was used for the determination of the downward
PSF in Ref. [143] without a state-to-state analysis. The combined dataset allows for
the determination of the absolute photon flux for the HIγS experiment. Thus, the
absolute scale of the upward PSF can be determined. This upward PSF can then
be used to scale the downward PSF determined in this work, instead of using the
Oslo-method data from Ref. [146].
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7.2. Data acquisition systems

Two new DAQs were developed and commissioned for the experiments discussed in
this work. A drasi-based system was developed for DHIPS that utilizes the Mesytec
MDPP-16 digitizer. Since the commissioning beamtime in spring 2020, which included
the 150Nd bremsstrahlung measurement analyzed for this work, this system has been
further developed for the subsequent 2022 and 2024 beamtimes.

The DHIPS DAQ system, as described in this work, has the downside of requiring a
simultaneous synchronous readout of all connected detector signals. The digitizer is
passing trigger information to the VULOM4B, which initiates the conversion process
of the detected event, unless the DAQ system is busy (see Section 3.2.3). However, the
trigger signal of the digitizer only provides trigger information for all channels or for a
single channel of the digitizer. It is not possible to only selectively trigger on the HPGe
detector signals but not on the BGO shield signals. Because their threshold has to be
as low as possible for Compton suppression, the trigger rate of the BGO shields can in
practice be up to ten times larger than the trigger rate of the HPGe detectors. Thus,
the BGOs shields account for a majority of recorded data and significantly increase
the dead time of the DAQ system.

To address the issue of high trigger rates, the Mesytec MDPP-16’s ability to trigger
on a single specific channel was utilized during the 2022 beamtime. The secondary
energy outputs of the HPGe detectors were combined into a single signal that was
connected to an unused channel of the digitizer. This channel was then used for the
creation of the trigger signal. TFAs were used to adjust the gain of the energy signals
such that the (single) energy threshold that is applied by the digitizer results in a
consistent cutoff energy for all HPGe detectors. Alternatively, a dedicated analog CFD
could have been used. The separate trigger branch significantly reduced the data
rate and dead time of the system. However, it also required the manual setup of the
dedicated analog trigger branch. This setup reduces the flexibility and reproducibility
of the system, leading to several observed issues such as shifting cutoff energies.

The system was further developed for the 2024 beamtime. A second dedicated
Mesytec MDPP-16 was added to the system, which is now used exclusively to process
the BGO shield signals. Now, there are two separate trigger signals available for HPGe
detectors and BGO shields. Only the HPGe detector trigger signal is used to trigger
the data conversion and record data, resulting in low dead times and data rates. The
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analog signal processing is eliminated, significantly reducing the time required to
set up the DAQ. Furthermore, the second Mesytec MDPP-16 uses the QDC firmware,
which is optimized for fast charge amplifying detectors and thus better suited for
BGO shields. Thus, the preprocessing of the signals using TFA modules is no longer
required. As a further benefit, dedicated scaler information are now available both
for HPGe detectors and BGO shields.

For the 96Mo experiment at HIγS, a hybrid system was put in place that combined the
Mesytec VME DAQ system (mvme) already in use at the facility with a separate trigger
branch based on Struck SIS3316 digitizers. This hybrid system was necessitated
to accommodate for the special requirements of the γγ-coincidence experiment for
96Mo. It was an interim solution specifically intended for the 96Mo experiment, which
took place during the COVID-19 pandemic, preventing the setup of a new dedicated
drasi-based DAQ because of travel restrictions.

The originally planned drasi-based DAQ for the clover array setup was finally put in
place and commissioned during the autumn 2022 HIγS beamtime. It employs several
Struck SIS3316 digitizers read out via Ethernet, and rataclock-based timestamp dis-
tribution for high-resolution synchronized timestamps. This new system significantly
increases the possible data and event rates and is better suited for the analysis of γγ
coincidences as required for the present work and similar future experiments. It is
triggerless, i.e., each channel is self-triggering, and high rates in one channel do not
result in dead time for other channels of the digitizer.

To utilize synergy effects between the systems at DHIPS and the clover array, it is
planned to develop a similar SIS3316-based DAQ to be used in Darmstadt. Struck
SIS3316 digitizers are already in use at various other setups at the S-DALINAC, such
as NEPTUN or QCLAM. All of them plan to use drasi in the future or already do so. A
16 bit-SIS3316 digitizer module optimized for the conversion of HPGe detector signals
with a high energy resolution was already procured. Having similar systems in place
at both the NRF setup in Darmstadt and the NRF setup operated at HIγS will improve
the maintainability of the DAQ systems. Finally, it would also harmonize the data
analysis for both setups. Analysis codes developed for one setup could be more easily
adapted for the other one, making it easier and more efficient for students to analyze
data from both experimental setups.
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A. Experimental details

A.1. Detector configuration of γ3 setup

Table A.1: Detector configuration of the γ3 setup for the 150Nd experiment. Distance refers to
the distance between detector end cap and target center. The detector distances
were changed throughout the experiment, The names Setup 4, 6, and 9, refer to
the different configurations. In addition, detector positions and the thickness of
shieldings attached to the front of the detectors are given.

HPGe1 36-TN40663A 135° 315° 121 121 121 1.15
HPGe2 36-TN30986A 90° 90° 83 96 127 1.15 1.20
HPGe3 36-TN31061A 135° 45° 123 123 123 1.15

HPGe4* 43-TP31670A†

P075689‡ 90° 180° 91 111 136 1.15 1.20

LaBr1 A4149 90° 0° 76 76 76 1.15 1.20
LaBr2 A4932 90° 270° 76 76 76 1.15 1.20
LaBr3 A4933 135° 225° 114 114 114 1.15
LaBr4 A4934 135° 135° 116 116 116 1.15

Name Serial Number Position Distance (mm) Thickness (mm)
𝜗 𝜑 Setup 4 S. 6 S. 9 Cu filter Pb filter

* Defunct for run 385 to 392.
† Used until run 384. The detector had a bad energy resolution.
‡ Used starting from run 393.
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A.2. Detector configuration of clover array setup

Table A.2: Detector configuration of the clover array setup for the 96Mo experiment. Distance
refers to the distance between detector end cap and target center. In addition, de-
tector positions and the thickness of shieldings attached to the front of the detectors
are given. Both clover and coaxial detector types refer to HPGe detectors.

3 Clover Duke 90° 90° 170 1.02 1.17
5 Clover X 90° 180° 149 1.02 2.54
8 Clover Yale 142051 90° 315° 162 1.02 1.17
B1 Clover USNA 0016110391 135° 0° 197 1.02 1.17
B2* Clover ARL 4912I 125.2° 45° 197 1.02 1.17

B4† Coaxial 42-TP41203A‡

43-TP31670A§ 135° 135° 235 1.02 0.97

B5 Clover ARL 4911I 125.2° 180° 203 1.02 1.17

L1 LaBr3 Duke 165050 90° 0° 44 2.54
L7 LaBr3 Duke 165052 90° 270° 60 2.54
LBI LaBr3 Duke 166247 135° 225° 121 2.54
LBM LaBr3 Duke 165051 135° 315° 114 2.54

B CeBr3 S2AB0346 90° 27.5° 203 1.02
C CeBr3 S2AB0342 90° 45° 203 1.02
D CeBr3 S2AB0343 90° 62.5° 203 1.02
F CeBr3 S2AB0349 90° 117.5° 203 1.02
G CeBr3 S2AB0351 90° 135° 203 1.02
H CeBr3 S2AB0341 90° 152.5° 203 1.02
K CeBr3 S2AB0350 90° 225° 146 1.02
BD CeBr3 S2AB0345 135° 90° 165 1.02

ID Type Serial Number Position Distance
(mm)

Thickness (mm)
𝜗 𝜑 Cu filter Pb filter

Continued on next page

148 A. Experimental details



Table A.2: (Continued)

BK CeBr3 S2AB0352 135° 270° 181 1.02

0 Coaxial Duke C120A 0°¶ 2764

Z CeBr3 S2AB0344 35° 1448

ID Type Serial Number Position Distance
(mm)

Thickness (mm)
𝜗 𝜑 Cu filter Pb filter

* Saturated above 7.2MeV to 7.5MeV, depending on the clover leaf.
† Defunct for run 135 to 144.
‡ Until run 134.
§ Starting from run 145.
¶ Swiveled into beam to measure beamprofile.

A.3. 150Nd target

The 150Nd target had a net weight of 11582.8mg and was in the form of Nd2O3
powder. It was enriched to 93.60(2)% 150Nd. A cylindrical target container made
from polyethylene with an outer diameter of 𝑑 = 25.4mm and a wall thickness of
about 1mm enclosed the powder.

A.4. 96Mo target

The 96Mo target had a net weight of 1949.0mg and was in the form of metallic
Mo powder. It was enriched to 95.90(1)% 96Mo. The powder was pressed to a
cylindrical pill with diameter of 𝑑 = 20mm which was embedded in a shrink-wrapped
polyethylene foil with a mass of 50.8mg.

A small hole was punched into the 150Nd target container and 96Mo polyethylene foil
to allow for pressure equalization when placing the targets in the evacuated beam
pipe.
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A.5. 150Nd HIγS beam energy settings

Table A.3: The beam-energy settings used for the 150Nd experiment at HIγS. The beam-
energy column refers to the nominal centroid energy of the quasi-monochro-
matic photon beam. The runs column refers to the run numbers for which
the particular photon beam energy was used. The collimator radius specifies
the radius of the collimator which was used to collimate the photon beam.
The setup number indicates which detector distances specified in Table A.1
were used.

2950 314, 315 9.525 4
3100 319 9.525 4
3200 318 9.525 4
3300 322 9.525 4
3400 323 9.525 4
3500 324 9.525 4
3600 325 9.525 4
3700 335 9.525 6
3800 336 9.525 6
3900 337 9.525 6
4000 338 8.0 6
4100 339 8.0 6
4200 340 8.0 6
4300 341 8.0 6
4400 342 8.0 6
4500 347 7.0 6
4600 348 7.0 6
4700 349 7.0 6
4800 350 7.0 6
4900 351 7.0 6

Beam energy (keV) Runs Collimator radius (mm) Setup Number

Continued on next page
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Table A.3: (Continued)

5000 352 6.0 6
5100 353 6.0 6
5200 354 6.0 6
5300 357 6.0 6
5400 358 6.0 6
5500 376 6.0 9
5600 483 6.0 9
5700 380 6.0 9
5750 484 6.0 9
5800 381, 401 6.0 9
5900 382, 485 6.0 9
6000 383, 384 5.0 9
6100 385 5.0 9
6100 402 6.0 9
6200 386 5.0 9
6300 391 5.0 9
6400 393 5.0 9
6500 394 5.0 9
6600 395 5.0 9
6700 396 5.0 9
6800 397, 398 5.0 9
6900 399 5.0 9
7000 400 5.0 9

Beam energy (keV) Runs Collimator radius (mm) Setup Number
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A.6. 96Mo HIγS beam energy settings

Table A.4: The beam-energy settings used for the 96Mo experiment at HIγS. The beam-energy
column refers to the nominal centroid energy of the quasi-monochromatic photon
beam. The target column specifies the target that was placed at the target position.
The polarization column indicates the polarization of the incident photon beam. The
“run beamprofile” column gives the number of the run which was used to measure
the spectral distribution of the photon beam. The “runs” column lists runs that were
used to perform NRF experiments for the particular combination of beam energy,
target and polarization.

3900 96Mo linear 7 8, 9, 10
4100 96Mo linear 11 12
4300 96Mo linear 13 14, 15, 18, 19
4500 96Mo linear 21 23, 24
4700 96Mo linear 26 27, 28, 29, 30
4900 96Mo linear 31 32, 33, 34
5020 11B linear 4 5, 6
5100 96Mo linear 36 37
5300 96Mo linear 38 39
5500 96Mo linear 40 41, 42, 43
5750 96Mo linear 44 45, 46, 47, 48
6000 96Mo linear 49 50, 51, 53, 54, 55, 56, 57
6250 96Mo linear 58 59, 60, 61, 62
6500 96Mo linear 63 64, 65, 66, 67
6750 96Mo linear 170 171, 172, 173, 176, 178
7000 96Mo linear 179 180, 181, 182, 183, 184
7250 96Mo linear 185 186, 187, 188, 189, 190

Beam energy
(keV) Target Polarization Run

beamprofile Runs

Continued on next page
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Table A.4: (Continued)

7500 96Mo linear 191 192, 193, 194, 195, 198
7750 96Mo linear 199 200, 201, 202, 203, 204
8000 96Mo linear 205 206, 207, 208, 209, 210
8125 32S circular 330 331, 332
8125 32S linear 326 327, 328, 329
8250 96Mo linear 211 212, 213, 214, 215, 216

8500 96Mo linear 217 219, 220, 221, 222, 223,
224, 226

8750 96Mo linear 237 239, 240, 241, 242, 244
8920 11B linear 245 246
9000 96Mo linear 155 164, 165, 166, 168, 169
9250 96Mo linear 227 228, 229, 232, 235, 236

Beam energy
(keV) Target Polarization Run

beamprofile Runs
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