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Chapter 6_______________ 
Efficient Visualization of Dose Distribution  
 

6.1 Introduction 

Completing the steps of the RTP process described in the previous chapters of this the-
sis, we enter now into a different area that involves the evaluation of the treatment plan-
ning results. As already mentioned, the CT-Simulation of standard treatment cases fol-
lows, the calculation of dose distribution for the proposed radiation field arrangement. Re-
cently we pierce a new era in RTP where exchange of planning data among different 
processing and visualization modalities happens more freely and standardized using 
DICOM-RT, than never before. In previous chapters we demonstrated graphical tools that 
can be available during the CT-simulation of the planning process, involving the definition, 
selection and display of volumes of interest in relation to the neighbor anatomy and radia-
tion beam geometry. These tools are meant to augment the traditional display methods 
giving physicians and physicists the ability and flexibility to visualize complex information 
in various formats. The product of the simulation process is forward to the dose calcula-
tion engine. For calculating dose distributions the density information is taken from the CT 
volume. Additional important information for this process is the geometric primitives of the 
volumes of interest and the radiation beam orientation and shape.   

The dosimetric analysis is important in order to choose between a number of appar-
ently radiation beams arrangements and to optimise the weighting of doses from a num-
ber of beams in a given arrangement [Peliz96]. By appropriately weighted integrations of 
calculated doses over the volume of tumour and normal structures segmented from the 
CT data, dose volume histograms (DVH), estimates of tumour control probability (TCP) 
and normal tissue complication probabilities can be produced. The group of dose verifica-
tion tools is completed with additional visual verification in two and three dimensions. The 
ability to make such calculations relies on the accurate definition of the 3D region of inte-
gration and dose volume grid resolution.     

It is very common in dose distribution computations, to make a trade-off between per-
formance and accuracy. Due to visualization performance and interactivity issues most 
RTP systems reduce the dose volume grid, which usually has four to eight times smaller 
resolution compared with the original CT volume. In any case the aim of dose display is 
the same: clear illustration of the spatial relationship between the structures of interest 
and the dose distribution. Commonly this is achieved using a surface representation 
(polygon or voxel based) of the corresponding objects, selecting among opaque and 
semi-transparent appearance. To answer the question why surfaces are most suitable for 
this task, one should consider as remarks that our world is dominated by surfaces. Thus 
we can better evaluate the shapes and spatial relationships of objects from reflections of 
their bounding surfaces than from transmission or scattering of light through their interior 
[LeFuP90].  
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Most RTP applications distinguish the rendering methods into surface (polygon) ren-
dering and volume rendering methods. Originally 3D RTP systems displayed the surfaces 
of 3D objects as stacks of contours. The wire-loop visualization conveys the defined im-
portant features of the 3D image scene using a minimal amount of on-screen information. 
These visualization techniques can still be found useful and are widely used [Purdy93], 
[Perez95], [Peliz98]. The most important advantage of this representation approach is the 
minimization of the amount of information used to define a 3D structure shape, meaning 
that the displayed objects may be manipulated at interactive rate without any pre-
processing and interpolation step of missing data. The more developed surface rendering 
displays using polygon models of surfaces have also been heavily used in treatment 
planning systems. Hardware acceleration to directly render polygon scenes has a long 
history and currently is available at modest cost e.g. personal computers. To complete the 
visualization scene all regions of interest, target and critical normal structures, are manu-
ally or semi-automatically segmented and geometric models of them are generated. Dose 
iso-surfaces are automatically extracted from the dose volume into polygon meshes using 
marching cubes. Wire-loop and surface-based visualizations are effective for displaying 
geometrically defined objects and have the advantage that all objects involved in the RTP 
process such as dose iso-surfaces, objects of interest and radiation beam boundaries, 
can be included in the rendered view, as opaque or semitransparent surfaces and inter-
mixed ease using the same graphics techniques.  

Despite the above advantages of the wire-loop and surface-based visualizations, they 
have not proven entirely satisfactory for displaying anatomy and dose. This is part be-
cause surface rendering requires that each anatomic featured must be contoured, a time 
consuming and labour intensive process. The resulting polygonal mesh not only omits po-
tentially useful information, but also creates the false illusion that features have well de-
fined surfaces. For display radiation dose with a smooth mesh a large number of poly-
gons must be used. In order to display different dose levels separated meshes must be 
generated in the same manner.       

Volume rendering is a well-established method in medical imaging for generating high 
realistic three-dimensional images lack of intermediate contours or polygon meshes. As 
described in Chapter-5, volume rendering generates images after direct sampling of the 
volume data values. Voxel classification if often used to assign to each voxel a set of vis-
ual attributes, such as colour and intensity. In addition the opacity is commonly used 
property that measures how much intensity of the sampling ray will pass through a given 
material. Similarly to the visualization principles of multi-volume rendering methods used 
in data fusion of different imaging modalities, in RTP the data volumes involved in the 
process, volumes of interest, CT data and dose volume, are combined under the same 
graphic environment independent from their resolution [Vanuy99]. Common volume ren-
dering examples are applications in stereotactic treatments [Gehri91], [Peliz98], 
[VDBer00]. The principal advantage of volume rendering over wire-loop and polygon-
based visualization are their superior image quality and the ability to generate images 
without explicitly defining the geometry of the structures. Even when object geometry 
must be defined, as it often happens in RTP, using volume rendering one has always the 
possibility to reconstruct selectively parts of the original volume without significant effort 
but with significant visual benefits. One approach is to use an auxiliary volume, which will 
have the same size as the original data volume [Schim93]. The segmented objects will al-
locate a corresponding amount of voxels in the auxiliary volume addressing their geomet-
rically shape. Then the 3D reconstruction could be achieved using the same rendering 
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pipeline. A different approach is the use of hybrid rendering where the object’s shape is 
defined as polygons objects. The ability to effectively combine volume and surface graph-
ics has important implications for intra-operative visualization and haptic rendering sys-
tems [LeFuP90], [Bhale00], [Seem01].     

CT simulation offers high quality 3D images that are mostly used for the planning of 
the patient treatment. Important influence on producing these results has the high resolu-
tion CT volume used. The 3D visualization of all the necessary information combined, can 
be done interactively, which is of great benefit for the clinical routine. In combination to 
the above advantages the display of the treatment plan registered with the dose volume 
information produced from the TPS will further enhance the treatment evaluation process 
and the role of CT-simulation in the RTP process. In this chapter we will present a visuali-
zation strategy that described the dose display process within the CT-simulation environ-
ment. The work of this chapter could be separated into two parts: the dose resampling 
and dose visualization part. The first part involves the interpolation of the original dose 
volume data; a critical step when aiming to produce accurate calculation results as well as 
high quality 3D illustrations. The second part involves the mixed visualization between the 
dose and the CT-volume in two and three dimensions. Volume rendering is the vital com-
ponent used for the implementation of the visualizations tools that will be presented, and 
aim to augment the qualitative verification of the dose distribution, the volumes of interest 
and the CT data.  

6.2 Related Work  
One could assign the simultaneous display of dose and CT volume to the multi volume 
visualization problem. The information acquired from the multimodality volumes can be 
combined and presented on 2D or 3D schemes. Volume rendering is probably the most 
common visualization principle technique employed among the existing visualization 
methods. Cehring et al. [Cehri91] presented a system in the frame of stereotactic RTP. 
There dose volumes could be merged with CT data and segmented volumes. The basis 
of this application was volume rendering but nevertheless 2D visualization capabilities 
such as virtual cutting planes and multiplanar reconstructions where also presented as 
important tools. Levoy et al. [LeFuP90] reported a working frame where multimodal ana-
tomical volumes could be rendered registered with the corresponding dose distribution in 
the frame of RTP. Zuiderveld in his work [Zuide95] presented complete solution on how to 
combine different imaging modalities such as CT, MR and SPECT. Pelzzari et al. in his 
report [Peliz98], has been more application oriented reviewed several systems involved in 
visualization issues on RTP. Most of the reviewed systems used as basis volume render-
ing for visualizing patient’s anatomy and volumes of interest. Cai et al. [CaiSa99] used 
volume-rendering techniques to visualize CT-volume of interests and dose volumes under 
the same visualization scene, investigating all possible optical models that could be 
adapted on the frame of this task. The results included visualization models based voxel-
surface representation as well as on transparent illumination models. This work provided 
detailed information on a number of potential methods that could be used in RTP visuali-
zation. 

The aim of this work is to define and present an imaging strategy employed in the 
frame of 3D-Simulation that would be able to evaluate the dose volume distribution of the 
applied treatment plan merged with the CT data and the volumes of interest. Basically our 
aim is to merge three different volumes:  
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1. The anatomical volume. This represents the original digital patient data as ac-
quired from the imaging modality (this could be CT or MR volumes). 

2. The volumes of interest (VOIs). These involve the representation of anatomical 
regions such as the tumour and organs at risk, defined manually or automatically 
from the user during the segmentation step.  

3. The dose volume. The dose volume is generated from a dose calculation engine 
considering the corresponding treatment plan, target volume and organs at risk. 

For the sake of understanding we have to make clear that the CT volume is the only 
digital information produced with direct relation from the patient’s anatomy. We could call 
it as first level of information. The volumes of interest have been generated based on the 
anatomical-geometric information provided from the CT data, and thus they belong to the 
second level of information. Finally the dose volumes are also a product of the second 
level of information and thus we could address it as third level of information. Despite the 
fact that in each level of information an error might be introduced either systematic or 
randomised, there could be several combinations of the above information so as to pro-
duce the best visual outcome. The following diagram illustrates an overview of all possible 
volume grouping. One could separate the volume illustration methods into three groups of 

 
Figure 6-1. Selective combination of RTP volumes. The different levels of information are illus-
trated on the top row; segmented VOIs, CT volume and dose distribution volume. The lower rows 

indicate different combination possibilities.  
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information; in the first group of information all volumes are visualized separated from 
each other. In the second group of information the CT volume is the one who could be 
combined with the two generate. At this point we have to mention the illustration of the ir-
radiation beams will not provide any additional information when combine with the dose 
treatment volume. 

The way to the final visual outcome must go through several steps such as pre-
processing and visualization. A complete approach for the efficient visualization of RTP 
information should include a range of 2D and 3D tools. In this work we focus in the 3D 
display of the treatment planning information. The strategy used here involves:  

1. Dose Volume Interpolation: One problem that often occurs in dose and ana-
tomical volume visualization is the fact that data with different resolutions must be 
merged. Dose volumes are calculated in a much smaller resolution than the corre-
sponding anatomical volumes (CT or VOIs). Therefore a step is required order to 
upgrade the dose volume. In this work the interpolation scheme will be applied as 
a data pre-processing step. Main advantages for that decision is the optimal 
integration of the interpolated volume to the existing working pipeline, the 
quantitative and qualitative improvement of the optical result including, the 
reduction of the processing costs.  

2. Volume Registration: This step is necessary in order to bring all volumes under 
the same coordinate system. This can be achieved by applying transformations on 
the volume geometry.  

3. Visualization:  Visualization aims to merge the CT, VOIs and dose information. 
The result can be represented in 2D and 3D. 

6.3 Dose Volume Interpolation 

In daily clinical routine the CT devices produce digital data volumes that are composed of 
2D slices, with constant resolution Im = (U, V) = (512x512). An average resolution for 
radiotherapy volumes in 3D-Simulation is V = (X, Y, Z) = (512x512x85). However the radio-
therapy treatment planning systems, due to their design limitations use much less slices. 
In addition the patient’s CT data are then further converted to a density volume, which 
has a much lower resolution than the original CT data. The main reason for that is the 
calculation performance. Finally the generated density volume is feed into the dose calcu-
lation engine with the defined anatomical structures and the radiation field configuration. 
The result of this process is a dose volume that contains missing information when one 
attempts to combine it with the original CT data volume. Additional reasons to reduce the 
dose volume during the calculation step but also during the communication (I/O) step is 
the data visualization. As already discussed, in radiation therapy applications the polygon 
reconstruction methods are used to illustrate the dose iso-surfaces [Zelez97]. However 
one can realize the higher the resolution of the dose grid the more demanding are the re-
quirements on memory capacity and processing power during user interaction.  

Basically one could use two different approaches to handle missing data. One un-
common approach used in scientific visualization is “by indicating the missing data by 
mapping colour outside the valid data domain or by making those areas completely trans-
parent” [Twidd94]. However this method would give an abstracting feeling to the clinicians 
since the presented result is much different from what they have been trained to use as 
“real”. However the most common method used in scientific and medical visualization to 
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eliminate discarding gaps caused from missing data is interpolation. Interpolation is the 
process that serves to determine the values of a function at the positions of the missing 
data, which of course are lying between the original data samples. This is achieved by fit-
ting a continuous function through the discrete input samples [Wolbe90]. The advantage 
and disadvantage of the interpolation process, usually causes smoothing to the sampled 
data and do not allow distinguishing the original and interpolated data.       

Data interpolation could be separated in two main categories: the scattered data inter-
polation and the Cartesian grid data interpolation. In the first category belong the interpo-
lation methods that deal with unstructured data that have no special configuration. In con-
trast the data samples might lie on the vertices of a regular Cartesian grid. The data type 
used in this work belongs into the second category. For scatter data interpolation litera-
ture the reader can refer to [Vasil83], [Books89], [Niels93], [Savch95], [Lee97], [Carr97], 
[Rohli99], [Carr01], [Morse01], [Turk02].  

Regular grid interpolation methods are very often applied in scientific visualization, 
mostly when at the image reconstruction step aiming to remove aliasing artifacts. An ex-
tended literature can be found on the comparison of interpolation schemes over visualiza-
tion applications. Depending on the application one might use the perceptual approach or 
the mathematic approach to investigate the interpolation filter performance [Wolbe90], 
[Mölle97], [Carr98]. In the next paragraphs we will show the impact on the qualitative 
visualization of the three most common techniques used for the interpolation of regular 
grid data in scientific visualization, in the frame of RTP. The techniques under investiga-
tion will be the nearest neighbour (NN), the tri-linear data interpolation and the BC-Spline 
interpolation algorithms.  

6.3.1 Nearest Neighbour (NN) 

Nearest neighbour refer to the simplest replacement of missing data and is indeed the 
simplest interpolation algorithm from the computational point of view. Each interpolated 
output pixel or voxel is assigned the value of the nearest sample point in the input data. In 
the spatial domain the NN interpolation can be achieved by convolving the sampling data 
with a one-sample width rectangle. The interpolation kernel for the NN algorithm is de-
fined as: 
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The NN achieves magnification by pixel replication and minimisation by sparse point 
sampling. The sampling result of the NN algorithm is images with blocky appearance and 
with potential shift errors of up to 1 ½ pixel-voxels. This approach is inappropriate when 
sub-sample accuracy is required from the application. Nowadays this interpolation 
scheme is rarely used in medical application but it is still suitable for real time interactions 
and data preview.  In Figure 6-4 the row (b) illustrates 3D images of two phantom objects 
reconstruction using the NN interpolation. 

6.3.2 Linear data interpolation  

Assuming a simple 1D example of sampling points linear interpolation offers a first de-
gree connectivity among the sampling points, passing a straight line through every two 
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consecutive points of the input signal. In the spatial domain, linear interpolation (LN) is 
equivalent to convolving the sampled data with the following interpolation kernel: 
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Eq 6. 2 

The above interpolation kernel corresponds to a reasonably good low-pass filter in the 
frequency domain [Wolbe90]. The linear interpolation filter has reasonably superior fre-
quency response compared to the NN filter. Nevertheless, a significant amount of spuri-
ous high-frequency components continue to leak into the pass-band, contributing to alias-
ing. The linear interpolation offers improved interpolation results over NN. 

In practice we can define the linear interpolation between two points p0, p1 in one 
dimension as follows: 
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Eq 6. 3 

The parameter x represents the fractional position between the data points and has value 
ranges as defined in Eq 6. 2. In two dimensions the interpolation scheme will involve four 
data points p00, p01, p10 and p11. The interpolation can be formulated using the following 
formula: 
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Eq 6. 4 

 

This interpolation method is known as bi-linear interpolation and is commonly applied on 
image interpolation e.g. when magnifying raster images. In volumetric data linear interpo-
lation is known as tri-linear interpolation and estimates the value of the result voxel con-
sidering the neighbourhood of eight (8) voxels. If the data points are defined as p000, p001, 
p011, p010, p100, p110, p101, and p111 then the new voxel value pxyz will be estimated by using 
the following formula: 
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Eq 6. 5 

 

Figure 6-2. The geometry of a unit cube 
with the data points lying on the edges and 
the interpolated value in position (x,y,z). 
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The parameters (x, y, z) represent the fractional coordinates of the sampling point pxyz. 
The tri-linear interpolation is the most common interpolation method used in volume ren-
dering reconstruction and has been realized from several researchers. It is the most 
widely used interpolation algorithm since it produced reasonably good results at moderate 
cost. Interpolation result of LN are illustrated in Figure 6-4, row (c). 

6.3.3 B-Spline Interpolation 

Möller et al. [Molle97] has investigated the use of cubic spline filters in volume rendering 
and applied them to MRI data. Their work builds on earlier research by Mitchell et al.  
[Mitch88], which discusses cubic interpolation in computer graphics from a signal 
processing point of view. They use a Fourier analysis of the approximation error and 
subjective tests based on 2D image interpolation to argue for a practical cubic spline filter. 
In [Molle97] a Taylor series expansion is used to argue that the Catmull-Rom spline is the 
optimal interpolator. Interestingly, they choose a different filter, rather than the derivative 
of the interpolant, to determine gradients. In this paper we have found that, despite these 
previous analyses, a quasi-interpolant, which does not exactly interpolate the data is use-
ful when rendering structures known to be smooth and continuous. We believe this is be-
cause the theoretical analyses do not consider the presence of noise in the sampled data. 

By using the cubic B-Spline interpolation we aim to approximate the continuous func-
tion, which underlies the volumetric data. The spline control points are therefore derived 
from the points (voxel centres) where the function is known. In order to apply the B-Spline 
we will use an approach similar to the parametric representation of curves. If we consider 
the 1D case the spline interpolation S(x) specified over the interval xi<x<xi+1, can be ex-
tracted using the following parametric equation: 

Since we refer to 1D by multiplying out the above equation S(x) can be written as the 
weighted summation of four points Pi-1, Pi, Pi+1, Pi+2, which are equally spaced along 
the interval x. M is a 4x4 matrix of weights which are chosen to provide various degrees of 
continuity between adjacent segments at the endpoints x=0 and x=1. Specifically, we 
consider the family of BC-Splines where M is given by: 
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Eq 6. 7 

This family is derived from the most general form for a symmetric cubic basis function. 
By requiring the value and first derivative to be continuous everywhere, the number of 
free parameters which determine the spline are the (B,C). Note that the BC-Spline family 
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includes the cubic B-Spline (1,0), the Cardinal cubic Splines (0,C) and the Catmull-Rom 
spline (0,0.5). In this application we select (B, C) = (1, 0). Thus matrix M becomes: 
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Eq 6. 8 

The properties of the B-spline curves or surfaces can be extended in the image or vol-
ume reconstruction very well. The most important properties are continuity, convex hull, 
local control, variation diminishing and representation of multiple values. The spatial dis-
tribution result from B-spline interpolation is smooth and exhibits second order continuity 
C2. The convex hull property of the B-spline ensures that each point in the curve lies in 
the convex hull of the four control points. Thus, sample points bound the space of the re-
constructed curve, surface or volume, so the reconstructed values will range within the 
voxel values forming the support. The local control property makes far points less influen-
tial on the segment of consideration. Thus rapid changes of the control point values in 
one segment will affect only those point values of the segments lying very near. One 
method to apply the B-spline interpolation is by estimating the control polygon of the B-
spline approximation, such that the resultant case passes through the requested points.   

As illustrated in [Foley90] the 1D approach can be extended to 2D as shown below: 
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Eq 6. 9 

When the product of Eq 6. 9 is evaluated, it can be seen that the B-spline is constrained 
to lie within the convex hull of the four control points, since the coefficients of the four 
control points range in value between 0 and 1 and sum to 1 for 0<x<1. 

We now consider the analogous BC-spline in 3D where t = (x, y, z). In 3D the control 
points lie on a regular grid in R3 and are denoted by Pi,j,k where (i,j,k) are integer indices 
referring to grid locations where the data are known. The nodes of the grid are the voxel 
centres. The 3D spline is a weighted average of 64 control points in a 4x4x4 neighbor-
hood which describes the spatial distribution f(x) within the volume bound by the eight 
central voxels (see Figure 6-3). If the locations of these voxels are scaled and shifted 
such that they lie within the unit cube, then the spline can be formulated as: 
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Eq 6. 10 

 

 
Figure 6-3. The geometry of the 64 
control points defining the B-Spline in 
three dimensions. 

The aggregate of BC-spline segments determines the scalar distribution over the en-
tire data volume. The resulting spatial distribution is smooth and, in the case of the B-
spline, exhibits second order continuity. The convex hull property of the B-Spline means 
that the fitted function is constrained to have values within the range of the voxel forming 
the support. Other choices of B and C, such as the Catmull-Rom spline, do not exhibit this 
property. The B-Spline is a quasi-interpolant of the voxel values at the interpolation 
nodes. It is not unreasonable to approximate the sampled data at voxel centers if the 
sampled data are noisy or do not represent the actual value of the parameter at the grid 
coordinates but are averages of the true parameter over the volume of the voxel. In such 
cases, the data can be viewed as having a noise component arising from the partial 
voluming effect. 

In practice, the B-spline interpolant closely approximates the data except where sud-
den changes occur at a scale, which is small relative to the size of the B-spline support. 
The piecewise nature of the spline interpolant avoids the propagation of spurious ripples 
due to sudden changes or discontinuities in the data. Reconstruction examples using 
different interpolation functions are presented in Figure 6-4. The two phantom data used 
have original size of 128³ with 1mm square voxel size. For our experiments we have been 
removing 75% of the original data in regular spaces. Although we expected that the inter-
polation algorithms would not be able to reconstruct the original object shapes due to the 
large amount of removed data, we wanted to exam the difference of the reconstructed re-
sult with the original shape. We choose that percentage of information reduction due to 
the fact that several commercial TPS systems that export the dose distribution matrices 
use a similar ratio for reducing the original data. We use the interpolation algorithms pre-
sented above to reconstruct the original shape of the objects. The results indicated that 
the NN interpolation method reconstructs the original shape with rather deformed edges 
far from the reality. Linear interpolation improved the situation giving more realistic edges 
to the original bars. However it has been incapable to reproduce the curvature of the 
sphere object. Finally the B-Spline has been more efficient on reconstructing the sphere 
object due the high degree of continuity. However we noticed that shrinkage has been 
caused to the bar phantom edges, an effect we also observe when interpolating clinical 
dose distribution data. 
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Figure 6-4. 3D Reconstruction results of phantom data using different interpolation algo-
rithms. The phantom data have been reduced 75% of the original data volume. From top to bot-
tom (a) represents the original data, (b) the reconstruction after interpolation using the NN, (c) 

the reconstruction after interpolation using the LN method and (d) the reconstruction after inter-
polations using B-Spline method. 
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6.4 Dose Volume Visualization  

The key component for the volume visualization process is the rendering pipeline. Al-
though the rendering pipeline is already presented in previous chapters, for the sake of 
integrity we will briefly mention that design again. Rendering algorithm is the ray casting 
algorithm based on [Sakas93] and [Sakas95]. The main rendering pipeline is similar to 
the mono-volume rendering pipeline described in [Saka93]. The data flow through three 
different stages, Geometric Transformation, Integration-in-Depth, and Mapping. In our 
context, since different volumes share the same size and position, geometric transforma-
tion and the mapping are the same as in mono-volume rendering. The difference is in the 
second stage (see Figure 6-5). 

In case that the multi-volumes resolutions are different, the same start and end points 
in world co-ordinates would relate to different traversing co-ordinates in volume data 
spaces. In addition, the number of sampling points along the same ray should be different 
in different volumes due to the different resolutions. In that case simplicity, the largest 
numbers of sampling points in multi-volumes is used as the number of steps in the ray 
traversing, which results in an identical loop for all volumes causing over-sampling in the 
smaller resolution volume. In the context of our work the multi-volumes obtained the same 
resolution having as reference the volume with the highest resolution. This is one of the 
advantages having the volume interpolation step at the preprocessing level since the 
sampling process occurs at the same frequency for the multi-volumes. At each sampling 
point along the ray, the values from different volumes are obtained by sampling and inter-
polation in the corresponding volume data spaces. Thus, the first two steps in Integration-
in-Depth stage become the parallel copies of the corresponding steps in mono-volume 
rendering.  

Cai et al [CaiSa99] demonstrated that the multi-volume information can combined after 
the above processing step; the data intermixing maybe involved in different steps in the 
Integration-in-Depth stage: in illumination step, in accumulation step or after accumula-
tion. They are corresponding accordingly to il-
lumination model level intermixing, accumulation 
level intermixing, and image level intermixing. 
Different intermixing level results in different 
rendering pipelines. In the context of this work 
we are interested on qualifying the performance 
of the volume data mixing methods so as to 
achieve the best visual outcome.  

As presented in section 6.2, in the volume 
visualization pipeline we should be able to han-
dle three different data combinations obtaining 
all possible combinations mentioned above. 
Once again we must refer on the importance of 
the surface representation (opaque or semi-
transparent) of the dose volume in the rendering 
scheme. The main reason for adapting this pol-
icy is the capability offered from the surface rep-
resentation to better approximate and justify the 
dose boundaries within the rendering scheme. 
An X-ray like volumetric reconstruction could be 
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Figure 6-5. Simplified diagram of the 
volume rendering pipeline. 
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of much less use during dose verification since the accumulated information along the ray 
and the cloudy appearance of the final result will cause mostly confusion to the observer. 
Thus in the frame of this work we will use the volumetric surface representation for every 
volume used.  

6.4.1 Merging VOIs and CT Volume 

The surface representation of volumetric data has been an old subject in scientific visuali-
zation community. Levoy [Levoy88], [LevoA90], [LevoB90] was one of the most success-
ful pioneers in the field presenting the iso-value and gradient representation of volumetric 
surfaces. The key components of this approach are the calculation of the opacity volume, 
that has been used to assign transparency properties on the reconstructed surfaces, and 
the gradient vector estimation that will be used for the shading model as normal vector. 
The approach employed for this work aims to assign a semitransparent view of the sur-
face of different structures [Höhne90]. In this approach the opacity volume is extracted 
based on a transfer function (TF) that is generated upon user request similar to the iso-
value reconstruction. The TF shape might have a linear or triangular and or higher order 
of interpolation. During ray traversing and volume sampling a texture value is recorded 
and filtered with the opacity TF so as to produce an opacity value, lack of gradient vector. 
Thus the final pixel colour is not affected from any shading model as in the previous case. 
The interesting affect of this approach is the cloudy appearance of those structures that 
have been sampled with low opacity values and of course the opaque illustration of the 
higher opacity values. This approach can be quite useful on illustrating low-density tissues 
in CT volumes.   

The VOIs volume is a product volume of the segmentation process that has been ap-
plied on the original CT data. It is very common that the segmented structures are com-
posed of 2D planar contours. There are two common representations used to illustrate a 
3D surface from a set of contours. One is to generate a triangulated surface using stan-
dard triangulation algorithms. The approach employed in this work is to render-fill the in-
ternal region of the contours using a scan conversion algorithm, so as after stacking them 
to compose a volume that will have the same resolution and size with the original CT 
data. The filled voxels are addressed with bit values in order to indicate their colour prop-
erties and priority properties such as target volume for example. In addition an opacity 
value is used so as to assign transparency to the segmented objects during the 3D object 
representation.  

An essential part on the shading phase of the binary surfaces is the normal vector on 
the surface point. There are a number of methods available to estimate normal vectors of 
discrete surfaces. Usually the normal vector at a surface point is obtained by examining a 
certain neighbourhood of this point. The methods are denoted as image space or object 
space techniques, depending on the fact that the neighbourhood is considered in the pro-
jected image on in the 3D scene, respectively. Object space techniques are preferred, 
since they do not suffer from loss of information due to projection. Furthermore, enable 
rendering techniques like ray tracing, where normal vectors are required in 3D space. The 
method employed in this work is an object space technique that produces a first estimate 
of the normal at a surface voxel p considering a set of voxels in the neighbourhood. For 
more information on these approaches please refer to [Thürm97], [Thürm01]. 

The best visual outcome of these two volumes will bring the information about the spa-
tial relation between the segmented structures and the original CT volume. It is important 
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for the clinical routine to be able to see within the original volume the location of the VOIs.  
Figure 6-6 shows a single volume reconstruction of the two volumes sampling volumes. 
The most common method used to merge this different volume information is by blending 
the two rendering images. For each volume, one result image (intensity and opacity after 
Integration-in-Depth) is rendered respectively. Then, the final image is calculated by in-
termixing pixel intensity and opacity coming from the different volumes.  

Among the several methods used for image level mixing, the more suitable for the in-
tegration of the CT volume and the VOIs, in the content of 3D-Simulation is the use of the 
following methods:    

• Intensity mixing  

• Intensity mixing with Z-buffer depth differences. 

6.4.1.1 Intensity Intermixing Only 

Defining an intermixing factor (or weight) w, where I1 and I2 are intensities coming from 
two different images, then the result image intensity is the linear composition of two im-
ages, i.e. 

I w I w I= + −* ( . )1 210   Eq 6. 11 

The visual effect of Eq 6. 11 is the fade-in and fade-out of two images when weight is 
changed interactively. With this effect, user can investigate the relationship of objects in 
two volumes on a projection plane (see Figure 6-6(c)). 

6.4.1.2 Intensity Intermixing with Z-buffer Depth Difference  

The main problem of image level intermixing is the lack of correct depth cueing in the 
overlapping area, where different objects coming from different data set overlap. For ex-
ample, in Figure 6-6(c), it is difficult to determine the depth location between the two re-
constructed structures when they are directly merged with the 3D surface anatomy. For 
accurate visualization it must be determined, which of these two structures is more near 
to the viewer. We partially solved the problem using the Z-buffer value1 of each pixel that 
represent surface on the image. There are two ways to make use of the Z-buffer depth 
value. One could be the Z-buffer depth weighting value that could be used during VOIs 
image generation. The second way is after generating reconstructing the VOI image and 
the depth values are stored in the Z-buffer. If dCT and dVOIs are the depth values in Z-
buffer of the two images, then we estimate their depth value difference. The depth differ-
ence is normalized and the product is used as the mixing factor between the two images: 
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1 In volume rendering, the Z-buffer value is defined as the depth along the ray from viewpoint to the first visi-
ble voxel of a certain segmented object. 
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Image level intermixing is very simple and we do not need to change the basic render-
ing algorithm. Drawback is that the results do not provide the exact correct depth cueing 
between the two volumes. In Figure 6-6, different mixing factors are used to mix two ren-
dering images, one is CT gradient opacity rendering image, another is segmented object 
LUT volume rendering image. From left to right, the mixing factor of CT gradient surface 
image is changed from large to small. Since the mixing of two images is finished interac-
tively, the user can change the mixing factor interactively and viewing the fade-in and the 
fade-out of two images to smooth over the disadvantage. 

6.4.2 Merging VOIs and Dose Volume 

The accurate dose volume reconstruction is essential for the efficient radiation plan verifi-
cation. As already mentioned the dose volume has been re-sampled from lower resolution 
to higher using one of the interpolation methods mentioned above. The highest priority on 
this visualization step is the common representation of the dose volume in relation with 
the VOIs. The volumetric surface of the dose has been generated the same reconstruc-
tion pipeline used for the VOIs (see Figure 6-8). The colour and opacity properties of the 
dose volume are assigned means of LUTs (see Figure 6-8). This will allow us to recon-
struct different iso-dose levels interactively with different transparencies. For merging the 
two volumes in this step the image level mixing approach produce poor results since the 
depth relation of the structures can be misleading. For a better approximation the inclu-
sive opacity intermixing approach is employed. This volume-mixing step is applied during 
the sampling phase. More precisely within the loop of ray casting, one ray samples voxel 
values in different volumes at each point and mixes their visual contributions step by step 
along the ray in accumulation in Integration-in-Depth stage. 

The accumulation involves opacity and intensity. Opacity and intensity are derived from 
the voxel density by a transfer function in the volume illumination model. Since different 
volumes have different physical background and value ranges, their transfer functions are 
also different. But opacity and intensity have the same range (between 0.0 and 1.0) and 
the same optical property after transfer function mapping. Thus, another way is to inter-
mix different opacities and intensities coming from different volumes during the accumula-
tion step. The model used for mixing opacities is based on the inclusive opacity model. 

6.4.2.1 Inclusive Opacity (INCOP) 

Volume mixing using inclusive opacity is a very effective method when using volumes. 
Furthermore it can be used in surface and volume (surface-voxel) mixing as it has been 
presented in [Frue91]. Generally speaking, it can be applied in most of the intermixing 
cases if we can map the voxel value (or any object, like surface and line) into opacity and 
intensity. Inclusive opacity is to sum up the accumulative effect caused by both opacities 
from two different volumes and regarding it as the current point opacity. So, the result 
opacity at the sampling point is, 
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Eq 6. 13 

Then, the intensity is,  
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where I is the object colour I= (R, G, B). 

In Eq 6. 14, we use the normalized opacity instead of the original opacity. It means that 
high opacity voxel has more contribution on the intensity than low one.  Although opacity 
and intensity are mapped from different methods, for example, gradient opacity, iso-value  
opacity, attenuation opacity, they can be always intermixed by Eq 6. 13 and Eq 6. 14, af-
ter mapping them to corresponding opacity and intensity. In Figure 6-8(a) and (b) different 
dose surface iso-values are reconstructed from the dose volume. The interactive iso-
value selection is very useful to view the iso-dose distribution in VOIs. Traditionally, we 
have to model the iso-surface of dose using polygon surfaces and then mix it into the  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6-6. Volume image mixing using single image intensity blending. In (a) mixing using sim-
ple fading effect. In (b) mixing with depth difference weighting. 
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anatomy surface structure. Because modeling is a time consuming process and the num-
ber of triangles of iso-surface is very large, interactive iso-dose display is almost impossi-
ble in iso-surface rendering context.  

In Figure 6-7 the segmented volume (in red) is intermixed with the iso-dose volume. 
The colour and opacity of segmented object is calculated from a lookup table defined by 
users, while opacity of iso-dose volume is calculated by a function as in [Levo88]. One 
can observer that iso-dose opacity level can interactively manipulated to provide better 
geometric relation between the volumes. 

6.4.2.2 Dose Mapping on VOIs 

The colour mapping process aims to paint the surface of a object with a range of a colour 
that will refer to the value range of the corresponding metric. These techniques are very 
commonly employed to other sciences like satellite picture analyses and geographic map  

   
(a) 

  
(b) 

Figure 6-7. Target volume and iso-dose volume mixing using the inclusive opacity. From top left 
to bottom right semi-transparent to opaque reconstruction of the dose volume. 

 

   
(a)                    

 

 
(b) 

Figure 6-8. Iso-value representation of the dose volume. In (a) the selected dose value is lower 
than the one in (b). In both cases different level of transparencies are used for the corresponding  

iso-dose values. 
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representation. This technique is often use as an evaluation visualization tool that can en-
hance the value spread of a metric over the geometry of a second metric which is usually 
considered the one with the priority privileges in the scheme under visualization. In our 
application we aim to map the dose volume over the VOIs surface, which are our priority 
volume. This approach could provide an overview of the exposed surface of the VOIs on 
different dose levels.  

The volume mapping can be achieved based on the surfaces depth information col-
lected from the Z-buffer. This means that if surface positions exist for the VOI and at the 
same time the dose volume intersects that surface then the colour of the VOI surface can 
be replaced with the colour of the dose volume. In that case the colour value will be com-
bined with the surface normal and the opacity value as calculated from the VOI surface. 
Basically the rendering pipeline must be modified on the colour accumulation level. 

The dose mapping approach is a low cost processing action with very interesting opti-
cal results. Figure 6-9 illustrates a semi-transparent representation of the dose volume 
mixed with the VOIs. The right lung and spine (blue-grey structures) are exposed to the 
maximum allowed dose levels. The question is what is that level of exposure and where. 
The level of exposure can be verified using the dose volume histogram approach. How-
ever there is still the question of where this exposure takes place. The semi-transparent 
or the opaque view of the dose volume provides the user with limited information about 
the exact borders of the exposed region (b). This problem can be solved using the dose 
mapping approach. In Figure 6-9 (b) one can clearly see the region of the organ exposed 

 

(a) 

 

(b) 

 

(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 6-9. The effect of dose mapping on VOIs surfaces. In (b) and (c) merging of VOIs and 
dose volumes. In (d), (e) and (f) illustration of cold and hot spots on the surface of the VOI and tar-

get volume.  
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and also the level of the dose. The minimum dose level is defined from the selected iso-
dose value. Although the dose mapping effect provides an overview of the dose distribu-
tion spread on the segmented volume surface no information are present about the dose 
distribution depth within the organ volume. 

6.4.2.3 3D Visualization of the DVH 

The term histogram is commonly used in image processing. The image histogram is used 
as information tool to provide a general description of the image contrast appearance. In 
a similar manner the dose volume histogram (DVH) provide a description of the radiation 
dose distribution over the VOIs and can graphically summarize large amounts of 3-D 
dose distribution information throughout the volume of the tumour or a normal anatomical 
structure [Drzym91]. The dose volume histogram curve is calculated for each volume of 
interest by performing a 3D analysis of the dose distribution within a segmented volume. 
This analysis involves the reappearance of each dose percentage within the volume un-
der investigation. The DVH for a particular dose level Di can be defined as: 
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Where δj = 0 if Dj<Di and δj = 1 if Dj>Di , and ND the number of dose points within the vol-
ume of the VOI and Vol the  total volume of the organ of interest. 

For example if a dose level covers the complete organ volume then this dose level is 
marked with 100 %  (see Figure 6-10). The DVH is probably the most regular tool for 
treatment plan evaluation and is proven that summarizes large volumes of dose-
distribution data to allow rapid screening of rival plans. However the information provided 
by DVH graph are limited in two ways: 

a. DVHs do not provide spatial information, such as the location of the high- and 
low-dose regions inside the VOI. In addition no information are provided for the 
actual organ volume and length under study. 

b. There are algorithms that do not study the dose distribution relation of the organ 
volume within the treatment field. Instead the complete organ volume is used. 
This means that large organ volume will give low-risk DVH curve and vice versa. 

Considering the above situations the information provided to the user by the DVH 
might be limited or wrong since it is never clear which part of the structures and the sizes 
receiving the dose distributions. Several authors worked in the direction of improving the 
quality and the amount of the DVH information. Niemerko et al. [Niemi94] developed the 
concept of dose-volume distribution (DVD) and the corresponding differential dose-
volume distribution (dDVD) for treatment-plan evaluation. The dose-volume information 
inherent in the calculation points is used in the calculation of DVDs and dDVDs. An addi-
tional variant of the DVH the dose-surface histogram (DSH) [LuY95] and dose-wall histo-
grams (DWH) [Meije99], have been proposed as a treatment-planning tool for hollow 
structures in prostate conformal therapy. For this walled hollow structures, such as the 
rectum and the bladder, estimation of the dose-surface is more biologically relevant than 
the dose to the volume. DVH estimation related with the spatial information of the dose 
distribution and the VOI information is presented by [Chee99]. Their concept is called the 
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z-dependent dose-volume histogram (zDVH) and provides the spatial variation, as well as 
the size and magnitude of the different dose regions within the region of interest. Thus al-
though DVH provides an average dose-volume information, zDVH provides differential 
dose-volume information with respect to the CT slice position. 

An additional approach related with the DVH and the visualization of the dose distribu-
tion is presented in [Kessl94]. Their technique is presented for overcoming a major defi-
ciency of histogram analysis in radiotherapy treatment planning which is the lack of spatial 
information. In their technique, histogram data and anatomic images are displayed in a 
side-by-side fashion. The histogram curve is used as a guide to interactively probe the 
nature of the corresponding 3-D dose distribution. Regions of dose that contribute to a 
specific dose bin or range of bins are interactively highlighted on the anatomic display, 
applied to 2D and 3D views as a window-style cursor is positioned along the dose-axis of 
the histogram display.  

In this work we provide a unique graphical solution to that problem, aiming to create a 
3D representation of the DVH. To achieve this we have to consider the definition of the 
DVH. What we are interested is to illustrate the dose distribution over the normal struc-
tures exclusively. This means that the rest of the dose volume must be excluded from the 
reconstruction scene in order to reduce the complexity of the view. When one uses voxel 
representation for the dose and the segmented organs can apply very easy this explicit 
operation during the ray traversing process at the sampling step i : 

 
Figure 6-10. Illustration of a DVH over four different structures. One can have an overall appre-
ciation of the dose distribution on the different organs. However any conclusion about the treat-

ment is difficult to by taken because due to the luck of spatial information. 
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The result of using the Eq 6. 16 will be the isolation of the dose volume within the seg-
mented structure while performing the ray traversing. The next step we have to take is to 
illustrate the dose distribution within the internal of the structure. This assumes of course 
that the VOIs are transparent and we illustrate their internal. The volume mixing principle 
used here is the inclusive opacity. Critical locations for the reconstruction quality of the 
dose distribution remain the border of the VOI objects where the exclusivity rule is applied 
on the dose volume. At those locations the calculation of normal is crucial in order to 
provide smooth results. Basically we have to deal with two different occasions when es-
timating the normal or gradient estimation of the dose volume in this specific case: 

a. Dose volume grid that is included inside the VOI. Here the normal estimation will 
be done considering only the dose volume. 

b. Dose volume at the borders of the VOIs. Here the normal estimation will be done 
according to the voxels distribution of VOIs. 

   
(a)  

 
(b) 

 
(c)  

 
(d)  

Figure 6-11. 3D representation of the DVH. On the left side mixture of the dose volume and 
segmented organs volume. On the right side the dose volume is reconstructed isolated in the or-

gan volume. 
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As in the previous reconstruction schemes also here the user can set interactively the 
level of the dose distribution under investigation.  

The results of this approach are presented in Figure 6-11. In all reconstructed images 
the organs have been reconstructed with transparent surfaces and having the same col-
our among them. The images reconstructed with the standard INCOP approach (a and c) 
provide a more confusing visual result than the 3D DVH images (b and d). The reason is 
that several transparent object are involved in the same visual scene causing loss of the 
accurate depth information of the surfaces. As a result the observer’s eye is obstructed 
from the main focus, which is the dose distribution inside the organ volume. When the 
dose volume isolation step is applied from Eq 6.15 the result is much more clear and one 
can notice the differences between the two approaches. This visual effect can be a supe-
rior qualitative tool for the dose distribution verification compared to the standard DVH 
method. The approach can be extremely useful for the verification of the spinal cord ex-
posure on radiation dose. The reason is that the spinal cord is high-risk organ and the 
maximum allowed levels of exposure are also related with the spine length. The 3D re-
construction of the DVH demonstrates very clear the exposed volume and length of the 
spine.  

6.4.3 Merging CT Volume and Dose Volume 

In previous sections of this work we demonstrate the visual results when mixing the 
dose volume and the geometrically defined structures. This mixing approach is the most 
important graphical verification tool since the view of the segmented objects (VOIs) is en-
hanced and better appreciated in relation to the dose volume. The geometric definition of 
the anatomical structures is necessary for visualization and calculation purposes e.g. 
DVH and is done selectively by the user manually. However in several instances it may be 
sufficiently to appreciate the relation of the dose volume boundaries to the surrounding 
organs. In order to avoid the tedious manual organ segmentation process to generate 
anatomy model of the organ we could use the texture-based volume reconstruction of the 
anatomical data mixed directly with the dose volume. The reconstruction methods pro-
posed for this task could involve the following alternatives:    

a. direct dose mapping  

b. selective and  inclusive opacity 

6.4.3.1 Direct dose mapping 

In this approach we use the similar principle as in the dose volume mapping on the seg-
mented organs. The ray sampling process accumulates the colour (texture) and the opac-
ity values. If the opacity value has reached the maximum level, which is 1.0 then the ac-
cumulation process will be terminated and the corresponding colour CCT and opacity opCT 
value will be exported for the final pixel value Cout calculation Eq 6. 17. At this step, where 
the ray reached an opaque surface, the dose colour CDose value will be sampled if there is 
any. This colour value will be mixed with the texture colour value to create the final pixel 
colour using the linear intensity composition of the two colour: 
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The result of this approach can be seen in the Figure 6-12 and illustrate the dose map-
ping on the surface of the CT data surface. One can observe the locations where CT 
opacity is 0 no dose colour is assigned. In addition at locations where the surface is 
cloudy it is rather uncertain where to assign the dose mapping resulting into unclear visual 
results. However this method could be ideal when organ surfaces are clearly recon-
structed and one wants to verify the level of dose exposure on the structure. 

6.4.3.2 Selective and Inclusive Opacity 

The second method employed in this work involves volume-mixing approach based on the 
inclusive opacity approach with a small variation; the opacity sampled from the CT data 
have higher priority than the dose opacity. Thus in case that no CT opacity is found no 
accumulation step will occur for the dose volume sampling. However if the CT opacity ex-
ists the voxel intensity value will be sampled considering the inclusive opacity. The 
method improves the visual result of the volume mixing in comparison to the direct dose 
mapping. The dose volume surface relation with the CT volume can be better appreciated 
and the intensity variations of the dose volume have smoother transitions since the vol-
ume continuity during reconstruction is preserved when CT opacity exists. In anatomical 
regions with low or zero opacity are dose volume will not be illustrated at all. This effect 
could be considered as positive if the observer is concentrated on the dose distribution on 
the opaque structures ignoring the less opaque giving a more clearly image. On the se-
lective opacity approach could lead to wrong decision results since big regions of the 
dose volumes are not visualized. To over come this problem we sample both volumes us-
ing the standard inclusive opacity model where the complete dose volume will be recon-
structed. The results of both approaches are presented in Figure 6-12. 

6.5 Summary 

Evaluating dose volume distribution information in the frame of a 3D-Simulation system is 
a new concept in the field of RTP. To achieve that a multi-volume methodology is re-
quired that will be able to handle several grid data volumes such as CT, segmented or-
gans and dose distribution. First task is to register the different volumes and resample 
them to the highest resolution available. This step can take place as a pre-processing 
step using different interpolation algorithms. In this chapter common interpolation meth-
ods have been compared using different phantom data. The NN approach is rather inac-
curate but fast. Although not reported it can be found even today in commercial radiother-
apy applications. The interpolation results shown that LN interpolation can be suitable for 
the dose data interpolation. In practice most commercial system use this approach for il-
lustrating dose distribution in 2D and 3D. More attractive and smoother results can be 
achieved using the B-Spline interpolation.  

The second part of this chapter involves the visualization of dose information. Among 
several ways for visualizing dose volumes with medical data, volume rendering has been 
selected. Since volume rendering is the heart of a 3D-Simulation system we consider this 
solution closer to our architecture and demands. Thus a voxel-based approach could lead 
to the smooth integration of this visualization capability within a 3D-Simulation system or 
more general into a volume visualization package. In addition original CT information can 
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(a)                    

 
(b) 

 
(c)                    

 
(d)                    

 
(e) 

 
(f) 

Figure 6-12. Merging of CT and Dose volume. The first row (a, b) presents results based on the 
direct mapping of the dose values on the CT surface. On the second row (c, d) illustration of the 
CT and dose volumes using selective opacity with priority on the CT volume. On the last row (e, 

f) the two volumes are mixed including both their opacities.     
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be visualized at any step and combined with the dose volume creating images that repre-
sented effectively the clinical reality.  

Here we presented various ways for visualizing of the dose volume information. Scope 
was to present efficient qualitative dose evaluation tools. Among others unique images 
are resented that can assist clinicians interpret the DVH information spatially with direct 
visual comparison of the VOIs. By integrating displays of 3-D doses and the correspond-
ing histogram data, it is possible to recover the positional information inherently lost in the 
calculation of a histogram. Important questions such as the size and location of hot spots 
in normal tissues and cold spots within target volumes can be more easily uncovered, 
making the iterative improvement of treatment plans more efficient. 
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Chapter 7_______________ 
Summary 

3D-Simulation comprises two important key words, which recently have often been used 
to describe a technique for planning the application of radiotherapy without using conven-
tional or in the absence of the actual patient. As an alternative to patient and X-ray simu-
lator, 3D-Simulation uses 3D data set and a series of software tools for accurate planning 
and re-positioning of the patient. In this work we presented a number of tools of the accu-
rate definition and localization of the tumor volume and further more the evaluation of 
treatment data and parameters. This chapter provides a summary of the contribution of 
this thesis in the field of 3D-Simulation. Several algorithms presented here, have been 
also integrated into 3D-Sim Exomio. The clinical relevance and impact of Exomio in the 
treatment of different patient cancer cases can be found in [Zambo02], [Houst02], 
[Karan02], [Dicks03], [Stras04], [StraV04]. 

7.1 Segmentation of Anatomical Structures 

Segmentation is the process that separates an image into its important features (primi-
tives) so that each of them can be addressed separately. This converts the planar pixel of 
the image into a distinguishable number of individual organs or tumour that can be clearly 
identified and manipulated. The segmentation process might involve complicate struc-
tures and in this case usually only an expert can perform the task of the identification 
manually on a slice-by-slice base. Humans can perform this task using complex analysis 
of shape, intensity, position, texture, and proximity to surrounding structures.  

In Chapter 3, we discussed a daily clinical problem in the frame of 3D simulation and 
RTP; the accurate definition of anatomical structures in CT data. We present a number of 
computer-based tools that can assist the segmentation process during the 3D simulation 
process. The methods presented here are categorized to manual and semi-automatic 
methods. For the manual volume definition, we present a 3D interpolation method based 
on implicit functions. Due to the high order of continuity of the function, the interpolation 
scheme can reconstruct a surface from 3D sample points that describes very accurately 
several anatomical structures. The input samples can be at the form of parallel contours 
usually a product of contours defined on parallel imaging cross sections. Even more ad-
vanced is the capability of the algorithm to handle the non-parallel contours either per-
pendicular or even arbitrary placed relative to each other. This has been a new concept 
for radiotherapy imaging applications.  

The conventional 2D segmentation tools on the axial cross sections have been for 
many years now the standard methods used. Advantages of the new concept is the flexi-
bility and freedom given to the clinicians to investigate new ways of defining anatomical 
structures taking advantage of the full 3D information available on the multiplanar recon-
structed slices such as sagittal and coronal, As a result the segmentation process im-
proves in terms of accuracy. In addition, the time needed to segment structures can be 



Chapter 7-Summary    __________                                                                               119 

dramatically reduced since fewer contours are required to describe the shape of the struc-
tures.  

We demonstrate that segmentation of the spine can be achieved very accurately, in a 
few seconds with minimum user interaction; the user needs only to define an initial start-
ing point for the algorithm. The algorithm can automatically trace the spine path thought 
the complete volume of cross sections. False contours that are not correspond to the 
spine shape and position can be rejected automatically from the system and can be re-
placed with linear interpolated contours considering as key contours those already found 
by the system. The boundary-tracking methods used belong to the deterministic ap-
proaches and therefore there is tendency to produce misleading results under some cir-
cumstances. To reduce that effect data pre-processing and the gradient volume of the 
original CT data can be used as input to the segmentation routine. 

7.2 Fast Smoothing of Superficial Respiration Artifacts in CT-Volumes 

During CT data acquisition the normal breathing process, internal organ movements, and 
patient global movements might introduce motion artifacts in the acquired raw data. This 
motion may be in three dimensions and generally result in artifacts that appear as streaks 
or distorted semi-transparent structures in the general vicinity of the motion. During tu-
mour irradiation the patient might be immobilized but the breathing process continues 
normally and freely. In diagnostic imaging it is required from the patient to stop breathing 
during acquisition to optimise image quality. However the irradiation process lasts more 
than one minute and therefore is it not possible for the patient to stop breathing. Consid-
ering the above it would be more accurate for a CT data acquisition that will be used for 
the RT planning to record most of organ movements that occur during normal patient 
conditions. The result of this acquisition will provide with useful information about the 
movements of specific organs that might be located near or attached on a tumour, and 
vice versa. This information could assist the more precise assignment of the field size and 
orientation that will be used to treat the tumour. 

Our main interest in the work of Chapter 4 reflects on the surface movements of the 
patient. Principally the surface of the patient can be visualized in 3D using voxel or poly-
gon based techniques. Usually the polygon-based techniques are used since the body 
contours can be defined and modified if necessary from the user. Then triangulation tech-
niques are used to generate a mesh out of the final planar contours. Based on the mesh 
surfaces several calculations can be performed accurately. In addition to communicate 
the body contour coordinates between different software systems in the radiotherapy 
department, the planar contour representation is used as standard geometric format. In 
radiotherapy it is a common understanding that inaccuracies on patient’s body planar con-
tours will lead to inaccurate calculations and analysis related to the patient’s body surface 
since the planar contours are used for reconstructing the patient’s surface model.  

In Chapter 4 a dedicated approach is presented for the compensation of the respira-
tory artifacts on medical body surfaces reconstructed from planar contours. The method 
can handle fast and efficiently several types of surfaces with respiratory artifacts that 
might include constant or arbitrary respiration frequencies. The user can define manually 
constrains on the angular or on the slice level. So far we cannot estimate how the pro-
posed method will influence the results on the clinical environment. This is one part of our 
future work. In addition we investigate the development of a deformation model that will 
also compensate the movements of internal structures that deform during respiration.       
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7.3 Improved Volume Rendering of Thoracic CT-Volumes  

In many radiation treatment-planning instances, a geometric model of a given anatomical 
structure is not necessary. Common examples are patients that will receive palliative 
treatment where no target volume is required. Patients with Hodgkin’s disease are mostly 
treated with two mantel fields, typically from anterior to posterior direction (AP) and poste-
rior to anterior (PA) isocentric beams. The field size and block beam apertures are de-
signed directly on the DRR lack of and target volume and organ at risk. Similarly for pa-
tients with breast cancer, during whole breast treatment irradiation, the radiation field ar-
rangement is performed based on the BEV. For the physician it is usually sufficient simply 
to appreciate the relationship of a target volume to surrounding normal organs. This might 
involve the visualization of the occlusion of several structures when viewed from a particu-
lar perspective. When the volume viewed from the BEV, perspective view, then the user 
can assess the potentially irradiated structures enclosed in the irradiation field superim-
posed. The alternative is to use the OEV, orthogonal reconstruction, where the radiation 
fields reconstructed as opaque or semitransparent polygons are projected with the origi-
nal CT volume. An additional verification tool can be the use of the virtual light field that 
presents the intersection of the beam volume with treatment volume 

Lungs and trachea belong to the category of the most important organs in the neck 
and thoracic region. Lung tissue is the one of the dose-limiting structures and it can be 
exposed in during irradiation of breast tumour, malignant lymphoma and intrathoracic tu-
mours. On the other hand trachea is very often used as organ for orientating the physi-
cian during treatment planning of chest and neck tumours. Thus there is a vital impor-
tance on visualizing these structures in 3D in relation to neighbour anatomical volumes of 
the neck and chest region.  

In Chapter 5 we presented the utility of volume rendering reconstruction in the frame 
of the CT based 3D simulator of radiotherapy planning, focusing on the chest region. 
Volumetric surface representation of the critical organs in the above region, such as tra-
chea and lungs, are essential to use as anatomical reference markers and to protect re-
spectively. The mentioned anatomical structures must appear with optimum visibility on 
the reconstructed DRR along the complete 3D simulation process. The proposed method 
can be integrated in to the main rendering pipeline and requires minimum user interaction 
for adjusting the necessary parameters. Taking advantage of the volume rendering tech-
niques that offer high quality visualization, we dramatically reduce user effort required for 
the segmentation of those anatomical structures.  

One of the important components of our approach is the use of a binary volume map in 
order to address all voxels that belong to the air volume that surrounds the patient’s body. 
This processing step is initialised and completed automatically at the data pre-processing 
level. Then air volume map is used during ray traversing to reject or accept the sampling 
voxels. The method can improve the visualization of the lungs and trachea surfaces com-
pared to those reconstructed from planar contours. Also, the method can improve the re-
construction of the DRR enhancing the contrast of the subject structures making them 
applicable for clinical use. Finally by merging both visual information mentioned above we 
can produce unique images for clinical purpose extending the capabilities of the 3D simu-
lation process and improving treatment planning outcome. 
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7.4 Efficient Treatment Dose Visualization in CT-Simulation 

The dosimetric analysis is important in order to choose between a number of apparently 
radiation beams arrangements and to optimise the weighting of doses from a number of 
beams in a given arrangement. By appropriately weighted integrations of calculated 
doses over the volume of tumor and normal structures segmented from the CT data, dose 
volume histograms (DVH), estimates of tumor control probability (TCP) and normal tissue 
complication probabilities can be produced. The group of dose verification tools is com-
pleted with additional visual verification in two and three dimensions. The ability to make 
such calculations relies on the accurate definition of the 3D region of integration and dose 
volume grid resolution. Since the concept of CT simulation focus to reach physicians the 
qualitative evaluation of dose distribution is essential. 

CT simulation offers high quality 3D images that are mostly used for the planning of 
the patient treatment. Important influence on producing these results has the high resolu-
tion CT volume used. The 3D visualization of all the necessary information combined, can 
be done interactively, which is of great benefit for the clinical routine. In combination to 
the above advantages the display of the treatment plan registered with the dose volume 
information produced from the TPS will further enhance the treatment verification process 
and the role of CT-simulation in the RTP process. In this chapter we will present a visuali-
zation workflow that described the complete dose display process within the CT-
simulation environment.  

Chapter 6 could be separated into two main parts: the dose resampling and dose 
visualization part. The first part involves the interpolation of the original dose volume data; 
a critical step when aiming to produce accurate calculation results as well as high quality 
3D illustrations. The second part involves the mixed visualization between the dose and 
the CT-volume in two and three dimensions. Volume rendering is the vital component 
used for the implementation of the visualizations tools that will be presented, and aim to 
augment the qualitative verification of the dose distribution, the volumes of interest and 
the CT data. 

Among several ways for visualizing dose volumes with medical data, volume rendering 
has been selected, which for our application is the heart of the 3D-Simulation system. 
Thus a voxel-based approach could lead to the smooth integration of this visualization 
capability within a CT-simulation system or more general into a volume visualization 
package. In addition original CT information can be visualized at any step and combined 
with the dose volume creating images that represented effectively the clinical reality. By 
integrating displays of 3-D doses and the corresponding histogram data, it is possible to 
recover the positional information inherently lost in the calculation of a histogram. As 
shown by the results qualitative display of information can answer important questions 
such as the size and location of hot spots in normal tissues and cold spots within target 
volumes. This concept makes the iterative improvement of treatment plans more efficient 

7.5 Future Directions 

Future directions of this work involve the continuation of part of the work done here as 
well as the investigation of new research directions in the frame of RTP. Future activities 
will involve:  
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Volume Segmentation: Volume segmentation is an issue where researchers invested 
many years of efforts. Until today, impressive results have been achieved on segmenting 
volumes in different application, but no global solution has been adapted, like for example 
in volume rendering. Radiation therapy is indeed a very demanding era in volume seg-
mentation and definition. The reason for that can be the inconsistency of the CT acquisi-
tions, as well as the variations of patient anatomy due to the disease or patient and organ 
movements. We believe that the need of further improved manual segmentation tools that 
can be applied at any image plane will be useful for several occasions in RTP. In addition 
easy-to-use editing tools can be of great importance. Further more efficient automatic 
tools can improve the segmentation performance of normal structures. However we be-
lieve that this can be achieved up to a number of organs and great influence to that will be 
the image quality of the imaging modalities. 

Visualization Tools: Volume visualization is and will continue to be for long time the 
standards for 3D-Simulation and RTP. Verification procedures, like comparison of elec-
tronic portal images with the DRR, require the extraction of anatomical marks or regions 
from the 2D or 3D data. On this step volume rendering and 2D image processing could be 
involved. Further more the comparison of multiple dose trials is an essential component 
for completing the treatment plan evaluation step. We believe that volume rendering can 
provide interesting results towards this direction. 

Treatment Position Verification: Verification of patient positioning is a vital process 
for efficient outcomes in radiation therapy. Currently electronic portal images are used for 
patient position evaluation. This is achieved after direct comparison with the DRRs. This 
approach based on 2D methods and thus it can be hard to control the position variations. 
New techniques are currently under development, which employ the use of 3D imaging 
directly in the treatment room. For this technique to get established volume visualization 
and registration techniques have to be investigated and proposed. 
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