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Abstract

The present dissertation deals with the modeling of zinc oxide on the atomic scale employing both quantum mechanical as well as atomistic methods.

The first part describes quantum mechanical calculations based on density functional theory of intrinsic point defects in ZnO. To begin with, the geometric and electronic structure of vacancies and oxygen interstitials is explored. In equilibrium oxygen interstitials are found to adopt dumbbell and split interstitial configurations in positive and negative charge states, respectively. Semi-empirical self-interaction corrections allow to improve the agreement between the experimental and the calculated band structure significantly; errors due to the limited size of the supercells can be corrected by employing finite-size scaling. The effect of both band structure corrections and finite-size scaling on defect formation enthalpies and transition levels is explored. Finally, transition paths and barriers for the migration of zinc as well as oxygen vacancies and interstitials are determined. The results allow to interpret diffusion experiments and provide a consistent basis for developing models for device simulation.

In the second part an interatomic potential for zinc oxide is derived. To this end, the PONTIFIX computer code is developed which allows to fit analytic bond-order potentials. The code is subsequently employed to obtain interatomic potentials for Zn–O, Zn–Zn, and O–O interactions. To demonstrate the applicability of the potentials, simulations on defect production by ion irradiation are carried out.
Part I.

Introduction
1. Motivation

Zinc oxide is a transparent semiconductor with a direct band gap of $3.4 \text{ eV}$. It can be degenerately doped n-type and free electron concentrations in excess of $10^{21} \text{ cm}^{-3}$ are achievable [7]. It has long been believed that p-type doping of zinc oxide is impossible due to compensating intrinsic defects, in recent years p-type doping has, however, been reported by several groups (see Ref. [8] and references therein). The ambipolar dopability and the high exciton binding energy render ZnO an interesting material for transparent electronics and blue light emitting devices [9]. More recently, ZnO nanostructures such as rods, wires, belts, and rings have attracted a lot of attention since they open the way for developments of new devices [10, 11].

In order to improve the understanding of the physical and chemical properties of zinc oxide, computer simulations can be a valuable tool complementing and aiding the interpretation of experiments. Quantum-mechanical methods such as Hartree-Fock (HF) or density functional theory (DFT) have been extensively used to investigate e.g., surfaces [12, 13], high-pressure phase transitions [14, 15, 16], elastic properties [16], phonon dispersion [17], and point defects (see e.g., Refs. [18, 19, 20]). While such methods are highly transferable and allow for accurate and reliable calculations, they are severely limited in terms of length and time scales. On the other hand, by averaging out the electronic degrees of freedom and by considering interactions between individual atoms instead, analytic potentials achieve a superior computational efficiency and thereby create the possibility to study much more extended systems on time scales up to microseconds. In the present dissertation, both quantum mechanical methods and analytic potentials are employed.

Although a number of theoretical studies addressed the nature and the thermodynamics of intrinsic point defects in zinc oxide [18, 19, 20, 21, 22, 23], the understanding is still incomplete. In particular, the role of oxygen interstitials has been insufficiently analyzed.
1. Motivation

For a Fermi level close to the valence band maximum the redox potential is sufficiently positive to allow the oxidation of oxygen. This can be achieved for example by placing $\text{O}_2^\text{2-}$ ions on regular lattice sites equivalent to the formation of interstitial-like defects. In the first part of this dissertation density functional theory calculations are described which have been performed to investigate the existence and the properties of such defects. In addition, the ground state configurations of vacancies and oxygen interstitials are identified and characterized, both structurally and electronically. While previous studies have focused on oxygen interstitials in high-symmetry configurations, in the present work it is shown that dumbbell-like configurations have significantly lower formation enthalpies (Chapter 4).

DFT calculations rely on approximations for the exchange-correlation functional (see Sec. 3.2). Conventional choices such as the local density (LDA) [24] or generalized gradient approximations (GGA) [25] often provide an insufficient description of strongly localized electrons – such as the $d$-electrons in many transition metal compounds – and typically underestimate their binding energy [26]. In zinc oxide this leads to a significant overestimation of the covalency of the Zn–O bond and enhances the underestimation of the band gap intrinsic to DFT. Because of computational constraints DFT calculations are limited with respect to the system size. Periodic boundary conditions are used to remove surface effects but lead to interactions between periodic images, which are not always properly accounted for. Moreover, defect formation volumes, which describe the pressure dependence of the formation enthalpies, have not been calculated for zinc oxide so far.

As part of the present dissertation extensive DFT calculations address the aforementioned issues. In order to account for the band structure and the role of the Zn-3$d$ electrons, a semi-empirical correction scheme known as the LDA+$U$ (or equivalently GGA+$U$) method [26] is employed. The errors due to the supercell size limitations are corrected by applying an extensive finite size scaling scheme and by explicitly taking into account the volume dependence of the formation enthalpies. Thereby, accurate values for the formation enthalpies and formation volumes are obtained which allows to deduce the equilibrium transition levels and their pressure dependence. The reliability of the data is assessed by comparison with GGA calculations and by extrapolation to the experimental band gap, which permits to interpret the results on a semi-quantitative basis (Chapter 5).

In order to optimize materials properties, it is typically necessary to process the material under non-equilibrium conditions. In such cases the behavior of the material is no longer exclusively governed by thermodynamics but kinetic effects become important. In semi-
conductors the (electronic) properties are largely determined by the (point) defects present in the material. Accordingly, point defect mobilities play an important role in optimizing and tuning the fabrication process. In zinc oxide, point defects mobilities furthermore pertain directly to the degradation behavior of varistor devices [27, 28, 29, 30] and are likely to contribute to the remarkable radiation hardness [31].

Unfortunately, in the past experimental measurements of self-diffusion in zinc oxide have not been able to provide a consistent set of data which renders it impossible to reliably interpret the results. In view of this situation a theoretical investigation is highly desirable in order to obtain an atomistic picture of the diffusion process and to be able to separate the contributions to the activation barrier. In Chapter 6 it is demonstrated how by combining quantum mechanical calculations with thermodynamic principles (Einstein relation) one can deduce point defect migration paths, identify mobile species, and derive diffusion coefficients. This approach is employed to study the migration of zinc and oxygen vacancies as well as interstitials. In combination with the formation enthalpies determined in Chapter 5 the dependence of the self-diffusivities on Fermi level and chemical potentials is derived which allows the (re-)interpretation of diffusion experiments (Chapter 6).

While DFT calculations are highly transferable and provide a wealth of detailed information, they are also computationally very expensive. In fact, many interesting problems in chemistry, condensed matter, and materials science occur on length and time scales which largely exceed the range of quantum mechanical calculations. On the other hand, analytic potentials deliver the computational efficiency required to deal with such problems (Chapter 7). They achieve this goal by sacrificing the details of the electronic structure and consider effective interactions between individual atoms instead. Obviously, some details are lost by such a coarse-graining procedure, however, a physically motivated and judiciously adapted model is nevertheless capable of describing materials behavior over a wide range of situations. One such model is the analytic bond-order potential (ABOP) scheme developed by Abell, Tersoff and others [32, 33]. In the second part of this dissertation, a computer code is developed which provides a generalized framework for fitting analytic bond-order potentials (Chapter 8). It is subsequently applied to derive parameter sets for Zn–O, Zn–Zn, and O–O interactions (Chapter 9). A representative application of the potential is the simulation of defect production in zinc oxide by ion irradiation.
2. Modeling of materials

This chapter provides a concise overview of techniques utilized in atomic scale modeling and discusses possibilities for bridging length and time scales by combining different approaches.

2.1. Simulation techniques in atomic scale modeling

A number of methods are available for studying materials on the atomic scale. Molecular static simulations are used to optimize structures in the zero temperature limit. They rely on numerical minimization algorithms such as conjugated gradients techniques. Molecular dynamics (MD) simulations allow to study the dynamics of a system at finite temperatures. This type of simulations is useful e.g., for studying ion-solid interactions or mechanical deformation mechanisms. Monte-Carlo (MC) methods, which represent a very efficient way to sample phase space, provide access to thermodynamic variables and equilibrium properties. If the transition paths and barriers are known, kinetic Monte-Carlo (KMC) techniques allow to study the dynamic evolution of a system on time scales of seconds, minutes or even hours (strongly system-dependent).

Any of these techniques requires a model which allows to calculate the total energy and/or the forces for arbitrary configurations. From the view point of quantum mechanics, the cohesion of a material arises from the interaction of the electrons in the field of the nuclei. This many-body problem is formally described by the Schrödinger equation

\[ \hat{H} \Psi = \epsilon_i \Psi \]  

(2.1)
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where $\Psi$ and $\epsilon_i$ denote the wave function and the eigenenergies, respectively. The Hamilton operator $\hat{H}$

$$\hat{H} = \hat{T}_e + \hat{T}_n + \hat{V}_{ee} + \frac{\hat{V}_{nn} + \hat{V}_{ne}}{\hat{V}_{ext}} \tag{2.2}$$

comprises the contributions due to the kinetic energy of electrons ($\hat{T}_e$) and nuclei ($\hat{T}_n$) as well as terms arising from electron-electron ($\hat{V}_{ee}$), nucleus-nucleus ($\hat{V}_{nn}$), and electron-nucleus ($\hat{V}_{ne}$) interactions.

So-called \textit{ab-initio} methods seek to find solutions for the many-body problem described by equations (2.1) and (2.2). In the field of theoretical chemistry, techniques such as second order Møller-Plesset perturbation theory, configuration interaction, or coupled cluster methods have been extensively used in the study of small molecules (see e.g., [34, 35]). An alternative approach known as quantum Monte-Carlo (QMC) and pioneered by Ceperley and Alder relies on Monte-Carlo methods to find solutions of the Schrödinger equation [36]; it has been applied for instance in the study of small silicon clusters [37, 38]. More recently, thanks to the continuous increase in computer power, it has even become feasible to employ quantum Monte-Carlo calculations to investigate the electronic structure and the energetics of defects in silicon [39] and carbon [40].

Unfortunately, pure \textit{ab-initio} methods are severely restricted in terms of length and time scales. In order to circumvent these limitations a large variety of methods has been developed which represent different ways to simplify the original many-particle problem and which cover different levels of accuracy and efficiency. At the lower end of this scale, with a minimal number of simplifications, Hartree-Fock (HF) and density functional theory (DFT) methods [41] are well established and widely used, because they provide a very favorable compromise between reliability and accuracy on one hand, and computational efficiency on the other. Still, system sizes are restricted to at most a few thousand (valence) electrons and the maximum time scale in dynamical simulations does not exceed a few picoseconds. Tight-binding (TB) methods [42] are based on the linear combination of atomic orbitals (LCAO) theory. By successively including or neglecting higher order moments of the electron density the accuracy and the efficiency of the method can be weighted against each other. While TB techniques extend the length and time scales for simulations in comparison with HF or DFT, they are still not efficient enough to address many of the most challenging problems in materials science, chemistry, and condensed matter physics.
which often involve thousands or millions of atoms and time scales in the regime of nano or microseconds. In order to treat such problems in a computationally efficient manner, while maintaining atomic resolution, analytic potential models that deliver realistic energies and interatomic forces are an indispensable tool for bridging the gap between quantum mechanical methods and mesoscopic continuum models. Instead of treating the electronic structure explicitly, these models consider cohesion between atoms or ions. The application and analysis of one particular type of these potential schemes is part of the present work. A detailed discussion of this subject will be given in chapters 8 and 9.

At the next level of approximation the atomic structure is mapped onto a lattice and the interactions are described e.g., by means of Ising-like models or cluster expansion methods which rely on effective parameters. Macroscopic length and time scales are accessible via continuum methods which owe their efficiency essentially to a neglect of the atomic structure of the material.

### 2.2. Bridging length and time scales

As described in the previous section, there exists a trade-off between accuracy and transferability on one side and computational efficiency on the other. Therefore, a given technique can rarely be used alone but must be combined and linked with other methods in order to obtain a reliable as well as efficient description of the system under consideration. In the past, a number of schemes have been developed to achieve this goal: For instance, Jacobson and coworkers [43] as well as Voter and coworkers [44, 45] coupled MD with KMC simulations to extend the timescale. The quasicontinuum method pioneered by Tadmor, Ortiz, and Philips [46, 47, 48] introduces a systematic coarse graining between the atomic and the continuum scale. Csanyi et al. devised a “learn-on-the-fly” MD algorithm in order to optimize the transferability and accuracy of the force field [49] by combining analytic potentials with first-principles methods.

In some cases it is possible to link quantities which are derived on the atomic scale directly with macroscopic observables. In the present work diffusion constants \(D\), macroscopically accessible) are derived based on the knowledge of the migration barriers \(\Delta G_i^{m}\) and the
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attempt frequencies ($\Gamma_{0,i}$, defined on the atomic scale) using the relations (see Chapter 6 for details)

$$\Gamma_i = \Gamma_{0,i} \exp \left[ -\frac{\Delta G_i^m}{k_B T} \right]$$

(2.3)

and

$$D = \frac{1}{2} \sum_i \zeta_i \Gamma_i^d |\lambda_i|^2.$$  

(2.4)

The migration barriers can be obtained by refined molecular static techniques (see Sec. 6.3.1) and the attempt frequencies are related to the vibrational (elastic) properties of the system.
Part II.
Quantum mechanical modeling of intrinsic point defects
3. Density functional theory

In this chapter the fundamental concepts and equations of density functional theory are reviewed. The most important exchange-correlation functionals are briefly introduced. Finally, the implementation of density functional theory in the plane wave-pseudopotential approach is outlined.

3.1. General aspects

Density functional theory (DFT) has proven to be a very powerful tool for studying electronic and structural materials properties. Basically, the method requires the coordinates and atom types as input parameters. Compared to pure \textit{ab-initio} methods DFT is significantly more efficient because it maps the many-body problem described in Sec. 2.1 onto a set of effective one-particle equations. As the downside of this procedure an \textit{a-priori} unknown exchange-correlation functional appears in the equations.

DFT relies on two theorems: Firstly, the total energy can be expressed as a functional of the electron density and secondly, the electron density which minimizes the energy is the ground state electron density of the system (variational principle) [50]. The Hamilton operator for the electronic system in a solid is given by equation (2.2). Defining the functional

\[ F[n] = \min_{\Psi \to n} \left\langle \Psi | \hat{T}_e + \hat{V}_{ee} | \Psi \right\rangle \]  \hspace{1cm} (3.1)

of the electron density

\[ n = \int dr \Psi^* \Psi \]  \hspace{1cm} (3.2)

with the minimum taken over all wave functions \( \Psi \), the basic theorems are expressed as

\[ E[n] = \int dr \hat{V}_{ext}(r)n(r) + F[n] \geq E_0 \]  \hspace{1cm} (3.3)
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and

\[ \int \text{d}r \hat{V}_{\text{ext}}(r)n_0(r) + F[n_0] = E_0 \quad (3.4) \]

where the index 0 denotes the ground state. Furthermore it can be shown [51] that the electron density which satisfies these equations is obtained by solving the one-particle Schrödinger equations

\[ \left[ \hat{T}_e + \hat{V}_{\text{ext}} + \int \text{d}r' \frac{n(r')}{|r - r'|} + \hat{V}_{\text{xc}} \right] \psi_i = \epsilon_i \psi_i. \quad (3.5) \]

Here, \( \hat{V}_{\text{xc}} \) denotes the exchange-correlation functional and the total electron density is

\[ n = \sum_i^N |\psi_i|^2 \quad (3.6) \]

where \( N \) is the number of electrons.

3.2. Exchange-correlation functional

For the exchange-correlation (XC) functional (\( \hat{V}_{\text{xc}} \) in equation (3.5)) different approximations have been established in the past. The most simple one is the local density approximation (LDA), in which the XC energy for the charge density \( n(r) \) at point \( r \) is taken as the XC energy of a uniform electron gas of the same density [24]. The LDA typically overestimates the strengths of chemical bonds yielding too large cohesive energies and too small bond lengths. The generalized gradient approximation (GGA) considers the XC energy as a function of both the charge density and its gradient. Compared to the LDA, it tends to soften bonds often* leading to a better description of bond energies and lengths. Hybrid-functionals such as B3LYP [52, 53] combine the exact exchange functional from Hartree-Fock theory with the exchange part of a DFT XC-functional. They provide an improved description of several properties but due to their functional form are incompatible with periodic boundary conditions.

An alternative approach originating from the study of transition metal oxides such as NiO was pioneered by Anisimov and coworkers [26, 54, 55, 56]. The so-called LDA+U

*While the GGA is often considered superior to the LDA, there are cases in which the LDA performs better e.g., ferroelectric titanates.
or GGA+U method introduces semi-empirical corrections to account for the artificial self-interaction intrinsic to the unmodified LDA and GGA functionals. A GGA+U scheme is employed in Chapter 5 where a more detailed description of this method is given (Sec. 5.3.1).

### 3.3. Plane wave basis sets and pseudopotentials

Owing to the periodicity of crystals, DFT calculations of the solid state can be greatly simplified by using periodic boundary conditions and plane wave basis sets [57]. Bloch’s theorem [58] states

\[ \psi_{n;k} = u_n \exp(ik \cdot r) \]  

where \( u_n \) are functions with the same periodicity as the supercell and \( k \) is a vector within the Brillouin zone. Thus, the total wave function is given by

\[ \psi_n = \sum_k \psi_{n;k}. \]  

Expanding equation (3.7) into a plane wave basis set and combining it with equation (3.8) yields

\[ \psi_{n;k} = \sum_G c_{n;k+G} \exp[i(k + G) \cdot r] \]  

where \( G \) are vectors proportional to the inverse lattice vectors of the supercell and \( c_{n;k+G} \) are the expansion coefficients. In these equations two important parameters have been implicitly introduced, which control the numerical convergence of a DFT calculation when a plane wave basis set is being used. In principle, the sum over \( G \) extends to infinity; in actual implementations of the method it needs, however, to be cut off at some vector \( G_{cut} \), which is typically expressed in terms of the plane wave cutoff energy \( E_{cut} = \hbar^2 G_{cut}^2 / 2m_e \) (\( m_e \) denotes the electron mass). Secondly, the sum over \( k \) should extend over the entire Brillouin zone, while in practice it is replaced by a sum over special \( k \)-points [59]. The first step in any DFT calculation is, therefore, to determine a cutoff energy and a \( k \)-point mesh which provide numerically well-converged results.

The core electrons usually do not significantly contribute to the bonding. Furthermore, in order to guarantee orthogonality of states with the same orbital momentum (e.g., 1s and
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$2s$, $2p$ and $3p$) very large plane wave basis sets are required. For the sake of computational efficiency it is, therefore, desirable to replace the core electrons by a pseudopotential (PP). In this work norm-conserving [60] and ultrasoft [61] PPs were employed as well as the projector augmented wave (PAW) method [62].

All DFT codes used in the present work (see Sec. A.3 for an overview) are implementations of the plane wave-pseudopotential (PWPP) approach.
4. Structure and stability of vacancies and oxygen interstitials

In the present chapter a comparative study of the structure and stability of oxygen defects in ZnO is presented. By means of first-principles calculations based on local density functional theory vacancies as well as different interstitial configurations of oxygen in various charge states have been investigated. The results reveal that dumbbell-like structures are thermodynamically the most stable interstitial configurations for neutral and positive charge states due to the formation of a strong covalent oxygen–oxygen bond. For negative charge states the system prefers a split-interstitial configuration with two oxygen atoms in almost symmetric positions with respect to the associated perfect lattice site. The calculated defect formation energies imply that interstitial oxygen atoms may provide both donor- and acceptor-like defects.

4.1. Introduction

Zinc oxide can be degenerately doped n-type and free electron concentrations in excess of $10^{21}$ cm$^{-3}$ are achievable [7]. In recent years p-type doping has been reported by several groups (see Ref. [8] and references therein). As a result of self-compensation, however, for large band gap materials very often only a single conductivity type can be obtained (see e.g. Refs. [63, 64]). In that case raising the dopant level will not lead to the generation of free carriers but to the generation of compensating defects.

In order to achieve p-type conductivity the Fermi level needs to be close to the valence band. Photoelectron spectroscopy reveals that the valence band in ZnO lies about 7 eV

*Parts of the present chapter have been published in Ref. [6].
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below the vacuum level [65]. If a value of 4.5 eV is taken as reference for the standard hydrogen electrode on an absolute energy scale [66], a Fermi level close to the valence band maximum of ZnO corresponds to a redox potential of $\gtrsim 2.5$ eV. Chemically, such large redox potentials can cause the oxidation of oxygen and thus change the formal oxidation state from $O^{\text{II}}$ to $O^{-}$ or even further to $O^{0}$. The oxidation of oxygen in ZnO can be written in Kröger-Vink notation as

$$O_{\text{O}}^x + \frac{1}{2}O_2 \rightarrow (O_2)_O^x$$

suggesting that $O_2^{2-}$ ions occupy $O^{2-}$ lattice sites as in zinc peroxide (ZnO$_2$). The existence of such interstitial structures has not been discussed in literature, although Lee et al.[21] investigated a dumbbell-configuration in the context of N acceptors in ZnO. Other theoretical studies [18, 19, 20, 67] on intrinsic point defects in ZnO only considered interstitial oxygen as a potential acceptor and assumed highly symmetric octahedral and tetrahedral sites.

Therefore, a comprehensive study of peroxo-like interstitials in comparison to high-symmetry configurations and vacancies in charge states between 2+ and 2− has been carried out. The results reveal that interstitial oxygen atoms are most stable in dumbbell and split-interstitial configurations and may act both as donor- and acceptor-like defects.

4.2. Methodology

4.2.1. Computational method

Density functional theory (DFT) calculations within the local-density approximation (LDA) in the Teter-Pade parameterization [68] were performed using the plane wave-pseudopotential code ABINIT [69, 70]. Norm-conserving pseudopotentials due to Troullier and Martins [60] were used, which included the 3$d$-electrons of zinc as part of the valence. The plane wave basis set cutoff energy was set to 35 Hartree to achieve convergence of total energies better than 0.05 eV. Orthogonal supercells containing 64 atoms were employed and the Brillouin zone of the supercell was sampled using 16 $k$-points distributed on a shifted Monkhorst-Pack grid [59]. All calculations are performed at the same supercell size. This neglect of volume relaxation constitutes the leading contribution to the intrinsic error in the calculated formation enthalpies which can be estimated to be less than 0.1 eV.
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The crystallographic parameters for ideal wurtzite zinc oxide were determined as $a = 3.200 \text{Å}$ and $c/a = 1.613$ with an internal relaxation of $u = 0.379$. Within the known restrictions of the LDA these numbers compare well with the experimental values$^1$ of $a = 3.242 \text{Å}$, $c/a = 1.600$ and $u = 0.382$. The formation enthalpy of wurtzite zinc oxide was computed as $-4.15 \text{eV/f.u.}$ in reasonable agreement with previous calculations and the experimental value of $-3.56 \text{eV/f.u.}$. The band gap at the $\Gamma$-point is $0.81 \text{eV}$, which is considerably below the experimental value of $3.4 \text{eV}$, but consistent with previous DFT calculations. (If only the special $k$-points used in the supercell calculations are considered, which do not include the $\Gamma$-point, the band gap is $1.31 \text{eV}$). The discrepancy is due to the well known band gap error of density functional theory. The consequences of this shortcoming will be addressed in section Sec. 4.3.1 and in Chapter 5.

Furthermore the ground state structures of pure oxygen and zinc have been analyzed, since their cohesive energies enter the calculation of the formation enthalpy of zinc oxide as well as the defect formation enthalpies (see equation (4.8) below). In case of zinc the calculated cohesive energy of $-1.801 \text{eV/atom}$ shows the expected overbinding (compare Sec. 3.2) if compared to the experimental value of $-1.359 \text{eV/atom}$, while the lattice constants $a = 2.582 \text{Å}$ ($2.660 \text{Å}$) and $c = 4.791 \text{Å}$ ($4.863 \text{Å}$) agree nicely with the experimental numbers (given in brackets). The oxygen dimer has a calculated bond length of $1.241 \text{Å}$ ($1.208 \text{Å}$) and a dimer energy of $5.85 \text{eV}$ ($5.17 \text{eV}$).

4.2.2. Formation enthalpies

Qian et al. derived the dependence of surface energies on the chemical environment [76]. This approach has been later generalized to the case of point defects by Zhang and Northrup [77]. In the following, the formalism is described and the equations for the case of a stoichiometric binary compound are introduced.

In thermodynamic equilibrium under conditions of constant temperature and pressure the state of a system is determined by the Gibbs free energy

$$ G = E + TS - pV = H + TS $$

(4.1)

where $E$ and $H$ denote the internal energy and the enthalpy, $T$ and $S$ are the temperature and the entropy, and $p$ and $V$ represent pressure and volume. In order to derive formation

$^1$The experimental data cited in this section was obtained from Refs. [71, 72, 73, 74, 75].
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entropies of point defects very large supercells (on the order of a few hundred atoms) are needed, because the entropy converges slowly with supercell size \[78\]. Since, for the supercells accessible within the present computational framework, the reliability of calculated entropies would be limited, entropic contributions were neglected. Since the temperature dependent terms tend to cancel for differences between the free enthalpies of condensed phases, this is a valid approximation. In the present chapter the pressure-volume is, furthermore, assumed to be zero which is an excellent approximation for moderate pressures while for the calculation of formation volumes in Chapter 5 this contribution is explicitly included.

The chemical potential is defined as the derivative of \( G \) with respect to the number of particles of type \( i \)

\[
\mu_i = \frac{\partial G}{\partial n_i}
\]  

(4.2)

and in equilibrium is the same for all phases which are in contact. The chemical potentials are subject to certain constraints \(^\dagger\): Firstly, \( \mu_i \) cannot be more negative than the chemical potential of the most stable elemental (reference) phase, \( \mu_i^{\text{bulk}} \) (e.g., hcp-Zn or dimeric oxygen), \( \mu_i \geq \mu_i^{\text{bulk}} \). The limit \( \mu_i = \mu_i^{\text{bulk}} \) corresponds to the case when the system under consideration is in immediate contact with the reference phase. Secondly, the chemical potentials of the constituents are limited by the formation of mixed phases which in the case of a binary compound \( A_a B_b \) leads to the constraint

\[
a \mu_A + b \mu_B = \mu_{A_a B_b}^{\text{bulk}} = a \mu_A^{\text{bulk}} + b \mu_B^{\text{bulk}} + \Delta H^f
\]  

(4.3)

where the equation introduces the formation enthalpy \( \Delta H^f \). The constraints can be conveniently summarized as

\[
\mu_i^{\text{bulk}} + \Delta H^f \geq \mu_i \geq \mu_i^{\text{bulk}}.
\]  

(4.4)

The equilibrium state of a neutral system is determined by the minimum of the following function

\[
G_{\text{def}}(n_i) - \sum_i n_i \mu_i \approx H_{\text{def}}(n_i) - \sum_i n_i \mu_i
\]  

(4.5)

where \( G_{\text{def}} \) and \( H_{\text{def}} \) refer to the system containing the defect. For charged defects one must furthermore include the electro-chemical potential of the electrons, \( \mu_e = E_{\text{VBM}} + E_F \).

\(^\dagger\)In the present work, cohesive energies are always negative. This is in contrast to Ref. [76].
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It represents the energy required to transfer an electron from the Fermi level, \( E_F \), to the vacuum, where \( E_F \) is measured from the valence band maximum, \( E_{VBM} \). In summary, the formation enthalpy of a defect in charge state \( q \) is given by

\[
\Delta H_D = H_{def} - \sum_i n_i \mu_i - q(E_{VBM} + E_F)
\]  

(4.6)

For a stoichiometric binary system by defining [77]

\[
\Delta \mu = (\mu_{Zn} - \mu_O) - (\mu_{Zn}^{\text{bulk}} - \mu_O^{\text{bulk}})
\]  

(4.7)

equation (4.6) can be rewritten as

\[
\Delta H_D = H_{def} - \frac{1}{2}(n_{Zn} + n_O)\mu_{ZnO}^{\text{bulk}} - \frac{1}{2}(n_{Zn} - n_O)(\mu_{Zn}^{\text{bulk}} - \mu_O^{\text{bulk}}) - q(E_{VBM} + \mu_e) - \frac{1}{2}(n_{Zn} - n_O)\Delta \mu.
\]  

(4.8)

The last but one term describes the variation of the formation enthalpy of charged defects with the Fermi level which is limited by \( 0 \leq E_F \leq E_G \), where \( E_G \) is the (calculated) band gap. The last term describes the variation with the chemical potentials which according to equations (4.3) and (4.7) is constrained by the formation enthalpy of wurtzite zinc oxide [20] \( \Delta \mu = |\Delta H_f| \); zinc- and oxygen-rich conditions correspond to \( \Delta \mu = -\Delta H_f \) and \( \Delta \mu = \Delta H_f \), respectively. In the zero temperature limit the reference chemical potentials equal the cohesive energies of molecular oxygen, hcp-zinc, and wurtzite zinc oxide. For the following computations the calculated values from Sec. 4.2.1 were used. It should be noted, however, that the findings are essentially not affected by this particular choice.

### 4.2.3. Configurations

In order to identify the most stable structure for the oxygen interstitial defect, a number of initial configurations have been generated. The atomic positions were relaxed using conjugated gradients minimization until the maximum residual force was less than 4pN (2.5 meV/Å). For the oxygen interstitials (O\(_i\)) charge states between 2− and 2+ were considered. Three distinct configurations corresponding to local minima on the total-energy surface were identified (see Fig. 4.2). In the following the octahedral interstitial (O\(_i\),oct), the dumbbell configuration (O\(_i\),db) and the rotated dumbbell configuration (O\(_i\),rot−db) will
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![Figure 4.1: (a) Ideal wurtzite structure, (b) neutral oxygen vacancy ($V^\text{O}_O$), (c) charged oxygen vacancy ($V^\text{O}_O$), and (d) doubly negatively charged zinc vacancy ($V^\text{Zn}_Zn$). Yellow and grey spheres represent zinc and oxygen atoms, respectively.](image)

the distinguished, the particular properties of which are described in detail in Sec. 4.3.2. Only the highly symmetric octahedral structure [18, 19, 20] has been explicitly considered before. Lee et al. described a structure similar to the dumbbell interstitial but did not consider all relevant charge states [21]. The rotated dumbbell (and its split-interstitial variant described below) have not been reported in the literature so far. It will be shown below and in Chapter 6 that this defect is, however, of fundamental importance for the understanding of the electronic and structural behavior as well as the migration of oxygen interstitials.

For consistency, oxygen and zinc vacancies were also included (see Fig. 4.1). Since previous first-principles studies [18, 19, 20] have shown the oxygen vacancy ($V^\text{O}_O$) to be a negative-$U$ center with the $q = +1$ state being unstable, only the neutral and the doubly charged oxygen vacancy were considered. The zinc vacancy ($V^\text{Zn}_Zn$) was studied in charge states $2^-$, $1^-$ and 0.

4.2.4. Charge analysis

As a means to obtain a simple semi-quantitative measure for comparing different charge states, partial charges for all atoms in the defective cells were calculated using the Bader atom-in-molecule method. This scheme identifies extrema and saddle points in the three-dimensional electron density. Based on this information space is partitioned in polyhedra each of which is usually associated with one atom which is assigned the charge confined in the polyhedron volume [79]. For this analysis codes included in the ABINIT package were employed.
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Three different configurations for the oxygen interstitial as well as the two types of vacancies were studied in detail. Firstly, the thermodynamics of these defects will be discussed. Secondly, the geometric and electronic properties which render each configuration distinct are described. Finally, a comprehensive picture of the relation between electronic structure, formation enthalpies and charge states is developed.

4.3.1. Thermodynamics

The Fermi level dependence of the formation enthalpies of native point defects is shown Fig. 4.3 for oxygen- and zinc-rich conditions. The band gap calculated at the Γ-point is

![Figure 4.2: Overview of possible oxygen interstitial configurations. The yellow and dark grey spheres are the zinc and regular oxygen atoms, respectively. The interstitial oxygen atom(s) are colored in light grey. The (b) octahedral (Oi,oct) and (c) dumbbell (Oi,db) configurations are shown in the neutral charge state. In both cases the changes with varying defect charge are continuous and rather small. In contrast, the rotated dumbbell interstitial displays a distinct geometry change as the charge state varies. The geometry which occurs for (d) the neutral charge state (Oi,rot-db) is also representative for the positive charge states; on the other hand, (e) the doubly positive configuration (Oi,rot-db) is prototypical for the negative charge states.]

Since the assignment of electron charges to atomic sites is not unique, the absolute values for the partial charges have limited quantitative significance. Therefore, in the following only relative partial charges are discussed; they have been obtained by normalizing the partial charges of the atoms in the defective system with the partial charge of an atom of the same type in an ideal cell which carries a total charge equivalent to the total charge of the supercell containing the defect.
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**Figure 4.3:** Variation of the formation enthalpies of several point defects in zinc oxide with the Fermi level under zinc (left) and oxygen-rich (right) conditions. The numbers in the plot indicate the defect charge state; parallel lines imply equal charge states. The grey-shaded area indicates the band gap calculated at the Σ-point. The vertical dotted lines show the band gap which is obtained if only the special k-points used in the supercell calculations are considered.

Formation enthalpies for a zinc-rich environment and p-type conducting conditions (μe = 0 eV, VBM) are given in Tab. 4.1 together with results of previous calculations.

Under zinc-rich conditions the oxygen vacancy is the most stable defect for all Fermi levels. It shows a transition from the double positively charged state (V_{O}^{2+}) to the neutral configuration (V_{O}^{0}) in the vicinity of the conduction band minimum (CBM).

For oxygen-rich conditions and Fermi levels in the upper half of the band gap, the doubly negatively charged zinc vacancy (V_{Zn}^{-2}) is the dominant defect type. When the Fermi level lies, however, in the lower half of the band gap the calculations suggest that oxygen interstitials in dumbbell configurations are the dominating point defect type and due to their low formation enthalpies should be present in significant amounts. The 2+/1+ and 2+/0 transition levels for the two dumbbell defects lie at the VBM (Fig. 4.3). Furthermore, if the band gap calculated using the special k-points (vertical dotted lines in Fig. 4.3; compare Sec. 4.2.1) is considered, the 0/2− transition level for the rotated dumbbell interstitial lies within the band gap just below the CBM.

In the following sections the implications of these findings will be discussed in more detail by analyzing both electronic structure and geometry. However, before doing so some reasoning is required to which extent the results are affected by the underestimation of the band gap. In the present chapter resort is made to a qualitative discussion following the
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lines of previous works (see Ref. [80] and the Appendix of Ref. [19]). A more elaborate scheme based on an improved description of the band structure is presented in Chapter 5.

The formation enthalpy corrections for donors in the 2+ charge state are typically large and negative; they are smaller for donors in the 1+ and neutral charge states and sometimes even positive. In case of acceptors corrections to the formation enthalpies are usually large and positive and of similar magnitude for different charge states. Thus, the corrections increase the asymmetry in the formation enthalpies of donor and acceptor-like defects. These considerations have the following implications on the data presented in Fig. 4.3:

Upon correction of the band gap the formation enthalpies for the 2+ charge states of the oxygen interstitials (O\text{I}) as well as the oxygen vacancy (V\text{O}) are expected to be significantly lowered; whether the formation enthalpy of the 1+ states are lowered or raised is unsure. On the other hand the formation enthalpies for the neutral and negatively charged defects will rise. If the Fermi level is at the VBM, the formation enthalpies for the oxygen interstitials (O\text{I}) vary only slightly as the charge state changes from 0 to 2+. Based on the foregoing considerations, one can, therefore, expect the 2+/0 or 2+/1+ oxygen interstitial transition levels to lie in the band gap near the VBM. The oxygen interstitial would, thus, effectively act as a donor. In general, the changes which are expected for the formation enthalpies upon band gap correction support and emphasize the importance of oxygen interstitials under oxygen-rich conditions.

4.3.2. Geometry and electronic structure

Vacancies

The oxygen vacancy is the most important intrinsic defect in zinc oxide under zinc-rich conditions. It displays a transition from the neutral state (V\text{O}^\times) to the doubly positively charged state (V\text{O}^{\times 2+}) below the CBM. For the neutral oxygen vacancy (V\text{O}^\times) the calculations reveal an inward relaxation of the surrounding zinc atoms of approximately 11% which form an almost perfect tetrahedron encapsulating the vacant site. On the other hand, a strong outward relaxation of about 19% is found for the charged vacancy (V\text{O}^{\times 2+}). Similar to the case of the neutral vacancy the atomic displacements are almost symmetric with respect to the vacant lattice site. The configurations are shown in Fig. 4.1. In both cases, the first nearest neighbor shells exhibit significant relaxation, while the relaxation of second and farther neighbors is almost negligible. This observation is supported by the
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Table 4.1.: Formation enthalpies of some intrinsic point defects in bulk zinc oxide for zinc-rich and p-type conducting conditions ($\mu_c = 0$ eV, VBM). Ref. [19]: DFT, LDA, norm-conserving PPs, Ref. [18]: DFT, LDA, ultrasoft PPs, Ref. [20]: DFT, GGA, ultrasoft PPs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_O$</td>
<td>0</td>
<td>0.9</td>
<td>1.5</td>
<td>2.4</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>-0.5</td>
<td>-0.5</td>
<td>-3.0</td>
<td>-0.3</td>
<td>-0.9</td>
<td></td>
</tr>
<tr>
<td>$V_{Zn}$</td>
<td>0</td>
<td>6.0</td>
<td>5.8</td>
<td>10.6</td>
<td>5.5</td>
<td>$\geq 5.1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>5.8</td>
<td>5.7</td>
<td>10.1</td>
<td>5.8</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>5.9</td>
<td>5.8</td>
<td>10.1</td>
<td>6.6</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>$O_{i,\text{rot}-db}$</td>
<td>-2</td>
<td>7.2 $^b$</td>
<td>$[8.2]^{b}$</td>
<td>6.6</td>
<td>$[7.5]^{b}$</td>
<td>$[\geq 7.1]^{b}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>6.6</td>
<td>$[7.5]^{b}$</td>
<td>$[\geq 7.1]^{b}$</td>
<td>6.0 $^b$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>5.2</td>
<td>5.2</td>
<td>6.0</td>
<td>$[6.0]^{b}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>5.3</td>
<td>$[6.5]^{b}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O_{i,\text{oct}}$</td>
<td>-2</td>
<td>7.4 $^c$</td>
<td>7.4$^c$</td>
<td>9.7</td>
<td>7.8</td>
<td>7.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>6.7</td>
<td>6.4$^c$</td>
<td>10.4</td>
<td>6.8</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>6.2</td>
<td>6.2$^c$</td>
<td>12.1</td>
<td>6.4</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>6.3</td>
<td></td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>6.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O_{i,\text{db} }$</td>
<td>-2</td>
<td>9.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>7.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$The data given here was derived from Fig. 1 in the original reference, since no explicit values are given. 
$^b$References [18] and [20] report formation enthalpies for a “tetrahedral interstitial” configuration but no details on the geometry of the relaxed configuration are given.
$^c$The geometry of the oxygen interstitial in Ref. [19] is not specified.
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charge analysis, which shows that the cell charge is rather well localized and practically exclusively accommodated by the atoms in first nearest neighbor shell. The changes in bond lengths are summarized in Tab. 4.2, which lists the absolute neighbor shell distances and the changes relative to the ideal bulk values. Two shells were regarded as distinct if they could be unambiguously distinguished in the ideal as well as the defective configurations. For both charge states the relaxation occurs in the same direction for almost all shells with the only exception being the single zinc atom in the 2nd neighbor shell for the neutral vacancy.

Fig. 4.4 compares the electron densities for the two charge states of the oxygen vacancy. The plots also reflect the geometry changes described in more detail above. In the case of the neutral vacancy, the inward relaxation of the zinc ions acts such as to compensate the charge deficiency due to the absent oxygen atom. This observation suggests that this vacancy type behaves in fact electronically almost neutral (i.e., similar to the ideal case) in the sense that the surrounding zinc atoms exhibit a purely “geometrical” relaxation. On the other hand, for the charged vacancy the nearest zinc atoms exhibit a strong outward relaxation and a pronounced charge depletion occurs in the immediate vicinity of the vacancy site. The positive charge (absence of electrons) is rather well localized at the vacancy site and the zinc ions behave accordingly: they carry a positive net charge and therefore sense a repulsive Coulombic force due to the also positively charged vacancy. The difference between the electronic structure of the two types of oxygen vacancies is particular obvious in the lower panel of Fig. 4.4 which shows the projection of the electron density in the (0001) oxygen layer onto the (2110) plane. The Bader analysis of atomic charges (Sec. 4.2.4) provides a clear picture of the charge relaxation in the vicinity of the defect. The defect charge is predominantly accommodated by the first neighbor shell of

<table>
<thead>
<tr>
<th>Shell</th>
<th>1st Zn (4)</th>
<th>1st O (6)</th>
<th>2nd Zn (1)</th>
<th>3rd Zn (9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ideal</td>
<td>1.952 Å</td>
<td>3.188 Å</td>
<td>3.206 Å</td>
<td>3.750 Å</td>
</tr>
<tr>
<td>$q = 0$</td>
<td>1.732 Å</td>
<td>3.132 Å</td>
<td>3.231 Å</td>
<td>3.740 Å</td>
</tr>
<tr>
<td></td>
<td>-11.3%</td>
<td>-1.7%</td>
<td>+0.8%</td>
<td>-0.3%</td>
</tr>
<tr>
<td>$q = +2$</td>
<td>2.332 Å</td>
<td>3.191 Å</td>
<td>3.291 Å</td>
<td>3.679 Å</td>
</tr>
<tr>
<td></td>
<td>+19.4%</td>
<td>+0.1%</td>
<td>+2.7%</td>
<td>+0.5%</td>
</tr>
</tbody>
</table>

Table 4.2: Relaxation of first and second nearest neighbors around the oxygen vacancy. The number of atoms in the respective shell is given in brackets.
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Figure 4.4.: Electron density in the (0001) oxygen layer which contains the vacancy for (a) the neutral vacancy ($V_{O}^{\chi}$) and (b) the charged vacancy ($V_{O}^{-\chi}$). The white circle marks the vacant site. The upper and lower panels of each figure show the top and side views of the density surface, respectively. The zinc atoms can be well identified as the smaller hillocks in the density maps due to the penetration of the oxygen layer by the zinc valence electron density. A logarithmic representation has been chosen in order to enhance the important features of the electron density.

The doubly negative zinc vacancy ($V_{Zn}^{\nu}$) is energetically favored under oxygen-rich conditions and for Fermi levels in the upper half of the band gap (Fig. 4.1(d)). In contrast to the oxygen vacancy, the geometric structure of the zinc vacancy is practically independent of the charge state. The calculations show a symmetric outward relaxation of the first neighbor shell by about 14% while relaxations of farther neighbors are negligible.

**Dumbbell interstitial**

The geometric structure as well as the charge density of the neutral dumbbell interstitial ($O_{1\text{db}}^{\chi}$, equivalent to ($O_{2}^{\chi}$) is shown in Fig. 4.5. The dumbbell interstitial is characterized by two oxygen atoms which form a homonuclear bond and jointly occupy a regular oxygen lattice site. In addition, each of the two oxygen atoms forms two O–Zn bonds. The accumulation of charge along the O–O bond is indicative for a covalent bond. This oxygen
interstitial defect conceptually resembles the well known dumbbell interstitial defect in silicon (see e.g., Ref. [81] and references therein) and some of its features remind of the nitrogen interstitial configuration in gallium nitride [82].

The dumbbell geometry changes only marginally as the charge state varies between 2⁻ and 2+. The bond lies in the (1210)-plane and is tilted with respect to the c-axis by an angle between 45° and 51°. The presence of the defect causes outward displacements of the neighboring zinc atoms between −1.0% \((q = +2)\) and −2.4% \((q = 0)\) if compared to the average nearest neighbor distance of the ideal structure. The largest relative displacement occurs for the uppermost zinc atom \((\approx 0.3 \text{ Å})\) which approaches the upper oxygen plane. A similar displacement forces the lower oxygen atom of the dumbbell into the lower zinc plane. The separation of the two oxygen atoms, whose positions are nearly symmetric with respect to the ideal lattice site, varies between 1.423 Å \((q = +2)\) and 1.485 Å \((q = -2)\), which is 15 and 20% larger than the calculated bond length in the \(\text{O}_2\) molecule \((1.241 \text{ Å})\).

The electronic structure of this defect can be rationalized in terms of a simplified molecular orbitals (MO) model (Fig. 4.6). The almost planar bonding configuration suggests the formation of \(sp^2\)-hybrid orbitals at both oxygen sites. Two out of the three \(sp^2\)-orbitals at each oxygen site are involved in the formation of \(\sigma\)-bonds to the neighboring zinc atoms. Each oxygen atom contributes effectively 3/2 electrons to each of these bonds. The remaining singly occupied \(sp^2\)-hybrids form the O–O bond. The resulting bonding \(sp^2\sigma\)-orbital is fully occupied while the anti-bonding \(sp^2\sigma^*\)-orbital remains empty. The \(p\)-orbitals (one on each of the two atoms, labeled \(p_x\) and \(p_y\) in Fig. 4.6) are not hybridized and maintain an atom-like character, since they are orthogonal to each other (Figs. 4.5 and 4.2(c)).
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**Figure 4.6:** Formal hybridization of oxygen atoms prior to formation of the O–O bond (left). Simplified MO-scheme of the electronic structure of the oxygen dumbbell configuration (right). The electron population corresponds to the neutral charge state. The grey shaded orbitals and the electrons therein are being used for the formation of O–Zn bonds.

the case of the neutral dumbbell both of these (non-bonding) orbitals are fully occupied. In the following, the MO-scheme will turn out to be helpful for interpreting the geometric and electronic structure changes with charge state.

Fig. 4.7 shows the results of the Bader analysis of atomic charges. Between the defect charge states 0 and 2+ the net charges decrease continuously. This corresponds to a continued oxidation of the two oxygen atoms starting from a formal oxidation number −1 towards a formal oxidation number 0, although this limit is eventually not reached. Over the same range the formation enthalpy stays practically constant (for a Fermi level close to the VBM, Tab. 4.1) which according to the MO-scheme occurs because the electrons in the unhybridized, atom-like $p$-orbitals can be removed at little energetic cost. The slight decrease of the bond length can be related to a diminishing repulsion between the electron clouds surrounding on the atoms.

In contrast, if the system is negatively charged the formation enthalpy of the oxygen dumbbell (again for a Fermi level close to the VBM) increases significantly while the net charges remain constant. The negative surplus charge is smeared evenly over the cell. Compensation of the negative surplus charges by the homonuclear oxygen bond is impossible as it would imply population of the yet unoccupied anti-bonding $\sigma^*$-orbital and thus breakage of the bond. Since surplus electrons cannot be compensated in this geometry, the oxygen dumbbell interstitial (O$_{i,db}$) cannot act as an acceptor.

**Rotated dumbbell interstitial**

The geometry of the rotated dumbbell (O$_{i,rot-db}$) is shown for the neutral charge state in Fig. 4.2(d) and for the doubly negative charge state in Fig. 4.2(e). For the neutral and
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Figure 4.7.: Relative net charge of oxygen atoms which are directly involved in interstitial configurations for different nominal charge states of the defect (left). Variation of O–O separation as a function of the charge states of the defect (right). In case of the octahedral interstitial, the O–O distances of the three nearest oxygen atoms of the second neighbor shell with respect to the central defect atom were evaluated.

positive charge states the rotated dumbbell defect is characterized by a strong oxygen–oxygen bond akin to the regular dumbbell interstitial (O_{db}) discussed in the foregoing section. The bond is also confined to the (T2\overline{T}0)-plane and tilted with respect to the c-axis by an angle between 38° and 41° depending on charge state. In fact, the two dumbbell geometries can approximately be matched by applying a sixfold mirror axis (6\_m). The length of the oxygen–oxygen bond occurring for neutral and positive charge states is 20 to 24% larger than the bond length in the oxygen dimer and thus similar to the O–O separation in the regular dumbbell structure. In contrast to the dumbbell interstitial, however, each oxygen atom is bonded to three zinc atoms.

A very different behavior is found for negative charge states. The rotated dumbbell interstitial transforms into a split-interstitial. The two oxygen atoms maintain their mutually symmetric positions but are no longer bonded (Fig. 4.7) The split-interstitial configuration can therefore be regarded as two interstitial oxygen atoms associated with one oxygen vacancy.

Defect geometry and charge distribution underscore the similarity of the regular and rotated dumbbell in neutral and positive charge states (Fig. 4.7). As before, inspection of the net charges reveals an almost perfect localization of the defect charge on the two oxygen
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Figure 4.8.: Interpretation of the structural changes with charge state of the rotated dumbbell oxygen interstitial ($O_{i,\text{rot-db}}$) in terms of a simple electron counting scheme. Neutral and positive charge states (left): electrons can be withdrawn with little effort (picture also valid for dumbbell interstitial). Negative charge states (right): $O-Zn$ bonds are preferred because they can accommodate more electrons than $O-O$ bonds (not applicable to dumbbell interstitial). Large white circles: oxygen atoms; medium sized grey circles: zinc neighbor; small (half) filled circles represent (“half”) electrons.

atoms forming the core of the defect. Going from charge state 1− to the neutral charge state the formation of the homonuclear oxygen bond is accompanied by a discontinuous decrease of the net charges by more than 30%.

For negative charge states, the surplus electrons are localized on the two oxygen atoms forming the split-configuration. This behavior is very distinct from the case of the dumbbell interstitial ($O_{i,\text{db}}$) for which delocalization of the extra charge is observed in case of negatively charged cells. In fact, for the doubly negative charge state the defective oxygen atoms have achieved the same net charge state as oxygen atoms on regular lattice sites and thus have a nominal oxidation number of −II. For these charge states, as illustrated in Fig. 4.7 the rotated dumbbell interstitial ($O_{i,\text{rot-db}}$) strongly resembles the octahedral interstitial if net charge and $O-O$ separation are considered. Unlike the case of the dumbbell interstitial, in both the octahedral as well as the rotated dumbbell configuration $O-O$ bonds are absent in negative charge states.

The changes with charges state observed for the rotated dumbbell interstitial ($O_{i,\text{rot-db}}$) can be interpreted in terms of a simple electron counting scheme as demonstrated in Fig. 4.8. In neutral and positive charge states the system can achieve a saturated bonding configuration (two electrons per bond) by forming a homonuclear oxygen bond. Electrons can be withdrawn at little energetic cost from atom-like oxygen orbitals in analogy to the MO-scheme for the dumbbell interstitial ($O_{i,\text{db}}$) shown in Fig. 4.6. In negative charge states
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O–Zn bonds are energetically preferred. Since each zinc atom contributes only “half” an electron to each of its four bonds, excess electrons can be rather easily accommodated.

In conclusion, the oxygen atoms are able to adopt the formal oxidation state $-\text{II}$ in the negative charge state limit and they approach the oxidation state 0 in the positive charge limit. Thereby, they realize the peroxo-like defect proposed in the introduction.

4.4. Discussion

The present calculations indicate that in neutral and positive charge states the energetically preferred mechanism for accommodation of surplus oxygen is the formation of a homonuclear oxygen bond. In such a configuration all bonds are saturated and electrons can be easily removed from non-bonding orbitals. Positive charge states of the dumbbell configurations have, therefore, low formation enthalpies and can act as traps for holes in p-type doped samples. If the system is negatively charged, it strives to form additional (initially unsaturated) O–Zn bonds which are compensated by the surplus electrons. Therefore, the split-interstitial and octahedral interstitial configurations are favorable for negative charge states.

In the regular dumbbell configuration ($O_{\text{t,db}}$) for negative charge states, the two oxygen atoms are constrained to the dumbbell structure and are not able to adopt an energetically more favorable configuration. The opposite seems to apply for the octahedral interstitial ($O_{\text{t,oct}}$) in positive charge states; the surplus oxygen atom strives to form homonuclear oxygen bonds, but it is encapsulated in a cage of zinc atoms, which it cannot leave without activation. Hence, in both cases energetic barriers exist, which are associated with large defect formation enthalpies for the respective unfavorable charge states.

The rotated dumbbell interstitial ($O_{\text{t,rot-db}}$) incorporates the energetic advantage of oxygen–oxygen bonding for positive charge states, while for negative charge states the geometry allows breakage of the oxygen–oxygen bond in favor of the formation of oxygen–zinc bonds. The resulting split-interstitial configuration for negative charge states involves the formation of four oxygen–zinc bonds for each atom of the oxygen pair. The defect energies reveal that the gain in energy due to the formation of three additional oxygen–zinc bonds by the two oxygen atoms in the split-interstitial configuration overcompensates the energetic cost for leaving the original oxygen site unoccupied as the formation enthalpy
of the rotated dumbbell interstitial \( \text{O}_{\text{i,rot-db}} \) is lower than the formation enthalpy of the octahedral defect \( \text{O}_{\text{i,oct}} \).

### 4.5. Conclusions

In summary, DFT calculations have been performed on the stability and the structure of oxygen interstitials and vacancies. The oxygen vacancy is the most stable defect for zinc-rich conditions. Under oxygen-rich conditions the zinc vacancy is energetically preferred for Fermi levels in the upper half of the band gap, while for Fermi levels in the lower half of the band gap oxygen interstitials in dumbbell configurations are the dominant defect types. These defects are characterized by a covalent oxygen–oxygen bond under neutral and positive charging. In the introduction a peroxo-like defect has been proposed and the possibility has been formulated that the oxygen atoms forming the defect are oxidized as the Fermi level is pushed towards the VBM. This proposition is realized by the two dumbbell configurations \( \text{O}_{\text{i,db}} \) and \( \text{O}_{\text{i,rot-db}} \). In the neutral charge state the pair of oxygen atoms electronically resembles a single oxygen atom in an unperturbed crystal, nominally equivalent to \( \text{O}_2 \). In this state both oxygen atoms are in the formal oxidation state \(-I\). As the defect is charged increasingly positive the decreasing net charges of the atoms indicate further oxidation and the two dumbbell atoms approach a formal oxidation number of zero. The rotated dumbbell is a particular interesting case as the oxygen pair cannot only be oxidized (like the dumbbell interstitial), but is also able to assume a configuration in which the defect atoms carry a net charge equivalent to the ideal bulk value (oxidation state \(-II\)). This is achieved by breakage of the oxygen–oxygen bond in favor of the formation of several additional oxygen–zinc bonds. While the oxygen dumbbell configuration \( \text{O}_{\text{i,db}} \) is a candidate for compensation of p-type doping under oxygen-rich conditions, the rotated dumbbell oxygen interstitial defect \( \text{O}_{\text{i,rot-db}} \) might also act as a compensating defect for n-type doping.
5. Role of band structure, volume relaxation and finite size effects*

Density functional theory (DFT) calculations of intrinsic point defect properties in zinc oxide were performed in order to remedy the influence of finite size effects and the improper description of the band structure. The generalized gradient approximation (GGA) with semi-empirical self-interaction corrections (GGA+U) was applied to correct for the overestimation of covalency intrinsic to GGA-DFT calculations. Elastic as well as electrostatic image interactions were accounted for by application of extensive finite-size scaling and compensating charge corrections. Size-corrected formation enthalpies and volumes as well as their charge state dependence have been deduced. The present results partly confirm earlier calculations from the literature and from Chapter 4 of the present work, but reveal a larger number of transition levels: (1) For both, the zinc interstitial as well as the oxygen vacancy, transition levels are close to the conduction band minimum. (2) The zinc vacancy shows a transition rather close to the valence band maximum and another one near the middle of the calculated band gap. (3) For the oxygen interstitials, transition levels occur both near the valence band maximum and the conduction band minimum.

5.1. Introduction

In the foregoing chapter, density functional theory (DFT) calculations on the structure and stability of intrinsic point defects in ZnO have been presented. The major uncertainty in these calculations as well as other theoretical studies [18, 19, 20, 21, 67, 83, 84] is the

*Parts of the present chapter have been published in Ref. [4].
underestimation of the band gap (theory: 0.7–0.9 eV, experiment: 3.4 eV) and the improper description of the band structure. All of these calculations were based on the local density (LDA) or generalized gradient approximation (GGA).

The underestimation of the band gap is an intrinsic shortcoming of the DFT method in general (see e.g., Refs. [85, 86]). The improper description of the band structure is of particular importance in the case of zinc oxide because self–interactions intrinsic to the LDA and GGA exchange–correlation functionals cause an energy level shift of the Zn-3d states. As a result, the calculations not only yield a band gap error of more than 2 eV but also overestimate the covalency of the Zn–O bond. A direct comparison between data calculated within LDA or GGA-DFT and experiment is, therefore, severely hampered. In the past, this problem has been addressed in various ways: Zhang et al. proposed an empirical correction scheme based on a Taylor expansion of the formation enthalpies in the plane wave cutoff energy [19, 80]. Since a profound physical motivation for this scheme is lacking, the results can only be interpreted semi-quantitatively. Kohan et al. discussed corrections based on the electronic structure of the defect configurations [18], while other studies (including the Chapter 4) resorted to a qualitative discussion [20].

If no correction is applied the calculated formation enthalpies reported by different authors are comparable (see Tab. 4.1 below), whereas the various correction schemes lead to very different results. This can be illustrated for the case of the oxygen vacancy. According to the data of Kohan et al. the 2+/0 transition for this defect should be located in the vicinity of the valence band maximum (VBM) [18], while the corrected data by Zhang et al. predict the same transition to occur just below the conduction band minimum (CBM) [19]. Since it is difficult to assess the reliability of these predictions, quantitatively more reliable calculations are required.

Recently, some defect calculations were carried out using the semi-empirical LDA+U scheme [26], which allows to adjust the position of d-electron levels by implementing self-interaction corrections into the LDA or GGA exchange-correlation potentials. Hitherto, this scheme has been employed to study point defects in CuInSe$_2$ where the Cu-3d electrons play a similar role as the Zn-3d electrons in ZnO [87], and in calculations of optical transition levels of the oxygen vacancy in ZnO [22, 23]. For this reason, the method is an excellent candidate for a reassessment of the thermodynamics of point defects in zinc oxide. Another issue, which has hardly been addressed in studies of point defects in zinc oxide so far, is the role of volume relaxation and finite size effects. It is, however, well
known, that formation enthalpies can converge slowly with supercell size [88], especially if charged defects are considered [89].

The purpose of the present chapter is twofold. Firstly, formation enthalpies for the intrinsic point defects in zinc oxide are to be determined correctly taking into account the role of the Zn-3\textit{d} electrons. Furthermore, the effect of supercell size and volume relaxation is studied by employing finite size scaling. Defect formation volumes are derived which have not been calculated for ZnO up to now. In summary, by taking into account the band structure as well as finite size effects, a consistent set of point defect properties is derived, which will allow for a more quantitative interpretation of experimental data.

In the following section, some observations on the band structure of zinc oxide based on experimental as well as theoretical studies are summarized. This overview allows to motivate the computational approach which is described in Sec. 5.3. The results are compiled in Sec. 5.4. An interpretation and a comparison with literature are given in Sec. 5.5.

5.2. Band structure of zinc oxide

Experimentally the electronic structure of zinc oxide has been investigated in some detail (see Ref. [90] and references therein). Typically, the density of states reveals two primary bands between 0 and $-10\text{eV}$ (measured from the VBM). The upper band is primarily derived from O-2\textit{p} and Zn-4\textit{s} orbitals, while the lower band arises almost solely from Zn-3\textit{d} electrons with a maximum between $-7$ and $-8\text{eV}$ [91, 92]. From X-ray photoelectron spectra the admixture of Zn-3\textit{d} states in the O-2\textit{p} band has been determined to be about 9\% indicating a small covalent contribution to bonding [93]. The band dispersion has been investigated via angle-resolved photoelectron spectroscopy along a few high-symmetry directions [94, 95]. The measurements reveal a strong dispersion of the upper valence bands and a small dispersion of the Zn-3\textit{d} levels. Zinc oxide displays a direct band gap of about 3.4\text{eV} at the $\Gamma$-point.

In general, DFT calculations yield too small band gaps compared to experiment. The effect is further enhanced in ZnO due to the underestimation of the repulsion between the Zn-3\textit{d} and conduction band levels [92]. This leads to a significant hybridization of the O-2\textit{p} and Zn-3\textit{d} levels [92], and eventually to an overestimation of covalency [96]. Schröer et al. [97] performed an analysis of the wavefunctions obtained from self-consistent pseudopotential calculations and determined a contribution of 20 to 30\% of the Zn-3\textit{d}
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orbitals to the levels in the upper valence band (to be compared with the experimental estimate of 9% covalency cited above [93]). For zinc oxide the band gap calculated with LDA or GGA is about 0.7–0.9 eV, which is just about 25% of the experimental value (3.4 eV) [18, 19, 20, 92, 97] (also compare previous chapter).

The insufficient description of strongly localized electrons (such as those occupying the Zn-3d states in ZnO) and the underestimation of their binding energies is a generic problem of DFT within the LDA or GGA, and at least partially a result of unphysical self-interactions [98]. In fact, it has been found that calculations based on the Hartree-Fock or the GW approximation give much more tightly bound d-electrons and significantly larger band gaps [92, 99]. An alternative approach is the explicit correction of self-interaction [100]. Vogel et al. have developed this idea further and devised a scheme, which allows to incorporate self-interaction corrections (SIC) and electronic relaxation corrections (SIRC) already during the construction of pseudopotentials (PP) [98]. Thereby, they were able to reproduce the experimental band gap as well as the position of the 3d levels in several II-VI compounds with remarkable precision. In fact, the thus obtained band structure for ZnO compares better with experiment than calculations within the Hartree-Fock and GW approximations [92, 99]. SIC-PPs have also been used by Zhang et al. in the calculation of the formation enthalpies of a few neutral point defects in zinc oxide [19]. Unfortunately, as they point out, the SIC scheme cannot be transferred unambiguously to charged defect calculations and is therefore not applicable in the present situation.

5.3. Methodology

5.3.1. Calibration of GGA+$U$ method

The problems related to tightly bound electrons within LDA and GGA-DFT have motivated the development of the so-called LDA+$U$ (or equivalently GGA+$U$) method [26, 54, 55, 56]. In this scheme self-interaction corrections are included heuristically by considering the (orbital dependent) on-site repulsion between electrons. The scheme has been quite successful in describing the electronic properties of several transition metal oxides for which conventional LDA and GGA calculations fail to reproduce the experimentally observed ground states [26, 54, 55, 56]. The method has also been employed for studying ferromagnetism in ZnO codoped with transition metals [101] and for calculating absorption
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Figure 5.1.: Band structures obtained from density functional theory calculations within the generalized gradient approximation using self-interaction corrections (GGA+U). The formulation of Dudarev et al. [54] was applied with different values of $U - J$. Calculations performed for lattice constants relaxed at $U - J = 0$ eV.

spectra of nanostructured ZnO [102]. The work by Zhao et al. [87] is of particular interest in the present context as it illustrates the applicability of the LDA+U approach to the study of point defects. These authors employed the LDA+U method to adjust the position of the Cu-3$d$ levels in CuInSe$_2$ by tuning the self-interaction parameter $U$. More recently, the LDA+U method has also been employed in the study of the optical transitions of the oxygen vacancy in zinc oxide [23, 22]. In the present work a similar scheme is applied in order to obtain a realistic representation of the Zn-3$d$ electrons in zinc oxide.

To begin with, the GGA+U method needs to be calibrated and benchmarked. In the present work the formulation by Dudarev et al. [54] has been adopted. In this approach, the only free parameter is the difference $U - J$ between the matrix elements of the screened Coulomb electron-electron interaction. The on-site interaction correction was applied for the Zn-3$d$ electrons only and the position of the Zn-3$d$ bands was tuned by adjusting the difference $U - J$. The calculations were carried out within density functional theory (DFT) as implemented in the Vienna ab-initio simulation package (VASP) [103] using the projector-augmented wave (PAW) method [62, 104]. The parameterization by Perdew and Wang (PW91) [25] was used for the exchange–correlation functional. A non-shifted $\Gamma$-point centered $4 \times 4 \times 4$ $k$-point mesh was used for Brillouin zone sampling. In all calculations, the plane wave energy cutoff was set to 500 eV giving a technical error due to discretization of the Brillouin zone integrals and incomplete basis set of less than 1 meV.
5. Role of band structure, volume relaxation and finite size effects

**Figure 5.2:** Band structures obtained from density functional theory calculations within the generalized gradient approximation (GGA) (top) and using the GGA+U method with $\bar{U} - \bar{J} = 7.5$ eV (bottom). The conduction band states have been rigidly shifted to the experimental band gap. The small black circles represent data from self-interaction and relaxation corrected (SIRC) pseudopotential calculations (Ref. [98]). In the plots on the right the solid and dashed lines show the calculated and experimental (Ref. [90]) density of states, respectively. The grey stripe indicates the calculated band gap.

The equilibrium configuration of the unit cell was determined by calculating the energy-volume curve of the system with full relaxation of internal positions. The structures were optimized until the forces were converged to better than 5 meV/Å. As experimental data on band dispersion is sparse (see Sec. 5.2), the calculations were benchmarked using the band structure calculated by Vogel et al. for which they employed SIRC pseudopotentials and which reproduces the experimental band gap as well as the position of the Zn-3d levels [98].

Values for $\bar{U} - \bar{J}$ between 0 and 10 eV were considered. As $\bar{U} - \bar{J}$ is raised the Zn-3d states are shifted downwards and the band gap increases as illustrated in Fig. 5.1. At the same time the equilibrium volume decreases while the bulk modulus varies only slightly. Eventually, a value of $\bar{U} - \bar{J} = 7.5$ eV was chosen, for which the valence band energy levels as well as the position of the Zn-3d levels are in very good agreement with the SIRC calculations as well as experiment. The band gap calculated using the GGA+U scheme is
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1.83 eV, which constitutes a significant improvement over GGA. With otherwise identical parameters the latter yields a band gap of 0.75 eV.

A comparison of GGA, GGA+U, and SIRC band structure calculations is shown in Fig. 5.2. (For better visualization, the conduction band has been rigidly shifted upwards by the remaining band gap error). The right hand panel compares the calculated density of states (DOS) with experimental data measured via photoelectron spectroscopy [90]. (Since the excitation probabilities for s, p, and d electrons change with $h\nu$, the experimental DOS varies strongly with the energy of the incoming photons [91]. In order to simplify comparison some of the bands have been rescaled).

The GGA calculations (equivalent to $U - J = 0 \text{ eV}$) underestimate the binding energies of the Zn-3$d$ states leading to a drastic overestimation of the hybridization between the O-2$p$ and Zn-3$d$ levels. Compared to experiment and the SIRC calculations, the GGA+U calculation yields a slightly smaller dispersion of the upper valence band and a yet smaller difference in the position of the Zn-3$d$ band\footnote{With respect to numerical accuracy in particular regarding the Zn-3$d$ levels, it must be acknowledged that the experimental data displays some variation as values in the range between $-7$ and $-8 \text{ eV}$ have been reported [90, 94, 95].}. It also reproduces the double feature in the Zn-3$d$ bands reported by Zwicker and Jacobi [94] as well as Girard et al. [95]. Overall, the agreement of the GGA+U band structure and density of states with SIRC calculations as well as experiments is very good.

5.3.2. Defect calculations

For the defect calculations hexagonal supercells with 32 to 108 atoms were used equivalent to $2 \times 2 \times 2$ to $3 \times 3 \times 3$, primitive unit cells. In these calculations a non-shifted $\Gamma$-point centered $2 \times 2 \times 2$ $k$-point mesh was employed. All calculations were performed within GGA as well as GGA+U in order to quantify the energy corrections.

Firstly, the atomic positions were relaxed with all cell parameters fixed at the ideal bulk values (Sec. 5.4.1) until the forces were converged to better than 5 meV/\text{Å}. Then the energy-volume curves for the supercells were computed with fixed atomic coordinates. The minimum of the curve provided the relaxed volume of the defective cell, $V_{\text{def}}$, which allowed to calculate the formation volume according to (see e.g. Refs. [105, 106, 107])

$$\Delta V_D = V_{\text{def}} - \frac{N_{\text{def}}}{N_{\text{id}}} V_{\text{id}}.$$  

(5.1)
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Here, $V_{id}$ and $N_{id}$ denote the volume and the number of atoms in the ideal reference system, and $N_{def}$ denotes the number of atoms in the defective cell. The data were then subjected to finite-size scaling in a similar manner as the formation enthalpies. The formation volume determines the pressure dependence of the formation enthalpy ($\Delta V_{D} = \partial \Delta G_{D} / \partial p$).

Earlier DFT calculations within LDA and GGA consistently gave very high formation enthalpies for antisite defects [18, 19, 20] and there is no reason to assume that their formation enthalpies would be significantly lowered within GGA+U. After all, the following point defects were considered: the oxygen vacancy ($V_{O}$), the octahedral oxygen interstitial ($O_{i,oct}$), the dumbbell oxygen interstitial ($O_{i,db}$), the rotated dumbbell interstitial ($O_{i,rot-db}$), the zinc vacancy ($V_{Zn}$) and the octahedral zinc interstitial ($Zn_{i,oct}$). With the exception of the latter the geometric structures of these defects have been described in the preceding chapter. The variation of the formation enthalpies with chemical potential and Fermi level was calculated using equation (4.8).

Knowledge of the formation enthalpies of the fully relaxed defects also allows to derive the thermal (equilibrium) transition level between charge states $q_1$ and $q_2$ for a given defect according to

$$\epsilon = -\frac{\Delta H_D(q_1) - \Delta H_D(q_2)}{q_1 - q_2}$$

(5.2)

where $\Delta H_D(q_1)$ and $\Delta H_D(q_2)$ denote the formation enthalpies at the valence band maximum for charge states $q_1$ and $q_2$, respectively.

5.4. Results

5.4.1. Ground state properties

Crystallographic parameters for $w$-ZnO calculated by the GGA+U method are $a = 3.196 \, \text{Å}$, $c/a = 1.606$, and $u = 0.381$ which compare very well with the experimental values\footnote{The experimental data cited in this section was obtained from Refs. [71, 73, 72, 74, 75].} $a = 3.24 \, \text{Å}$, $c/a = 1.600$, and $u = 0.382$. From fitting the energy-volume data to the Birch-Murnaghan equation of state [108] a bulk modulus of 136 GPa was determined in good agreement with the experimental value of 143 GPa. The calculation gave a formation enthalpy of $\Delta H^f = -3.46 \, \text{eV}/\text{f.u.}$ which compares very well with the experimental value
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![Figure 5.3: Scaling behavior of formation enthalpies with concentration (equivalent to the inverse cell volume) exemplified for the case of the zinc interstitial (Zn\textsubscript{i,oct}). For the charged defects the small circles show the data before monopole-monopole corrections are applied (Ref. [109]). Large filled circles correspond to formation enthalpies after volume relaxation while large open circles show the data obtained at fixed volume. The data presented here have been computed using the GGA+U method.](image)

of $\Delta H^f = -3.58$ eV/f.u. The GGA calculations gave $a = 3.283$ Å, $c/a = 1.611$, $u = 0.378$, $B = 149$ GPa, and $\Delta H^f = -3.55$ eV/f.u..

Furthermore, the cohesive energies of pure oxygen and zinc were determined, since they enter the calculation of the formation energy of zinc oxide as well as the defect formation enthalpies. For hcp-zinc a cohesive energy of $E_c = -1.115$ eV/atom, and lattice constants of $a = 2.641$ Å and $c/a = 1.930$ (experimental values: $E_c = -1.359$ eV/atom, $a = 2.660$ Å, $c/a = 1.828$) were obtained; for the oxygen dimer the calculation yielded a dimer energy of $D_0 = 8.80$ eV and a bond length of $r_0 = 1.238$ Å (experimental values: $D_0 = 5.166$ eV and $r_0 = 1.208$ Å).

### 5.4.2. Finite size scaling

Strain interactions typically scale as $O(V^{-1}) = O(N^{-1}) = O(c)$, where $V$ is the supercell volume, $N$ is the number of atoms, and $c$ is the defect concentration in the supercell. In order to obtain the formation enthalpies at infinite dilution, results obtained from calculations with supercells comprising 32, 48, 72, and 108 atoms were extrapolated. For neutral defects the data can well be fitted by a straight line as shown in Fig. 5.3. The formation enthalpy at infinite dilution is given by the abscissa of the linear fit.

For charged defects, Makov and Payne have shown that additional energy contributions have to be included in order to correct for image charge interactions [109]. They derived
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the correction in the form of a multipole expansion. The first term in this expansion corresponds to monopole-monopole interactions; it scales as $O(V^{-1/3})$ and was explicitly taken into account in the present chapter. The magnitude of this correction is visualized in Fig. 5.3.

Since dipole-dipole and monopole-quadrupole interactions scale as $O(V^{-1}) = O(N^{-1}) = O(c)$ [109] and thus show the same scaling behavior as the interactions of the strain fields, they are implicitly considered through the finite size scaling procedure. Fig. 5.3 shows that indeed after correction of the monopole-monopole term the data for the zinc interstitial are well described by a linear fit.

5.4.3. Formation enthalpies

Formation enthalpies calculated by the GGA+$U$ method are given in Tab. 5.1. This compilation of data also includes the results of the GGA calculations and the data of previous DFT studies. For most defects and charge states the extrapolation errors are very small confirming the reliability of the procedure employed. In these cases the multipole-expansion-based correction scheme works excellent [109]. Larger errors arise for oxygen dumbbell interstitials in charge states 2± and for the octahedral oxygen interstitial in charge state 2+. For the dumbbell defects ($O_{i,db}$, $O_{i,rot–db}$) the defect core comprises two atoms (compare previous chapter and Ref. [6]) which renders them distinct from the other defects considered here. Higher order moments in the multipole expansion would be required in order to fully capture these features. For the octahedral interstitial ($O_{i,oct}$) in charge state 2+ analysis of the electron density shows significant charge delocalization which cannot be described by a finite multipole expansion [109].

If the difference between the present GGA and GGA+$U$ results are compared with the corrections calculated by Zhang et al. [19], agreement of the general trends is found. The differences between the present GGA and GGA+$U$ data are smaller than the predictions of the correction scheme of Zhang et al. [19], which is, however, consistent with the band gap underestimation still present in the GGA+$U$ calculations. For the neutral oxygen vacancy and the neutral zinc interstitial (where comparison is possible) the trends agree with SIC-PP calculations [19]. The present results yield further support for the qualitative argumentation put forth by Zhang and coworkers regarding the trends expected upon band
### 5.4. Results

*Table 5.1.* Calculated formation enthalpies for point defects in bulk zinc oxide for zinc-rich and p-type conducting conditions \((\mu_e = 0 \text{ eV, VBM})\); the second column under GGA and GGA\(+U\) gives the error of the extrapolation to infinite dilution. Ch. 4: DFT, LDA, norm-conserving PPs; Ref. [18]: DFT, LDA, ultrasoft PPs; Ref. [19]: DFT, LDA, norm-conserving PPs; Ref. [20]: DFT, GGA, ultrasoft PPs.

<table>
<thead>
<tr>
<th>Defect</th>
<th>Charge</th>
<th>This chapter</th>
<th>GGA</th>
<th>GGA(+U)</th>
<th>Ch. 4</th>
<th>Ref. [18]</th>
<th>Ref. [19]</th>
<th>Ref. [20]*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Zn}_{\text{oct}})</td>
<td>0</td>
<td>2.50 0.03</td>
<td>4.25 0.03</td>
<td>1.7</td>
<td>3.4</td>
<td>6.2</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>0.98 0.02</td>
<td>1.69 0.03</td>
<td>1.3</td>
<td>1.5</td>
<td>2.1</td>
<td>≥ 0.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>0.33 0.07</td>
<td>0.02 0.03</td>
<td>0.9</td>
<td>−0.2</td>
<td>−2.3</td>
<td>−0.6</td>
<td></td>
</tr>
<tr>
<td>(\text{V}_\text{O})</td>
<td>0</td>
<td>1.00 0.06</td>
<td>1.71 0.04</td>
<td>0.9</td>
<td>0.0</td>
<td>1.5</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>0.26 0.03</td>
<td>0.71 0.03</td>
<td>0.2</td>
<td>0.8</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>−0.48 0.02</td>
<td>−0.73 0.03</td>
<td>−0.5</td>
<td>−0.3</td>
<td>−0.5</td>
<td>−3.0</td>
<td></td>
</tr>
<tr>
<td>(\text{O}_{\text{t,db}})</td>
<td>0</td>
<td>4.61 0.05</td>
<td>4.70 0.07</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>4.76 0.07</td>
<td>4.59 0.02</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>5.36 0.33</td>
<td>5.08 0.27</td>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{O}_{\text{t,rot-db}})</td>
<td>−2</td>
<td>7.70 0.40</td>
<td>8.79 0.17</td>
<td>7.2</td>
<td>[8.2]*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>6.51 0.28</td>
<td>7.08 0.04</td>
<td>6.6</td>
<td>[7.5]*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>4.87 0.03</td>
<td>4.96 0.04</td>
<td>5.2</td>
<td>[6.5]*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>5.07 0.07</td>
<td>4.91 0.05</td>
<td>5.3</td>
<td>[6.5]*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>5.67 0.72</td>
<td>5.41 0.29</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{O}_{\text{t,oct}})</td>
<td>−2</td>
<td>7.84 0.13</td>
<td>8.97 0.07</td>
<td>7.4</td>
<td>7.8</td>
<td>[7.4]*</td>
<td>[9.7]*</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>6.65 0.05</td>
<td>7.33 0.03</td>
<td>6.7</td>
<td>6.8</td>
<td>[6.4]*</td>
<td>[10.4]*</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>6.20 0.03</td>
<td>6.60 0.03</td>
<td>6.2</td>
<td>6.4</td>
<td>[6.2]*</td>
<td>[12.1]*</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>6.36 0.11</td>
<td>6.60 0.10</td>
<td>6.3</td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>6.95 0.37</td>
<td>7.09 0.34</td>
<td>6.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{V}_{\text{Zn}})</td>
<td>−2</td>
<td>6.32 0.11</td>
<td>7.06 0.05</td>
<td>5.9</td>
<td>6.6</td>
<td>5.8</td>
<td>10.1</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>5.57 0.08</td>
<td>5.96 0.05</td>
<td>5.8</td>
<td>5.8</td>
<td>5.7</td>
<td>10.1</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>5.35 0.04</td>
<td>5.60 0.01</td>
<td>6.0</td>
<td>6.0</td>
<td>5.8</td>
<td>10.6</td>
<td>≥ 5.1</td>
</tr>
</tbody>
</table>

*The data given here was derived from Fig. 1 in the original reference, since no explicit values are given.

*References [18] and [20] report formation enthalpies for a “tetrahedral interstitial” configuration but no details on the geometry of the relaxed configuration are given.

*The geometry of the oxygen interstitial is not specified in Ref. [19].
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**Figure 5.4:** Variation of defect formation volumes with charge state. Open and closed circles indicate defects on the zinc and oxygen-sublattices, respectively.

The gap correction [80]. The formation enthalpy correction is negative for positively charged defects, positive for neutral and yet more positive for negatively charged defects.

### 5.4.4. Geometries

For almost all defects the dependence of the atomic displacements on the supercell size is quite small giving evidence for the strain fields being rather short-ranged. For the vacancies and the octahedral interstitials the relaxations maintain the threefold symmetry axis of the lattice. For \( V_{\text{Zn}} \), \( O_{\text{i,oct}} \) and \( \text{Zn}_{\text{i,oct}} \) the displacements change continuously with addition or subtraction of electrons. The observations regarding the charge-state dependent relaxation behavior of the oxygen vacancy described in the foregoing chapter are confirmed. For the neutral and positively charged oxygen dumbbell the oxygen-oxygen bond length is found to be between 15\% (\( q = +2 \)) and 23\% (\( q = 0 \)) longer than the calculated dimer bond length, which is again in full agreement with the earlier calculations (Sec. 4.3.2).

### 5.4.5. Formation volumes

The defect formation volumes obtained via equation (5.1) and subjected to finite-size scaling are given in Tab. 5.2 and plotted as a function of charge state in Fig. 5.4. With the exception of the oxygen vacancy all defects display the same trend. As electrons are added to the system the formation volume rises linearly. The slope for the oxygen interstitials as well as the zinc vacancy is roughly \(-0.37 \Omega_{\text{f.u.}}/e\) while for the zinc interstitial it amounts
5.5. Discussion

Table 5.2: Point defect formation volumes calculated within GGA+U in units of volume per formula unit \( (V_f^{\text{D}}/\Omega_{\text{f.u.}}) \). The errors of the extrapolation to infinite dilution are given in brackets.

<table>
<thead>
<tr>
<th>Defect</th>
<th>( q = -2 )</th>
<th>( q = -1 )</th>
<th>( q = 0 )</th>
<th>( q = +1 )</th>
<th>( q = +2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn(_{\text{oct}})</td>
<td>0.81</td>
<td>0.28</td>
<td>-0.30</td>
<td>(0.05)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>V(_O)</td>
<td>-0.26</td>
<td>-0.18</td>
<td>-0.32</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>O(_{\text{db}})</td>
<td>0.47</td>
<td>0.13</td>
<td>-0.26</td>
<td>(0.03)</td>
<td>(&lt; 0.01)</td>
</tr>
<tr>
<td>O(_{\text{rot}–db})</td>
<td>1.15</td>
<td>0.76</td>
<td>0.43</td>
<td>(0.10)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>O(_{\text{oct}})</td>
<td>1.05</td>
<td>0.68</td>
<td>0.33</td>
<td>(0.08)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>V(_{\text{Zn}})</td>
<td>0.81</td>
<td>0.45</td>
<td>0.05</td>
<td>(0.03)</td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

The oxygen vacancy behaves atypical because the local relaxation is different for the neutral and positive charge states. As explained in detail in Sec. 4.3.2 and Refs. [22, 23, 6], Zn atoms surrounding the vacancy site in neutral charge state relax outward, while they show an inward relaxation for positive charge states. The result is a non-linear charge state dependence of the formation volume.

5.5. Discussion

To begin with, the results of the GGA+U calculations are discussed. From the data in Tab. 4.1 the Fermi level dependence of the formation enthalpies (Fig. 4.3) and the stability map (Fig. 5.6) can be derived. In agreement with the calculations presented in the foregoing chapter three defects are found to be the most abundant: Under zinc-rich conditions the oxygen vacancy is the most likely defect for all Fermi levels; under oxygen-rich conditions
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![Graph showing formation enthalpies vs Fermi level for zinc and oxygen-rich conditions](image)

**Figure 5.5.:** Variation of defect formation enthalpies with Fermi level under zinc (left) and oxygen-rich (right) conditions as obtained from GGA+U calculations. The grey shaded area indicates the difference between the calculated and the experimental band gap. The numbers in the plot indicate the defect charge state; parallel lines imply equal charge states. Open and closed circles correspond to defects on the zinc and oxygen sublattices, respectively.

The zinc vacancy and oxygen interstitials are the dominant defect types. Earlier studies have consistently found the oxygen vacancy to be energetically slightly more favorable than the zinc interstitial. The present data imply that upon inclusion of volume relaxation this difference becomes yet larger (~0.7 eV at the valence band maximum). For the zinc interstitial as well as for the oxygen vacancy (equilibrium) transition levels close to the calculated CBM are found.

The oxygen vacancy (V\textsubscript{O}) shows a 2+/0 transition 0.61 eV below the calculated CBM. This is in qualitative agreement with Zhang \textit{et al.} [19] and Oba \textit{et al.} [20] but contradicts the result by Kohan \textit{et al.} who predicted the 2+/0 transition of the oxygen vacancy in the vicinity of the VBM [18]. The deep level character (strong localization of defect electrons) correlates with the significant charge dependent structural changes described in Sec. 5.4.5 and Refs. [23, 22]).

---

\textsuperscript{5}Janotti and Van de Walle [23] as well as Lany and Zunger [22] determined optical transition levels by employing the Franck-Condon principle.
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For the zinc interstitial ($\text{Zn}_i$) the present calculations locate the $2+/1+$ transition level 0.15 eV below the CBM. In this case, the data by Kohan et al. show the same charge transition, while Zhang et al. and Oba et al. [19, 20] predict the $2+$ charge state to be stable over the entire band gap. The structure of the zinc interstitial is similar in all charge states, indicative for a shallow defect level and in agreement with experimental observations [110].

For oxygen-rich conditions, oxygen dumbbell defects ($\text{O}_{i,\text{db}}$, $\text{O}_{i,\text{rot-db}}$) have the lowest formation enthalpies of all intrinsic point defects over the widest range of the (calculated) band gap confirming the results of the previous chapter (also compare Refs. [21, 6]). The GGA+$U$ data clearly prove the existence of a $1+/0$ transition level close to the VBM ($\text{O}_{i,\text{db}}$: 0.34 eV, $\text{O}_{i,\text{rot-db}}$: 0.02 eV above VBM). For the rotated dumbbell interstitial, the $0/2$ transition lies at the CBM indicating very shallow acceptor behavior. The present data provides strong indication for ambipolar behavior as anticipated in Chapter 4.

The zinc vacancy ($\text{V}_{\text{Zn}}$) represents a good example for the importance of finite size sampling: supercell calculations with less than 108 atoms consistently predict the neutral charge state to be unstable with respect to the negative charge states. If supercell effects are, however, properly taken into account, it turns out that the formation enthalpy of the neutral zinc vacancy at the VBM is indeed lower than for the negative charge states. This results in two transitions. The first one ($0/1$) lies very close to the VBM, the second one ($1-/2-$) occurs near the middle of the calculated band gap.

Figure 5.6: Variation of dominant defect as a function of chemical potential and Fermi level as obtained from GGA+$U$ calculations. In regions where the most stable defect is neutral, the transitions for the most stable charged defect are indicated by arrows and dotted lines.
The zinc vacancy has the lowest formation enthalpy of all intrinsic point defects under oxygen-rich conditions for Fermi levels in the upper half of the band gap. Under these conditions, it is therefore the dominant acceptor confirming the experimental results of Tuomisto and coworkers [111]. By using positron annihilation spectroscopy in combination with isochronal annealing cycles on electron irradiated n-type samples, they furthermore obtained evidence for a second acceptor and suggested oxygen interstitials as likely candidates. From the present calculations this defect is identified as the rotated dumbbell interstitial (O$_{i,\text{rot-db}}$).

Now the question is addressed to which extent the band gap underestimation within GGA+$U$ affects the results. Although the band gap is significantly larger with GGA+$U$ than with GGA, it is still smaller than the experimental value. In the past a variety of methods has been applied in order to correct for the DFT band gap error (see e.g., Refs. [18, 19, 22, 23, 112]; also compare Sec. 5.2). As pointed out by Lany and Zunger [22] these schemes lead to somewhat different results. In the present context, the extrapolation formula suggested by Janotti and Van de Walle [23] was applied. The transition level, $\epsilon^{\text{ext}}$, corresponding to the experimental band gap, $E_{\text{G}}^{\text{exp}}$, is obtained from the transition levels calculated within GGA ($\epsilon^{\text{GGA}}$) and GGA+$U$ ($\epsilon^{\text{GGA}+U}$) according to

$$\epsilon^{\text{ext}} = \frac{E_{\text{G}}^{\text{exp}} - E_{\text{G}}^{\text{GGA}+U}}{E_{\text{G}}^{\text{GGA}+U} - E_{\text{G}}^{\text{GGA}}}(\epsilon^{\text{GGA}+U} - \epsilon^{\text{GGA}}) + \epsilon^{\text{GGA}+U} \tag{5.3}$$

Figure 5.7.: Transition levels in the band gap calculated within GGA, GGA+$U$ and using the extrapolation formula (5.3). The dark grey shaded areas indicate the error bars resulting from the errors given in Tab. 4.1.
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Figure 5.8: Variation of equilibrium defect transition levels with isostatic pressure for the oxygen vacancy (2+/0) and the zinc interstitial (2+/1+).

where $E_{G}^{\text{GGA}}$ and $E_{G}^{\text{GGA}+U}$ denote the GGA and GGA+$U$ band gaps, respectively. The results of this extrapolation are shown in Fig. 5.7 in comparison with the GGA and GGA+$U$ data. It is apparent that the extrapolated transition levels are very sensitive to the accuracy of the GGA and GGA+$U$ data. Nonetheless, the qualitative classification of the defect levels as well as their hierarchy, which has been established above based on the GGA+$U$ results, is preserved in the extrapolated data.

The formation volumes derived in Sec. 5.4.5 describe the first-order (linear) effect of pressure on the defect formation enthalpies. In combination with equation (5.2) they also allow to deduce the effect of isostatic pressure on the transition levels as exemplified for the oxygen vacancy and the zinc interstitial in Fig. 5.8. While the zinc interstitial transition level (2+/1+) shows a strong dependence on pressure, the oxygen vacancy 2+/0 level is hardly affected by pressure. The latter behavior is related to the changes in the relaxation behavior of the vacancy with charge state described above. The significant difference between the pressure dependence of the (equilibrium) transition levels for the two dominant donor defects ($V_{O}$, $Zn_{i}$) suggests that the controversy with regard to the

---

*The underlying idea of the extrapolation scheme used by Janotti and Van de Walle [23] resembles the strategy suggested by Zhang et al. [80]: The calculated band gap is varied by changing some parameter of the calculation (Zhang et al. use the plane-wave cutoff energy, Janotti and Van de Walle use LDA and LDA+$U$). Finally, the formation enthalpies or transition energies corresponding to the full (experimental) band gap are obtained by extrapolating over the calculated band gap.
green luminescence center in ZnO [113, 114] could be resolved by performing pressure-dependent experiments.

In general, intrinsic point defects will be abundant in zinc oxide, since their formation enthalpies are very small. The resulting high defect concentrations probably do not only actively influence the electronic and optical, but to some extent also the mechanical properties. This could explain the large spread of experimental data for various material properties.

5.6. Conclusions

An extensive study of intrinsic point defects in zinc oxide has been performed in order to remedy the most significant approximations made in previous studies. To this end, a semi-empirical self-interaction correction scheme (GGA+$U$) has been applied to correct the position of the Zn-3$d$ states and thereby the overestimation of covalency. As a consequence the band gap opens up significantly although it is still smaller than in experimentals. In order to remove the effects of elastic as well as electrostatic image forces, finite-size scaling has been employed which allowed to derive more precise formation enthalpies.

The present results mostly confirm earlier calculations (see Chapter 4 and Refs. [18, 19, 20, 21]) but predict a larger number of transition levels for intrinsic defects. Transition levels close to the conduction band minimum are identified for both the oxygen vacancy and the zinc interstitial. The zinc vacancy possesses a transition rather close to the VBM and another one roughly in the middle of the band gap. Oxygen interstitials show ambipolar behavior since they display transition levels near the valence band maximum and the conduction band minimum.

Defect formation volumes allow to deduce the pressure dependence of transition levels, which creates the possibility to distinguish experimentally e.g., the oxygen vacancy and zinc interstitial states.
6. Migration mechanisms and diffusion of intrinsic defects

Density functional theory calculations in conjunction with the climbing image nudged elastic band method were performed in order to study the self-diffusion of oxygen and zinc in zinc oxide. To this end, the complete set of migration paths for vacancies as well as interstitials in wurtzite crystals was derived and expressions were deduced, which provide the link to experimentally accessible tracer diffusion coefficients. The calculated migration barriers are consistent with annealing experiments on irradiated samples. Oxygen and zinc interstitials are mobile down to temperatures of 80 to 110 K accounting for the rapid annihilation of defects observed after electron irradiation. For oxygen self-diffusion vacancy and interstitialcy mechanisms are found to dominate under zinc and oxygen-rich conditions, respectively. This refutes the belief that vacancy mechanisms can be operational in oxygen self-diffusion experiments in oxygen-rich atmosphere. For predominantly oxygen-rich and n-type conducting conditions zinc self-diffusion occurs via a vacancy mechanism. The present results provide the basis for the (re-)interpretation of diffusion experiments, and pave the way towards the development of continuum models for device simulation.

6.1. Introduction

The mobilities of intrinsic point defects determine the annealing behavior of materials. Moreover, diffusion pertains to the degradation of ZnO varistors, which is believed to occur via the migration of interstitials to grain boundary regions [27, 28, 29, 30]. Fur-
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Furthermore, the annealing of defects by rapid defect migration is likely to contribute to the remarkable radiation hardness of zinc oxide [31]. Knowledge of diffusivities and diffusion mechanisms is obviously instrumental in order to obtain a fundamental understanding of these processes, to devise strategies for controlling the migration of certain species, and to develop continuum models for device simulation.

Diffusion experiments provide information on atomic migration and in addition allow to gain insights into the defect chemistry in general [115]. The interpretation of diffusion experiments is, however, often difficult and evidence for defect properties is indirect. In the past several experimental studies have been concerned with the determination of self-diffusion coefficients [116, 117, 118, 119, 120, 121], but the data scatter is large and no consensus on activation energies, exponential pre-factors, or migration mechanisms has been achieved. Therefore, a systematic theoretical investigation is highly desirable in order to obtain more fundamental insights on the subject. Hitherto, theoretical investigations based on quantum-mechanical calculations have been conducted to explore static properties of intrinsic as well as extrinsic point defects in zinc oxide (see e.g., Refs. [18, 19, 20, 21, 22, 23, 6, 122]). Recently, migration barriers were calculated for Li in wurtzitic ZnO [122] and for the doubly positively charged zinc interstitial in cubic ZnO (zinc blende structure) [123] but at present there is no comprehensive study on the mobilities of intrinsic point defects in zinc oxide.

In order to determine migration paths and barriers for vacancy and interstitial motion in zinc oxide, density functional theory (DFT) calculations in conjunction with the climbing image nudged elastic band method (CI-NEB) were performed [124, 125]. The complete set of migration paths to first and second nearest neighbors on the respective sublattice has been derived for the wurtzite lattice taking into account the non-ideal axial ratio of ZnO as well as defect induced symmetry breaking. By using the CI-NEB method, a minimal number of constraints was imposed when searching for saddle points. Unlike experiments which provide only a compound value for the diffusivity, the present approach allows to separate unequivocally the various contributions to the diffusivity. Since only isolated intrinsic point defects are considered, association of defects, in particular with impurities [21, 83, 122], is not included in the present study.

In the next section, the equations describing diffusion in terms of attempt frequencies and migration barriers are summarized. Section 6.3 describes the computational framework and
discusses potential sources of errors. The migration paths and the self-diffusion of oxygen and zinc are treated in Sec. 6.4 and Sec. 6.5, respectively.

6.2. Background

The rate at which a single isolated point defect $d$ moves via migration path $i$ can usually be described by an Arrhenius law [115]

$$
\Gamma_i^d = \Gamma_{0,i} \exp \left[ -\Delta G_m^i / k_B T \right].
$$

(6.1)

In principle, the attempt frequency ($\Gamma_{0,i}$) can be obtained within harmonic transition-state theory via the Vineyard equation [126] but it is frequently approximated by a characteristic frequency such as the lowest Raman mode [119], the Einstein or the Debye frequency. The free enthalpy of migration ($\Delta G_m^i$) is given by

$$
\Delta G_m^i = \Delta H_m^i + p \Delta V_m^i - T \Delta S_m^i
$$

(6.2)

where $\Delta H_m^i$ is the enthalpy of migration ($\Delta V_m^i$) is the migration volume and $\Delta S_m^i$ denotes the migration entropy. For small pressures, the pressure-volume term approaches zero, and can be disregarded. The entropy term enters the pre-factor. Since migration entropies are usually in the range of 1 to $2k_B$, this, however, constitutes merely a minor effect (compare Sec. 4.2.2). Entropic contributions were therefore neglected in the present work. The factor which most crucially affects the jump rate (and eventually the diffusion rate) is the migration enthalpy ($\Delta H_m^i$). Its determination for different defects, migration paths, and charge states is subject of the present chapter.

6.3. Methodology

6.3.1. Saddle point finding

The thermodynamic properties of a system are determined by the distribution and the energy differences between the local minima on the potential energy surface (PES). Similarly, the kinetics are governed by the distribution of the paths connecting the local minima and the respective barrier heights. The relevant quantities are schematically depicted for a one-dimensional PES in Fig. 6.1.
Local minima can usually be found with comparably small computational effort using e.g., conjugated gradients minimization, Monte-Carlo techniques or simulated annealing. The identification of minimum energy paths (MEP) and thus energy barriers constitutes a more difficult task. The problem is equivalent to finding the saddle points of the PES, i.e. two criteria must be satisfied\(^\dagger\) (1) \(\nabla_{\mathbf{R}} E = 0\) and (2) at least one of the eigenvalues of the Hesse matrix \(\Delta_{\mathbf{R}} E\) must be negative. Since the evaluation of second derivatives is computationally very demanding, a number of techniques such as the dimer, the nudged elastic band (NEB) method or the Lanczos method have been developed which require evaluation of first derivatives only [124, 127].

In the nudged elastic band (NEB) method [124] a number of images are distributed between the initial (e.g., vacancy on site A) and the final state (e.g., vacancy on site B) of the system. The images are connected via elastic springs. A numerical algorithm (e.g., conjugated gradients or damped molecular dynamics) is used to minimize the forces on the images taking into account the action of the springs. Upon optimization, the chain of images successively moves towards the nearest MEP. The situation is schematically shown for a two-dimensional PES in Fig. 6.2(a). The space, in which the actual minimization is carried out, is \(3N\)-dimensional where \(N\) is the number of atoms in the system. The climbing image NEB (CI-NEB) scheme is an extension of the standard NEB method [124, 125]. Firstly, the image with the highest energy is selected. Then the force along the direction of the two neighboring images is projected out and inverted. Eventually, all forces are minimized. When convergence is achieved, the climbing image is located at the saddle point.

\(^\dagger\)The energy is derived with respect to the vector \(\mathbf{R} = \{r_1, r_2, \ldots, r_N\} (\mathbf{R} \in \mathbb{R}^{3N})\) where \(r_i\) is the coordinate vector of particle \(i\).
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![Diagram showing potential energy surface](image)

(a) Nudged-elastic band (NEB) method
(b) Dimer method

**Figure 6.2.** Schematic of a two-dimensional potential energy surface illustrating (a) the NEB/Cl-NEB and (b) the dimer method. The blue and red circles mark the initial and final state respectively. The white circles mark intermediate images of the system. The yellow circles indicate the climbing image which is the replica with the highest energy and which eventually is located at the saddle point. (b) The line connects successive configurations along the path connecting the two minima. The final configuration which corresponds to the saddle point is labeled yellow.

The dimer method [128] is applicable also if the final state of the system is unknown. It employs two replicas of the system which are displaced with respect to each other by some small distance\(^\dagger\). In order to find the nearest saddle point the dimer is moved uphill on the PES. Concurrently, it is rotated in order to line up with the lowest curvature mode at the point of the PES where it is currently located. When the drag force on the dimer vanishes, a saddle point has been reached. The search strategy is schematically shown for a two-dimensional PES in Fig. 6.2(b).

### 6.3.2. Computational method

Calculations within density functional theory (DFT) were carried out with the Vienna ab-initio simulation package (VASP) [103] using the projector-augmented wave (PAW) method [62, 104] and the generalized gradient approximation (GGA) in the parameterization by Perdew and Wang (PW91) [25]. In order to properly account for the position of the Zn-

\(^\dagger\)Typically, the distance between the two replicas is about \(\| \mathbf{R}_1 - \mathbf{R}_2 \| \approx 0.1 \text{ Å} \).
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3d levels the GGA+$U$ scheme in the formulation by Dudarev et al. [54] was adopted as described in detail in the foregoing chapter. Hexagonal 32-atom supercells were employed equivalent to $2 \times 2 \times 2$ primitive unit cells. The plane-wave energy cutoff was set to 500 eV and a $\Gamma$-point centered $2 \times 2 \times 2$ $k$-point grid was used for Brillouin zone sampling. A discussion of the potential sources of errors is given in the appendix.

6.3.3. Determination of diffusion paths

The wurtzite lattice is composed of two interpenetrating hexagonal close packed (hcp) lattices occupied by zinc and oxygen atoms, respectively. It follows that the diffusion paths for oxygen (V$_O$) and zinc vacancies (V$_Zn$) can be deduced from the diffusion paths available on the hcp lattice; similarly this applies for oxygen interstitials (O$_i$) which adopt dumbbell-like ground state configurations (see chapter 4 and Refs. [21, 6]). The migration paths for the zinc interstitial (Zn$_i$) are based on the simple hexagonal lattice formed by the ideal octahedral interstitial sites. Since previous studies [18, 19, 20] consistently found that antisites have extremely high formation energies, antisite mediated diffusion mechanisms can be safely ruled out and were not considered.

In order to obtain the energy barriers for the various diffusion paths the climbing image nudged elastic band (CI-NEB) method [124, 125] was employed as implemented for VASP by Henkelman, Jónsson and others [129]. The convergence of the minimum energy path (MEP) and the saddle point was checked by using up to eight images. As the saddle point determination worked already reliably for a small number of images, for most computations only three or four images were used. The images of the NEB were relaxed until the maximum residual force was less than 15 meV/Å. For several configurations the saddle points were confirmed by performing dimer calculations [128] at a higher level of convergence. The differences between the CI-NEB and the dimer saddle point energies amounted to about 1 meV and less, which confirms the reliability of the CI-NEB approach.

Since the defect charge states vary with the electron chemical potential due to the explicit Fermi energy dependence of the formation enthalpies (see equation (4.8)), the migration barriers have to be determined independently for all relevant charge states (V$_O$: $0 \leq q \leq +2$; O$_i$: $-2 \leq q \leq +2$; V$_Zn$: $-2 \leq q \leq 0$; Zn$_i$: $0 \leq q \leq +2$).
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6.4.1. Migration paths

Vacancy diffusion

The possible diffusion paths via first as well as second nearest oxygen neighbors are schematically shown in Fig. 6.3. Among the jumps to first nearest oxygen sites, there are six symmetry equivalent paths in the (0001) plane (A, 1st nbr: in-plane) and six equivalent paths with components parallel to the [0001] axis (B, 1st nbr: out-of-plane). On an ideal hcp-lattice \((c/a = \sqrt{8/3} = 1.633)\) these two paths are equivalent. In the present case they are, however, distinct, since the axial ratio of the oxygen hcp-lattice is slightly smaller than ideal \((c/a = 1.611)\). Considering jumps to second nearest oxygen sites, another six symmetry equivalent possibilities for upward and downward motion are obtained (C, 2nd nbr: out-of-plane). Both out-of-plane paths also lead to in-plane displacements of the migrating atom.

The calculated diffusion barriers are compiled in Tab. 6.1 and Fig. 6.4 shows a typical energy pathway. The migration enthalpies for first-nearest neighbor migration display a rather diverse behavior. In the neutral charge state the in-plane migration barrier is 0.5 eV lower than its out-of-plane counterpart indicating anisotropic diffusion behavior. On the other hand, since for the 2+ charge state process B possesses the lowest barrier, taking
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![Energy pathway for oxygen vacancy migration via in-plane path A. The large yellow circles symbolize the moving oxygen atom, the small white squares indicate the initial and final position of the vacancy. Projections along [0001].](image)

into account the displacements parallel and perpendicular to the [0001] axis the diffusivity should display isotropic behavior (also compare equations (6.7) and (6.8). The charge state 1+ represents an intermediate case.

**Interstitial diffusion**

There are at least three oxygen interstitial configurations which have been identified as local minima of the energy hypersurface based on DFT calculations (see Chapter 4 and Ref. [6]). In equilibrium oxygen interstitials adopt the dumbbell (O\text{dumb}) or the rotated dumbbell (O\text{rot-dumb}) configuration. The highly symmetric octahedral interstitial (O\text{oct}) is energetically unfavorable as a ground state configuration, but it can occur as an intermediate state along the diffusion path as will be discussed below.

The two dumbbell configurations (O\text{dumb} and O\text{rot-dumb}) possess a threefold symmetry axis, i.e. rotations about the [0001]-axis by multiples of 120° generate symmetry equivalent copies of the original defect. Furthermore (ignoring small differences in the atomic relaxations), the O\text{dumb} and O\text{rot-dumb} can be transformed into each other by application of a sixfold mirror axis (6\text{m}). In the following, this “on-site” transformation is referred to as process X.
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Table 6.1: Energy barriers for vacancy and interstitial mediated migration of oxygen in units of eV as obtained from CI-NEB calculations. The formation enthalpies of the respective ground state configurations obtained in Chapter 5 are included for reference (zinc-rich conditions, Fermi level at valence band maximum). See Figs. 6.3 and 6.5 for definition of migration paths.

<table>
<thead>
<tr>
<th>Migration path</th>
<th>Charge state</th>
<th>q = +2</th>
<th>q = +1</th>
<th>q = 0</th>
<th>q = −1</th>
<th>q = −2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen vacancy, ( V_O )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: in-plane A</td>
<td></td>
<td>1.49</td>
<td>1.37</td>
<td>1.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: out-of-plane B</td>
<td></td>
<td>1.09</td>
<td>1.38</td>
<td>2.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd nbr: out-of-plane C</td>
<td></td>
<td>3.62</td>
<td>3.79</td>
<td>4.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>formation enthalpy</td>
<td></td>
<td>−0.73</td>
<td>0.71</td>
<td>1.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxygen interstitial, ( O_i )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: in-plane A</td>
<td>( O_{i,db} \leftrightarrow O_{i,db} )</td>
<td>1.34</td>
<td>1.25</td>
<td>1.09</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1st nbr: in-plane A2</td>
<td>( O_{i,rot-db} \leftrightarrow O_{i,rot-db} )</td>
<td>1.03</td>
<td>0.98</td>
<td>0.95</td>
<td>0.23</td>
<td>0.40</td>
</tr>
<tr>
<td>1st nbr: out-of-plane B1</td>
<td>( O_{i,db} \leftrightarrow O_{i,rot-db} )</td>
<td>1.23</td>
<td>1.09</td>
<td>0.81</td>
<td>0.43</td>
<td>0.88</td>
</tr>
<tr>
<td>1st nbr: out-of-plane B2</td>
<td>( O_{i,db} \leftrightarrow O_{i,rot-db} )</td>
<td>1.23</td>
<td>1.09</td>
<td>0.81</td>
<td>0.43</td>
<td>0.88</td>
</tr>
<tr>
<td>2nd nbr: out-of-plane C</td>
<td>( O_{i,db} \leftrightarrow O_{i,rot-db} )</td>
<td>1.98</td>
<td>1.78</td>
<td>1.60</td>
<td>0.60</td>
<td>1.37</td>
</tr>
<tr>
<td>formation enthalpy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>energy difference ( g_s \rightarrow O_{i,db}/O_{i,rot-db} )</td>
<td></td>
<td>5.08</td>
<td>4.59</td>
<td>4.70</td>
<td>7.08</td>
<td>8.79</td>
</tr>
<tr>
<td>energy difference ( g_s \rightarrow O_{i,oct} )</td>
<td></td>
<td>+0.29</td>
<td>+0.25</td>
<td>+0.15</td>
<td>+0.48</td>
<td>+0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.44</td>
<td>+1.33</td>
<td>+1.10</td>
<td>+0.14</td>
<td>+0.30</td>
</tr>
</tbody>
</table>

While in neutral and positive charge states the two oxygen atoms are bonded, they adopt a split-interstitial configuration in negative charge states (see Sec. 4.3.2 and Ref. [6]). In spite of this difference, the migration paths can be described on a similar basis for all charge states. Invoking the symmetry of the lattice the following mechanisms for oxygen interstitial migration can be distinguished, which are illustrated in detail in Fig. 6.5(a-c).

(a) **in-plane movement** – processes \( A_1 \) and \( A_2 \)

In process \( A_1 \) one of the atoms of a dumbbell interstitial \( O_{i,db} \) moves away from its partner and forms a new dumbbell with one of the two nearest oxygen atoms. Because of the threefold symmetry axis of the dumbbell there are three dumbbell orientations per oxygen site with two possible “target” atoms each, such that all of the six nearest in-plane neighbors on the hcp oxygen lattice can be reached. Process \( A_2 \) is the equivalent migration path for a rotated dumbbell interstitial.

(b) **out-of-plane movement** – processes \( B_1 \) and \( B_2 \)
6. Migration mechanisms and diffusion of intrinsic defects

Figure 6.5.: Diffusion paths accessible to oxygen interstitials on the wurtzite lattice via jumps to first or second nearest neighbor sites. Panels (a) and (b) show in-plane and out-of-plane diffusion paths to first nearest oxygen neighbors, panel (c) illustrates out-of-plane diffusion via second nearest oxygen neighbors. The size of the spheres scales with the position of the atom along the [0001]-axis.

In both processes one of the atoms in the dumbbell (rotated dumbbell) moves to one of the first nearest out-of-plane neighbors forming a rotated dumbbell (dumbbell) interstitial at the new site.

(c) *out-of-plane movement* – process C

This process is similar to processes B₁ and B₂, but the interstitial migrates via jumps to second nearest oxygen neighbors thereby bridging larger distances in the lattice. The moving atom traverses through the octahedral interstitial configuration as indicated in Fig. 6.5(c) by the small grey spheres.

Equivalent to processes B and C for vacancy migration, all of the out-of-plane migration paths (processes B₁, B₂, C) involve in-plane displacements as well. The concatenation of these processes leads to the migration of oxygen via an interstitialcy mechanism.

For the on-site transformation (process X), activation energies smaller than 0.1 eV are obtained (with respect to the configuration which is higher in energy). Since all other energy barriers in the system are at least by a factor of two larger (compare Tab. 6.1), this
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process should never be rate-determining and is not considered any further. The energy barriers for the remaining migration processes are compiled in Tab. 6.1. For the (out-of-plane) processes B₁, B₂ and C, which implicitly transform between the two dumbbell states, only the barrier from the respective ground state configuration is given (Oi,db for \( q = 0, +1, +2 \) and Oi,rot-db for \( q = -1, -2 \)).

As shown in Fig. 6.6, all processes show comparable trends with charge state. Going from charge state 2+ to charge state 0 the barriers decrease slightly. A sudden drop occurs as the charge state becomes negative but the barriers rise again as yet another electron is added to the system (\( q = -2 \)). For all paths the barriers are minimal for a charge state of \( 1^- \).

The significantly lower migration barriers for oxygen interstitial migration in negative charge states can be rationalized based on the analysis of oxygen interstitial configurations given in Chapter 4. In neutral and positive charge states, the ground state configuration is stabilized by the formation of a strong oxygen–oxygen bond. When the system is negatively charged, it is favorable to split this bond and to adopt a configuration in which the oxygen atoms are relatively far apart (compare Sec. 4.3.2). Migration of oxygen interstitials in neutral or positive charge states thus requires breaking the strong oxygen–oxygen bond. On the other hand, for negative charge states motion of oxygen interstitials can be accomplished by breaking and reforming a minimal set of bonds leading to significantly lower migration barriers.

The energy surface for oxygen interstitial migration possesses many local minima (Oi,db, Oi,rot-db, Oi,oct) and saddle points, and is also quite flat in some regions (compare e.g., the “on-site” transformation process X). As a result, the minimum energy paths are rather complex, which is schematically depicted in Fig. 6.7 for the charge states \( q = +2, 0, \) and \(-2\).

The in-plane migration paths A_1 and A_2 possess simple saddle points. For the neutral and positive charge states, they are almost identical if the energy difference between the dumbbell (Oi,db) and rotated dumbbell (Oi,rot-db) is taken into account (compare Fig. 6.6). The saddle point is close in energy to the octahedral interstitial which is plausible considering Fig. 6.5(a). For the negative charge states, the migration barrier A_2 is very low and the saddle point configuration is again very close to the octahedral interstitial configuration. Since the energy barrier for process A_2 is lower than the energy difference between Oi,rot-db and Oi,db, the path A_1 becomes redundant.
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Figure 6.6: Charge state dependence of oxygen interstitial migration enthalpies. For the in-plane path \( A_2 \), the energy difference \( (\Delta E_{O_i}) \) between the dumbbell \( (O_{i,db}) \) and rotated dumbbell \( (O_{i,rot-db}) \) configurations has been included (compare Fig. 6.7).

The out-of-plane paths \( B_1 \) and \( B_2 \) yield practically identical saddle points. For the negative charge states the saddle point for the transformation of \( O_{i,rot-db} \) into \( O_{i,db} \) is found to coincide almost exactly with the (regular) dumbbell \( (O_{i,db}) \) configuration. Thus, the barrier for the migration of \( O_{i,rot-db} \) is essentially given by the energy difference between \( O_{i,rot-db} \) and \( O_{i,db} \).

The most complex minimum energy path is observed for the migration along path \( C \). For all charge states the octahedral interstitial occurs as an intermediate state as indicated in Fig. 6.5. While the charge state is changing from 2+ to 2− the depth of the local minimum associated with the octahedral interstitial changes from 0.01 eV (\( q = +2 \)) to 0.90 eV (\( q = -2 \)). At the same time the local minimum corresponding to the rotated dumbbell \( (q \geq 0) \) and dumbbell \( (q < 0) \) states, respectively, becomes more and more shallow. Actually, in order to deal properly with these features of the energy surface, one would need to describe the migration process \( C \) in negative charge states similar to a reaction with pre-equilibrium. Since the barriers for the alternative processes \( (A_1, A_2, B_1, \) and \( B_2 \) ), have lower barriers, they will, however, be rate-determining and the additional complexity arising for path \( C \) can be safely neglected. Thus, only the maximum barrier heights were compared for the latter case (see Tab. 6.1).

In summary, a migrating oxygen atom can move through a series of single jumps with in-plane as well as out-of-plane components of the displacement vector. Since in neutral and positive charge states the migration enthalpies for in and out-of-plane paths are very similar, a nearly isotropic behavior would be expected. On the other hand, for the negative
Figure 6.7.: Schematic of the energy surface for oxygen interstitial migration for charge states \( q = -2 \) (a), \( q = 0 \) (b), and \( q = +2 \) (c). The zero of the energy scale corresponds to the respective ground state (\( q \geq 0 \): \( O_{i,db} \), \( q < 0 \): \( O_{i,rot-db} \)). The energetically higher-lying states can transform into the ground state via the on-site transformation process \( X \) (not shown) which has a very small barrier.

charge states the in-plane path \( A_1 \) is significantly lower in energy than the two lowest out-of-plane paths (\( B_1, B_2 \)), which should give rise to anisotropic diffusion.

**Comparison with experiment**

Annealing measurements after electron [130, 31] as well as ion irradiation [131] have shown that the onset of significant recovery occurs between 80 and 130 K which has been taken as evidence for host interstitial migration [130]. In fact, the oxygen interstitial diffusion barriers for charge states \( q = -1 \) and \( -2 \) are small enough to allow defect diffusion at such low temperatures. Assuming a typical annealing time of 10 min, and requiring a mean
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square displacement between (100 nm)$^2$ and (1000 nm)$^2$, threshold temperatures\(^8\) between 80 and 100 K are obtained for charge state $q = -1$, and between 130 and 160 K for charge state $q = -2$ in good agreement with experiment. The other charge states should not contribute to annealing at temperatures less than 350 K.

Using positron annihilation spectroscopy in combination with electron irradiation of n-type zinc oxide samples, Tuomisto et al. were able to deduce an activation energy for the neutral oxygen vacancy of 1.8 ± 0.1 eV [132]. Again, the calculations are consistent with this observation giving a minimum barrier of 1.87 eV (process A, Tab. 6.1).

6.4.2. Diffusivities

Derivation of diffusivities

If all migration barriers are known, the defect diffusivity is obtained by a summation over the available paths

$$D^d = \frac{1}{2} \sum_i \zeta_i \Gamma_i^d |\lambda_i|^2$$

(6.3)

where $|\lambda_i|$ is the jump length, $\zeta_i$ is the multiplicity (as given in Tab. 6.1), and the jump rate, $\Gamma_i^d$, is given by equation (6.1). By projecting the displacement vector $(\lambda_i)$ onto special lattice directions the components of the diffusivity tensor can be obtained. Due to the symmetry of the wurtzite lattice, there are only two independent components, which are conventionally denoted $D_\perp$ and $D_\parallel$ for diffusion perpendicular and parallel to the [0001] axis, respectively.

Experimentally, diffusivities are usually obtained by measuring the mobility of tracer atoms. Considering the vacancy and interstitialcy mechanisms, which have been introduced in the foregoing section, a tracer atom can only migrate if a vacancy or interstitial defect is available in its neighborhood. Therefore, the tracer diffusivity (or self-diffusion coefficient), $D^s$, depends on the diffusivities of vacancies, $D^v$, and interstitials, $D^i$, as well as on the respective concentrations, $c^v$ and $c^i$, according to

$$D^s = f^v Z^v c^v D^v + f^i Z^i c^i D^i$$

(6.4)

\(^8\)In order for a defect to anneal it must be able to migrate a certain distance $\sqrt{\langle r^2 \rangle_{\text{min}}} \), during the annealing time ($\tau$). Using the Einstein relation, $\langle r^2 \rangle = 6D\tau$, the onset temperature for annealing is established as the temperature for which $6D\tau$ exceeds $\sqrt{\langle r^2 \rangle_{\text{min}}} \).
where $f^v$ and $f^i$ are lattice dependent correlation factors typically of order unity, and $Z^v$ and $Z^i$ are the number of possible target sites. The exact determination of the correlation factors is a subject in its own right [115]; in the present context the approximation $f^{v,i} = 1 - 1/Z^{v,i}$ is used. Because the wurtzite lattice is composed of two interpenetrating hexagonal close packed sublattices, the coordination numbers are $Z^v = Z^i = 12$. Since either interstitials or vacancies prevail under oxygen and zinc-rich conditions, respectively, one of the two terms in equation (6.4) is usually dominating. Therefore, it is admissible and instructive to discuss the vacancy and interstitialcy mechanism as well as the charge states separately.

In case of an intrinsic mechanism, the defect concentrations are determined by the thermodynamic equilibrium conditions and follow an Arrhenius law behavior,

$$
c^d = c^d_0 \exp \left[ -\Delta G^d_d / k_B T \right]
$$

which, if entropic contributions are neglected, can be approximated by

$$
c^d \approx c^d_0 \exp \left[ -\Delta H^d_d / k_B T \right]
$$

where $\Delta H^d_d$ is the defect formation enthalpy. Therefore, in case of an intrinsic mechanism the activation energy measured in a diffusion experiment comprises both the formation ($\Delta H^f$) and the migration enthalpy ($\Delta H^m$). In contrast, in case of an extrinsic mechanism, the defect concentrations ($c^v$ or $c^i$) are externally controlled e.g., through intentional or unintentional doping and therefore, the activation energy contains only the migration barrier.

It is expedient to discuss the parameters which influence the tracer diffusion coefficient in the presence of an intrinsic diffusion mechanism. Apart from the obvious temperature dependence, $D^*$ is affected by (i) the chemical potential (i.e., the partial pressures of Zn and O) and (ii) the Fermi level: (i) Since the formation enthalpies in equation (6.6) depend linearly on the chemical potential [77], according to equation (6.4) the tracer diffusion coefficient will vary as well. Neither the migration barriers ($\Delta H^m_d$) nor the attempt frequencies ($\Gamma_{0,i}$) are explicit functions of the chemical potential. (ii) The formation enthalpies of charged defects also change linearly with the Fermi level (compare equation (4.8)), again affecting the tracer diffusion coefficient through equations (6.4) and (6.6). In addition, the diffusion coefficient depends implicitly on the Fermi level, since it determines which charge state of a given defect is the most stable and thus which migration barrier is relevant.
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Table 6.2: Multiplicities ($\zeta_i$) and displacements ($\lambda_i$; compare equation (6.3)), for vacancy and interstitial migration as they enter the calculation of diffusivities via equation (6.3). $\lambda_\perp$: displacement within (0001) plane in units of $a$; $\lambda_\parallel$: displacement parallel to [001] axis in units of $c$ ($a$ and $c$ are the lattice constants of the wurtzite structure).

<table>
<thead>
<tr>
<th>Migration path</th>
<th>$\zeta_i$</th>
<th>$\lambda_\perp$</th>
<th>$\lambda_\parallel$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen vacancy, $V_O$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: in-plane (A)</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1st nbr: out-of-plane (B)</td>
<td>6</td>
<td>$\sqrt{1/3}$</td>
<td>1/2</td>
</tr>
<tr>
<td>2nd nbr: out-of-plane (C)</td>
<td>6</td>
<td>$\sqrt{4/3}$</td>
<td>1/2</td>
</tr>
<tr>
<td>Oxygen interstitial, $O_i$, neutral and positive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: in-plane (A, A2)</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1st nbr: out-of-plane (B1, B2)</td>
<td>6</td>
<td>$\sqrt{1/3}$</td>
<td>1/2</td>
</tr>
<tr>
<td>2nd nbr: out-of-plane (C)</td>
<td>6</td>
<td>$\sqrt{4/3}$</td>
<td>1/2</td>
</tr>
<tr>
<td>Oxygen interstitial, $O_i$, negative charge states</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: in-plane (A2)</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1st nbr: out-of-plane (B1+X, B2+X)</td>
<td>3</td>
<td>$\sqrt{1/3}$</td>
<td>1/2</td>
</tr>
<tr>
<td>1st nbr: in-plane (B1+B1)</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1st nbr: out-of-plane (B1+B2, B2+B1)</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

In summary, in the case of an intrinsic mechanism, the dependence of the self-diffusion coefficient on the chemical potential as well as the Fermi level originates predominantly from the dependence on the defect concentration. In contrast, in the case of an extrinsic mechanism, the dependence on chemical potential and Fermi level should be significantly less pronounced.

Using equations (6.1–6.6) and the parameters given in Tab. 6.2, one arrives at the following expressions for the diffusivity tensor components for the oxygen vacancy ($\beta = 1/k_B T$)

\[ D_\perp = \frac{1}{2} \Gamma_0 a^2 \left[ 3e^{-\beta \Delta E_A} + e^{-\beta \Delta E_B} + 4e^{-\beta \Delta E_C} \right] \]  \hspace{1cm} (6.7)

\[ D_\parallel = \frac{3}{4} \Gamma_0 e^2 \left[ e^{-\beta \Delta E_B} + e^{-\beta \Delta E_C} \right]. \]  \hspace{1cm} (6.8)

In the case of the oxygen interstitial, positive and negative charge states need to be separated. For neutral and positively charged interstitials, the small energy difference ($\Delta E_{O_i}$) between the dumbbell ($O_{i,db}$) and rotated dumbbell ($O_{i,rot-db}$) configurations allows the assumption that both types contribute to diffusion. The resulting migration paths are shown in Fig. 6.5; the according multiplicities and displacements are given in Tab. 6.2.
Taking furthermore into account the ratio of the population probabilities for the dumbbell \((O_{i,db})\) and rotated dumbbell \((O_{i,\text{rot-db}})\) states, one obtains

\[
D_{\perp} = \frac{1}{2} \Gamma_0 a^2 \left[ 3e^{-\beta \Delta E_{A1}} + 3e^{-\beta(\Delta E_{Oi} + \Delta E_{A2})} + e^{-\beta \Delta E_{B1}} + e^{-\beta \Delta E_{B2}} + 4e^{-\beta \Delta E_{C}} \right] \\
D_{\parallel} = \frac{3}{4} \Gamma_0 c^2 \left[ e^{-\beta \Delta E_{B1}} + e^{-\beta \Delta E_{B2}} + e^{-\beta \Delta E_{C}} \right].
\] (6.9) (6.10)

On the other hand, for the negative charge states, the calculations have shown the energy difference between the two dumbbell configurations to be larger than some of the barriers in the system. Therefore, only the rotated interstitial \((O_{i,\text{rot-db}})\) can contribute to oxygen diffusion. Furthermore, the saddle point configuration along paths \(B_1\) and \(B_2\) is found to be essentially identical with the dumbbell interstitial \((O_{i,db})\). In order to account for these observations, modified first-nearest neighbor migration paths need to be constructed by concatenating the elementary processes \(B_1\), \(B_2\), and \(X\) as shown in Fig. 6.8. Using the multiplicities and displacements from Tab. 6.2, the diffusivities are obtained as

\[
D_{\perp} = \Gamma_0 a^2 \left[ 6e^{-\beta \Delta E_{A2}} + 13e^{-\beta \Delta E_{B1}} + 7e^{-\beta \Delta E_{B2}} \right] \\
D_{\parallel} = \frac{27}{8} \Gamma_0 c^2 \left[ e^{-\beta \Delta E_{B1}} + e^{-\beta \Delta E_{B2}} \right].
\] (6.11) (6.12)
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where process C has been neglected because of its large migration barriers (see Sec. 6.4.1 and Tab. 6.1).

In order to obtain the tracer diffusivities (assuming purely intrinsic behavior), the formation enthalpies derived in the previous chapter are used (for completeness reproduced in Tab. 6.1). The attempt frequency was approximated by the Debye frequency \( \Gamma_0 \approx 8 \text{ THz} \).

Comparison with experiment

In the past a number of accounts on the diffusion of oxygen in zinc oxide have been published (see Refs. [116, 117, 118, 119, 120, 121]; also compare literature review in Ref. [119]). The earliest studies relied on gaseous-exchange techniques [116, 117], but later on these data have been deemed as unreliable because of experimental problems related to the use of platinum tubes [118] and the evaporation of zinc oxide [118, 119]. More recent studies employed secondary ion mass spectroscopy (SIMS) to obtain diffusivities from depth profiles [119, 120, 121] and also included intentionally doped samples [120, 121].

Figure 6.9.: Competition between vacancy and interstitialcy mechanisms. (a) Dependence of diffusivity on chemical potential and Fermi level at a temperature of 1300 K. (b) Effect of temperature. The dark grey areas indicate the experimental data range around 1300 K. The Arrhenius plots for regions I (interstitialcy mechanism dominant) and II (vacancy mechanism dominant) are shown in Fig. 6.10.
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Figure 6.10.: Oxygen tracer diffusivity in zinc oxide from experiment and calculation. Experimental data from Moore and Williams (Ref. [116]), Hofmann and Lauder (Ref. [117]), Robin et al. (Ref. [118]), Tomlins et al. (Ref. [119], 3M sample), Haneda et al. (Ref. [120]), and Sabioni et al. (Ref. [121]). Solid and dashed lines correspond to regions I (interstitialcy mechanism dominant) and II (vacancy mechanism dominant) in Fig. 6.9, respectively. The reliability of the data from Refs. [116] and [117] has been questioned in the past (see Refs. [118, 119] and text for details) but included in the plot for completeness.

Efforts a consistent picture has not emerged yet. The pre-factors and activation energies reported in the literature are widely spread which according to the analysis by Tomlins et al. [119] is probably related to insufficient statistics. Furthermore, direct comparison with the experimental diffusion data is hampered, since there are unknown parameters such as the Fermi level, the chemical potentials of the constituents, or possible impurity induced changes in the intrinsic defect concentrations.

The dependence of the self-diffusion coefficient on chemical potential and Fermi level as well as the resulting complicacies in the comparison with experiment are exemplified in Fig. 6.9. Interstitialcy and vacancy mechanisms dominate under oxygen and zinc-rich conditions, respectively. The larger formation enthalpies ($\Delta H^f$) of oxygen interstitials as compared to vacancies are compensated by lower migration enthalpies ($\Delta H^m$), leading
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to a balance between the two mechanisms. (The areas corresponding to vacancy and interstitialcy mechanisms in Fig. 6.9 are nearly equally large). As illustrated in Fig. 6.9(b), the transition between the two regimes is only weakly dependent on temperature showing a slight increase of the interstitialcy mechanism region with rising temperature.

The range of experimental data is shown by the dark grey shaded area, which reveals that both mechanisms can *in principle* explain the experimentally observed diffusivities. Since undoped zinc oxide typically exhibits n-type behavior, Fig. 6.10 compares the temperature dependence of the diffusivity near the bottom of the conduction band for the cases I (interstitialcy mechanism dominates) and II (vacancy mechanism dominates) indicated in Fig. 6.9. Both mechanisms yield similar curves and show good agreement with the experimental data in the temperature region up to about 1450 K. Above this temperature the experimental data is very unreliable and subject to question as discussed before [119].

At this point, one can conclude that both mechanisms can explain the experimentally measured diffusivities. Since all experimental studies were performed in oxygen atmosphere, the conditions are, however, closer to the oxygen-rich side of the phase diagram for which the interstitialcy mechanism dominates. Sabioni suggested that oxygen interstitial diffusion occurs by motion of null or negatively charged species [133] which is supported by the present analysis. Zinc oxide is typically intrinsically n-type conducting and the oxygen interstitial is indeed found to diffuse in charge states $q = 0$ and $q = -2$.

![Figure 6.11: Charge state dependence of migration barriers for zinc vacancy (left) and interstitial (right) diffusion.](image)


Table 6.3.: Energy barriers for zinc vacancy and interstitial migration in units of eV as obtained from CI-NEB calculations. Displacements are given with respect to the lattice constants \(a\) and \(c\). The formation enthalpies of the respective ground state configurations obtained in Chapter 5 are included for reference (zinc-rich conditions, Fermi level at valence band maximum). \(\zeta_i\): multiplicities (compare equation (6.3)); \(\lambda_{\perp}\): displacement within (0001) plane in units of \(a\); \(\lambda_{\parallel}\): displacement parallel to [0001] axis in units of \(c\) (\(a\) and \(c\) are the lattice constants of the wurtzite structure).

<table>
<thead>
<tr>
<th>Migration path</th>
<th>(\zeta_i)</th>
<th>(\lambda_{\parallel})</th>
<th>(\lambda_{\perp})</th>
<th>Charge state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zinc vacancy, (V_{\text{Zn}})</td>
<td>(q = 0)</td>
<td>1.36</td>
<td>1.33</td>
<td>1.51</td>
</tr>
<tr>
<td>1st nbr: in-plane</td>
<td>A</td>
<td>6</td>
<td>(a) 0</td>
<td></td>
</tr>
<tr>
<td>1st nbr: out-of-plane</td>
<td>B</td>
<td>6</td>
<td>(a/\sqrt{3}) (c/2)</td>
<td>1.19</td>
</tr>
<tr>
<td>2nd nbr: out-of-plane</td>
<td>C</td>
<td>6</td>
<td>(2a/\sqrt{3}) (c/2)</td>
<td>2.86</td>
</tr>
<tr>
<td>formation enthalpy</td>
<td></td>
<td></td>
<td></td>
<td>5.60</td>
</tr>
<tr>
<td>Zinc interstitial, (Zn_i)</td>
<td>(q = +2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st nbr: in-plane (interstitial)</td>
<td>A*</td>
<td>6</td>
<td>(a) 0</td>
<td>0.33</td>
</tr>
<tr>
<td>1st nbr: in-plane (interstitialcy)</td>
<td>A</td>
<td>6</td>
<td>(a) 0</td>
<td>0.89</td>
</tr>
<tr>
<td>1st nbr: out-of-plane (interstitial)</td>
<td>B*</td>
<td>2</td>
<td>(0) (c/2)</td>
<td>1.44</td>
</tr>
<tr>
<td>1st nbr: out-of-plane (interstitialcy)</td>
<td>B</td>
<td>2</td>
<td>(0) (c/2)</td>
<td>0.33</td>
</tr>
<tr>
<td>2nd nbr: out-of-plane (interstitialcy)</td>
<td>C</td>
<td>6</td>
<td>(a) (c/2)</td>
<td>0.22</td>
</tr>
<tr>
<td>formation enthalpy</td>
<td></td>
<td></td>
<td></td>
<td>0.02</td>
</tr>
</tbody>
</table>

6.5. Zinc

6.5.1. Migration paths

Vacancy diffusion

The mechanisms for zinc and oxygen vacancy migration are completely equivalent and have been discussed in Sec. 6.4.1. The calculated migration barriers are compiled in Tab. 6.3 and shown as a function of charge state in Fig. 6.11. Vacancy migration by out-of-plane jumps to first nearest neighbors (path B) is energetically preferred. The barrier for this path decreases from 1.19 eV to 0.77 eV going from the neutral to the doubly negative charge state. Taking into account the projections of the displacement vector perpendicular and parallel to the [0001] direction, path B leads to nearly isotropic diffusion (also compare equations (6.7) and (6.8)).
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**Figure 6.12**: Diffusion paths accessible to zinc interstitials on the wurtzite lattice via jumps to first or second nearest neighbor sites. A: in-plane migration to first nearest neighbors; B and C: out-of-plane migration to first and second nearest neighbors, respectively. Interstitial mechanisms (in contrast to interstitialcy mechanisms) are marked with asterisks.

**Interstitial diffusion**

Zinc interstitials occupy the octahedral interstitial sites of the wurtzite lattice located at the centers of the hexagonal \(\langle 0001\rangle\) channels. The interstitial sites span a simple hexagonal lattice with an axial ratio which is half as large as the one of the underlying wurtzite lattice. The resulting migration paths are shown in Fig. 6.12. Ion migration can occur both via pure interstitial mechanisms, i.e. via jumps on the simple hexagonal interstitial site lattice, as well as via interstitialcy mechanisms. In-plane migration of zinc interstitials can occur via jumps to first-nearest neighbor zinc interstitial sites along \(\langle 2\bar{1}10\rangle\) (process \(A^*\)). Equivalently, out-of-plane motion is possible by first-neighbor jumps through the \(\langle 0001\rangle\) channels of the wurtzite lattice (process \(B^*\)). In-plane and out-of-plane motion can also occur via interstitialcy mechanisms involving first-nearest neighbors. The interstitialcy mechanisms A and B shown in Fig. 6.12 and the interstitial mechanisms \(A^*\) and \(B^*\) lead to equivalent final configurations. Out-of-plane motion via second-nearest neighbor sites is finally also possible via interstitialcy mechanism C equivalent to an effective displacement of \(a/\sqrt{6}(2\bar{1}10) + c/2(0001)\).

The calculated migration barriers are compiled in Tab. 6.3 and plotted as a function of charge state in Fig. 6.11. For first neighbor in-plane migration the interstitial mechanism \((A^*)\) is energetically favored while for first-neighbor out-of-plane migration the interstitialcy mechanism \((B)\) yields the lowest barriers. For any charge state the smallest (dominant)
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The migration barrier is just about a few tenths of an eV (Tab. 6.3) which implies that zinc interstitials should be mobile down to very low temperatures. Using the Einstein relation to estimate the onset temperature for annealing as in Sec. 6.4.1, one obtains threshold temperatures for zinc interstitial migration between 90 and 110 K ($q = +2$), 110 and 130 K ($q = +1$), and 100 and 120 K ($q = 0$). This is in excellent agreement with annealing experiments which find mobile intrinsic defects at temperatures as low as 80 to 130 K [130, 31, 131] (also compare Sec. 6.4.1).

Thomas performed conductivity experiments to measure zinc diffusion and interpreted the activation energy of 0.55 eV as the barrier for zinc interstitial migration [134]. This value is, however, not only higher than the ones found in the DFT calculations but also inconsistent with the threshold temperatures obtained in several recent annealing experiments [31, 130, 131]. Since little experimental details are given in Ref. [134], it is, however, difficult to assess possible origins of this discrepancy.

**Figure 6.13:** Site-projected electronic density of states of the diffusing zinc atoms in the saddle point configurations of the interstitial mechanisms. For interstitial mechanisms only one atom diffuses (processes A*, B*) while for the interstitialcy mechanisms (processes A, B, C) two zinc atoms are involved.
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Notably, with the only exception being the neutral charge state, the lowest migration barriers are obtained for the second neighbor mechanism (process C). Similar to the case of path B for vacancy diffusion, process C involves both in-plane and out-of-plane displacements and, therefore, leads to nearly isotropic diffusion characteristics. In contrast, interstitial migration along the $(0001)$ channels of the wurtzite lattice (process B) is energetically rather unfavorable. As demonstrated in Fig. 6.13 analysis of the site-projected electronic density of states for the migrating zinc atoms shows the saddle point configuration along path C to deviate the least from the ideal configuration, providing and explanation for the very small energy difference between the initial and the transition state.

6.5.2. Discussion

Migration barriers for zinc vacancies and interstitials have been previously calculated by Binks and Grimes (see Ref. [135] and Ref. 17 as cited by Tomlins et al. [136]) using analytic pair potentials in combination with a shell-model description of the oxygen ions. They considered jumps to first-nearest neighbors only and did not include interstitialcy mechanisms. In the past, these results were frequently used to interpret experiments and, in particular, to discriminate between interstitial and vacancy mechanisms (see Ref. [136] and Ref. 12 therein). With respect to the doubly negative zinc vacancy ($V_{Zn}^{00}$) there is at least reasonable agreement between the shell-model potential calculations and the DFT data obtained in the present work. According to Ref. [136] the barriers for processes A and B are 1.81 eV and 0.91 eV, respectively, while the present calculations give values of 1.51 eV and 0.77 eV. For the zinc interstitial, there are, however, significant differences: the DFT barriers are in general smaller and in contrast to the analytic potential calculations indicate isotropic diffusion.

As for oxygen (Sec. 6.4.2) the detailed knowledge of all relevant migration paths and related barriers allows to calculate the macroscopic diffusivities. The vacancy diffusivity is given by equations (6.7) and (6.8) derived previously. Using the equations given in Sec. 6.4.2 one obtains for the zinc interstitial

\[
D_\perp = \frac{3}{2} \Gamma_0 \sigma^2 \left[ e^{-\beta \Delta E_A} + e^{-\beta \Delta E_B} + e^{-\beta \Delta E_C} + e^{-\beta \Delta E_{A^*}} + e^{-\beta \Delta E_{B^*}} + 3e^{-\beta \Delta E_{C^*}} \right] \tag{6.13}
\]

\[
D_\parallel = \frac{1}{4} \Gamma_0 c^2 \left[ e^{-\beta \Delta E_{A^*}} + e^{-\beta \Delta E_B} + 3e^{-\beta \Delta E_C} \right] \tag{6.14}
\]
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The variation of the self-diffusion (tracer) coefficient with the chemical potential and Fermi level as derived from the DFT calculations is shown for a temperature of 1300 K in Fig. 6.14(a). The light grey shaded area indicates the experimental data range at this temperature. Since Fermi level and chemical potential are unknown for these experiments a more direct comparison is not possible. For two exemplifying combinations of Fermi level and chemical potential (dark grey shaded areas I and II in Fig. 6.14(a)) the temperature dependence of the diffusivity is shown in Fig. 6.14(b). Both mechanisms reproduce the experimentally observed dependence. The analysis illustrates that vacancy mediated diffusion can explain the experimental data for Fermi levels close to the conduction band minimum (CBM) and chemical potentials which tend to oxygen-rich conditions. In the opposite case zinc interstitial mediated diffusion should dominate. Since most often ZnO is n-type conducting the diffusion studies in the literature most likely sampled zinc vacancy mediated self-diffusion.
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Together with the results for the migration of oxygen it is now possible to establish a hierarchy for the mobilities of intrinsic defects in zinc oxide. The most mobile defects are zinc interstitials followed by oxygen interstitials, zinc vacancies and oxygen vacancies. These data provide further support for the most widely discussed model for degradation of zinc oxide based varistors. This model assumes zinc interstitials to migrate in the vicinity of grain boundaries and oxygen vacancies to be rather immobile (see e.g., Ref. [29, 30]).

6.6. Potential sources of error

In DFT calculations of point defect properties, three major sources of error have to be taken into account (also compare previous chapter): (1) the underestimation of the band gap, (2) elastic, and, if charge defects are considered, (3) electrostatic image interactions.

The underestimation of the band gap is an intrinsic shortcoming of the local density (LDA) or generalized gradient (GGA) approximations. It is crucial to correct for this deficiency if formation enthalpies ($\Delta H^f$) are to be computed for configurations with different electronic properties, for example acceptor and donor-like defects [80, 19]. On the other hand, migration barriers ($\Delta H^m$) are obtained as energy differences between electronically similar configurations. In addition, unlike formation enthalpies, they do not depend explicitly on the Fermi level. In the present work the GGA+$U$ method is used to correct for the position of the Zn-3$d$ levels which also results in a significantly larger band gap (1.83 eV with GGA+$U$ vs. 0.75 eV with GGA). The migration enthalpies for the lowest energy paths obtained with GGA and GGA+$U$ differ by at most 0.3 eV which amounts to a much smaller effect than in the case of formation enthalpies (compare Table 5.1). Therefore, the remaining band gap error should have a small impact on the calculated migration barriers.

Due to the use of periodic boundary conditions, strain and electrostatic interactions are present between defects in neighboring supercells: Strain interactions scale approximately as $O(V^{-1/3})$ (where $V$ is the supercell volume). If calculations are performed at fixed lattice constants, the $p\Delta V_f$ term (where $p$ is the pressure and $\Delta V_f$ is the defect formation volume) is non-zero and leads to an additional contribution to the calculated formation enthalpy. For charged defects image charge interactions are present, which can be corrected based on a multipole expansion of the excess charge distribution [109] (compare Sec. 5.4.2). Again, these effects are crucial if formation enthalpies are computed. In contrast, in the case of
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Migration barriers, the initial and transition states are structurally as well as electronically similar, and migration volumes are typically just about one tenth of the respective defect formation volumes. Therefore, finite size effects can be expected to play a minor role in the calculation of migration barriers.

From this argumentation it is concluded that the errors in the migration barriers can be expected to be smaller than the errors in the formation enthalpies. Since the typical error in the formation enthalpies is estimated to be smaller than 0.1 eV (see Refs. [18, 19, 20] and the two foregoing chapters), the error in the migration barriers should be some fraction of this value.

If an intrinsic diffusion mechanism is operative (compare Sec. 6.4.2), the activation energy observed in tracer experiments, comprises both the migration as well as the formation enthalpy (see equations (6.4) and (6.6)). The relative error in the tracer diffusivity is, therefore, not governed by the error in $\Delta H^m$ but by the error in $\Delta H^f$.

6.7. Conclusions

Density functional theory calculations were employed in conjunction with the climbing image nudged elastic band method to derive migration paths and saddle points for the motion of intrinsic defects in zinc oxide. Where direct comparison is possible the present results agree very well with experiments. The calculations yield very low barriers both for oxygen interstitials migrating in negative charge states and zinc interstitials, which provides an explanation for the low onset temperatures observed in annealing experiments. The high mobilities of intrinsic interstitial defects are likely to contribute to the radiation hardness of zinc oxide [31], since they allow for rapid annealing of Frenkel pairs or defect agglomerates.

Which diffusion mechanism prevails, depends on the chemical potentials of the constituents as well as the Fermi level, i.e. in practice the process conditions and the presence of impurities or dopants. For oxygen, vacancy and interstitial diffusion dominate under zinc and oxygen-rich conditions, respectively. For typical diffusion experiments carried out in oxygen atmospheres, the interstitialcy mechanism is, therefore, the major path for oxygen migration. Zinc self-diffusion occurs via a vacancy mechanism for predominantly oxygen-rich and n-type conducting conditions.
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At the time being, a direct comparison between calculation and diffusion experiments is hampered since information on chemical potentials and Fermi level is not available for the experimental data in the literature. The present results will, hopefully, serve as a motivation and support for future experiments and their interpretation. Furthermore, it can be anticipated that the detailed description of migration paths presented in this chapter will aid the development of strategies to systematically enhance or impede the diffusion of oxygen and zinc, will provide the data basis for continuum modeling of zinc oxide structures and devices, and will serve as guidance for studying atomic migration in other wurtzite crystals.
Part III.

Interatomic bond-order potential for zinc oxide
7. Review of potential schemes

In this chapter a review is given of various potential schemes available for modeling bonding in metals and covalent semiconductors as well as compounds. Particular attention is paid to systems which display a mixture of ionic-covalent bonding characteristics as typified by zinc oxide.

7.1. Introduction

Analytic potentials sacrifice the electronic degrees of freedom and are therefore computationally much more efficient than quantum mechanical calculation schemes such as density functional theory. Thereby, they enable static as well as dynamic simulations of ensembles of a few thousand up to a several million atoms extending to the nano or even microsecond time scale.

From the standpoint of quantum mechanics the cohesion of a solid arises from the complex many-body interactions between the valence electrons of the atoms. In general terms, analytic potentials reduce the complexity of this system by averaging out the electronic degrees of freedom and by considering interactions between individual atoms instead. As the electrons are the key ingredients of chemical bonding, by coarse-graining the electronic system necessarily some information is irreversibly lost. A judiciously chosen potential form, however, can deliver very good approximations of the real bonding behavior.

Metal oxides (and zinc oxide in particular) represent an especially difficult case for modeling because of their complex electronic structure and intricate mixture of ionicity and covalency. Therefore, very few potentials for such systems are available in the literature. In order to be useful, a potential scheme should also be capable of describing the elementary phases. The situation is further complicated if the system of interest features such diverse phases as a hexagonal close packed metal (zinc), a gaseous phase (dimeric oxygen), and a
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ionic-covalent semiconductor (zinc oxide). In the following, potential schemes are reviewed which have been developed to model metallic or covalent bonding as well as schemes which have been applied to describe compounds with ionic and ionic-covalent bonding characteristics. Only very few potential models actually possess the capability to unify the various bonding types within a single formalism.

7.2. Metallic and covalent bonding

Since the beginning of the 1980ies augmented efforts have been devoted to the development of more realistic potential models for metallic and covalently bonded systems [142, 143, 33] inspired by fundamental observations on the characteristic of the chemical bond [144, 145, 146, 32]. In contrast to pure pair potentials (e.g., Lennard-Jones or Morse potentials) these potentials incorporate either implicitly or explicitly many-body interactions.

The embedded-atom method (EAM) [142] has emerged as the most successful model for metallic bonding and numerous potentials employing this scheme have been developed for elemental metals as well as metallic alloys. The modeling of covalent bonding has turned out to be more challenging which has lead to the development of several competing schemes: Keating type potentials are expansions of the cohesive energy about the ground state in terms of bond lengths and angles. Following Carlsson’s classification of analytic potentials this class of potentials is referred to as cluster potentials [147], the most prominent member being the Stillinger-Weber potential scheme [143]. Analytic bond-order potentials [32] are similarly classified as cluster functionals. They are approximations of the moment expansion within the tight-binding scheme [148] and close relatives to the embedded-atom method [149, 150]. The best known representatives are the modified embedded-atom method [151] (MEAM) and analytic bond-order potential [32, 33] (ABOP) schemes. The latter approach has been extended by Brenner and coworkers by including overbinding corrections [152], four-body terms and long-range interactions [153] to model hydrocarbons.

The ABOP formalism was shown to be formally equivalent to the embedded-atom method [149]. In fact, it turns out that the bond-order ansatz is also capable of describing many pure metals (including transition metals) on the same footing as covalent materials [154, 155]. Pettifor and coworkers furthermore showed that bond-order potentials can be rigorously derived within tight-binding theory based on a second moment expansion of the
density of states [148, 156]. They later extended their approach to higher moments and multi-component systems [157].

7.3. Bonding in compounds

For many elemental metals and semiconductors analytic potentials provide very good approximations of the materials behavior and have proven useful in a wide variety of applications. With regard to compounds, the situation is more complex since in most systems cohesion arises from a mixture of covalent, metallic, ionic and van-der-Waals interactions. Formally, the cohesive energy can be written as a sum of these contributions, and if a realistic description of the bonding behavior is pursued, one needs to assess the relative weight and the mathematical representations of each of these terms. In the following, potential schemes from the literature are compared focusing on the treatment of covalency vs ionicity, and, where applicable, charge equilibration.

The alkaline-halides and alkaline earth-oxides are typical example for ionic compounds in which long-range Coulomb interactions between the ions dominate. Simple pair potentials which combine a Coulomb potential with a short ranged, spherically symmetric repulsive potential are usually sufficient in order to obtain a satisfactory description. Shell-model potentials (see e.g., Refs. [158, 159] and [135]) represent a somewhat more refined approach combining short ranged repulsive, longer ranged dispersive, and ionic interactions with a simple harmonic model for atomic polarizability [160]. The ionic charges are kept fixed at their nominal values (and independent of the atomic environment). In the past, shell-model potentials have been applied to a wide range of materials since they offer a very handy formalism with few fitting parameters and yield useful models if only a small section of configuration space is of interest. Since three-body interactions are not explicitly taken into account covalent contributions either have to be neglected or are subsumed in the fitting parameters. The formalism is incapable of describing pure elements which renders it inapt for simulations in which the boundary phases of the material play a role. Furthermore, due to the long-range interaction of the Coulomb potential the treatment of electrostatic contributions in static as well as dynamic simulations is computationally very demanding.

In contrast to ionic interactions, covalent bonding is characterized by strong directional dependence, and therefore angle dependent terms need to be taken into account. By merging Stillinger-Weber type [143] two and three-body potentials with terms describing
Coulomb, monopole-dipole, and van-der-Waals interactions, Vashishta and coworkers arrived at a scheme capable of describing materials such as silicon carbide [161, 162] and gallium arsenide [163]. The ions are assigned fixed, effective charges and the long-range electrostatic interactions are truncated at some intermediate distance reducing the computational effort substantially. The potentials are designed such that the boundary phases can be described on the same basis as the compound. Unfortunately, parameter sets for the SiC and GaAs potentials have not been published. A Vashishta-type potential for zinc oxide was derived and applied to study homoepitaxial growth on (0001)-ZnO faces [164]. Since in fitting and testing only a very limited number of properties was considered, it is, however, difficult to evaluate the transferability and reliability of this potential.

In order to simulate metal/metal-oxide interfaces Streitz and Mintmire devised a scheme (ES+) which merges the EAM scheme with an ionic potential [165]. The model explicitly accounts for charge transfer between anions and cations by equilibrating the ionic charge for each configuration which renders it computationally very demanding. The scheme has been applied with some success for modeling alumina [165] and with modifications to titania [166].

More recently, Duin et al. constructed a reactive force field (ReaxFF) which features a combination of many-body, van-der-Waals, and Coulomb terms [167]. Originally, designed for hydrocarbons the scheme is sufficiently flexible to describe also oxidic compounds and metals as demonstrated in the case of alumina [168]. Similarly, to the Vashishta potentials, the Coulomb potential is truncated at some distance. The effective ionic charges are determined via charge equilibration akin the Streitz-Mintmire approach. The full functional form features more than ninety parameters. Many degrees of freedom for fitting can improve the flexibility of the potential scheme but parameter space sampling during fitting becomes increasingly complex and the risk for spurious minima in the potential hypersurface grows.

As outlined in the foregoing section purely covalent bonding exemplified by elemental semiconductors such as carbon, silicon, or germanium, can be well described within the ABOP approach [32, 33, 152]. It turns out the formalism works similarly well for strongly covalent compounds. In fact, the ABOP scheme in its original form as well as in slightly modified versions has been employed with great success to the modeling of a whole variety of materials, including covalently bonded group-III, group-IV and group-V semiconductors.
and compounds [150, 169, 170, 171, 172, 173, 174, 175, 176, 177], transition metals and transition metal carbides [154, 178, 155], as well as partially ionic systems [179].

In this dissertation the applicability of the bond-order scheme as described in Refs. [150, 154] to the description of zinc oxide as a prototypical oxide was explored. To begin with, a computer code was developed which is presented in the following chapter.
8. Pontifix/Pinguin: A code for fitting analytic bond-order potentials*

This chapter describes the Pontifix/Pinguin program package which provides a simple interface for the generation of analytic bond-order potentials for elements as well as compounds. Based on a set of data comprising the cohesive energies and bond lengths for a number of structures and at least one complete set of elastic constants for one of these structures, the potential parameter set(s) are optimized using the Levenberg-Marquardt least-squares minimization algorithm. The program allows to fit several parameter sets simultaneously. Furthermore, it is possible to include an arbitrarily large number of neighbors which allows to develop analytic bond-order potentials which extend to the second or third neighbor shell.

8.1. Introduction

In the previous chapter, an extensive review of analytic potential schemes has been given. It turned out that the analytic bond-order potential scheme is one of the most flexible models for describing various bonding situations. In the present chapter, the Pontifix/Pinguin program code is introduced which has been developed as part of this work and which allows to fit analytic bond-order potentials for elements as well as compounds.

For pair potentials with a small number of parameters, given a set of properties, fitting parameter sets is usually rather straight forward. For Lennard-Jones and Morse potentials the parameters can be derived by hand while in the case of ionic potentials, codes such as GULP [180, 181] provide a very simple means to fit parameters. As the dimensionality

*Parts of the present chapter have been published in Ref. [1].
of parameter space increases and the functional form becomes more complex, the effort expended to obtain suitable parameter sets increases enormously [182]. Therefore, fitting such potentials is a very laborious and tedious task [183].

Ideally, a potential should be transferable, accurate and computationally efficient [183] but in practice one needs to find a compromise between these properties. In the past this problem has been approached from different perspectives. One option is to use a large number of parameters and a highly flexible potential form. Thereby, it is possible to obtain good agreement with a large number of properties included in the fitting database [184]. However, the risk for artificial minima in the potential hypersurface typically increases with the dimensionality of parameter space which deteriorates the transferability of the potential [182]. For EAM potentials, Mishin and coworkers have performed a detailed investigation of the interplay between the number of parameters and the root mean square error of the fitting and testing databases [185]. They found that there exists an optimal value for the number of parameters, beyond which no further improvement with respect to the properties contained in the testing database can be achieved.

Another important issue is the compilation of the fitting database itself. Usually, the data which enters the fitting process stems from a variety of experimental as well as theoretical sources. Thus it is of primary importance to ensure the compatibility of the data [182] and care must be taken during the construction of the database, e.g. by means of rescaling or shifting calculated data points [185, 154]. Furthermore, the properties which appear in the fitting database should cover as wide a range of possible configurations as possible and include energy as well as force-dependent quantities. In fact, inclusion of cohesive energies and lattice parameters alone neither leads to a good description of elastic properties nor provides satisfactory potentials [186]. On the other hand, information on forces in near-equilibrium situations can be easily included by considering elastic constants or phonon mode frequencies. A more involved approach is to fit directly forces obtained from first-principles calculations [184, 187].

Finally, there are many possibilities to browse parameter space. The optimum choice of algorithm depends on the dimensionality of the system and the functional form of the potential. The most widely adapted methods are simulated annealing and conjugated gradients minimization although alternatives such as genetic algorithms have been considered as well [188].
8.2. Analytic bond-order potential formalism

The following section introduces the functional form implemented in Pontifix/Pinguin. The underlying fitting methodology is described in detail in Sec. 8.3, and Sec. 8.4 gives an overview of the features of the program package.

8.2. Analytic bond-order potential formalism

The following equations summarize the analytic bond-order potential scheme. A physical motivation based on second moment tight-binding theory and a discussion of the functional form can be found in Refs. [32, 33, 149, 152, 148, 154]. The potential form is functionally equivalent to the scheme used by Brenner in his hydrocarbon potential [152], except that the bond conjugation terms ($F$ and $H$ functions) have been left out. The total energy is written as a sum over individual bond energies

$$E = \sum_{i>j} f^c_{ij}(r_{ij}) \left[ V^R_{ij}(r_{ij}) - \frac{b_{ij} + b_{ji}}{2} V^A_{ij}(r_{ij}) \right].$$  \hspace{1cm} (8.1)

where for the pair-like attractive and repulsive terms Morse-like pair potentials are adopted

$$V^R(r) = \frac{D_0}{S-1} \exp \left(-\beta \sqrt{2S} (r - r_0) \right),$$  \hspace{1cm} (8.2)

$$V^A(r) = \frac{SD_0}{S-1} \exp \left(-\beta \sqrt{2S} (r - r_0) \right).$$  \hspace{1cm} (8.3)

The parameters in these equations are the dimer bond energy $D_0$, the dimer bond distance $r_0$ and the adjustable parameter $S$. The parameter $\beta$ can be determined from the ground-state oscillation frequency of the dimer. The cutoff function restricts the range of the interaction to first or second nearest neighbors

$$f^c(r) = \begin{cases} 1 & r \leq R - D \\ \frac{1}{2} - \frac{1}{2} \sin \left[ \frac{\pi}{2} (r - R)/D \right] & |r - R| \leq D, \\ 0 & r \geq R + D \end{cases}.$$  \hspace{1cm} (8.4)

where $D$ and $R$ are adjustable parameters. Explicit three-body interactions are included via the bond-order parameter

$$b_{ij} = (1 + \chi_{ij})^{-\frac{1}{2}},$$  \hspace{1cm} (8.5)

$$\chi_{ij} = \sum_{k(\neq i,j)} f^c_{ik}(r_{ik}) g_{ik}(\theta_{ijk}) \exp[2\mu_{ik}(r_{ij} - r_{ik})].$$  \hspace{1cm} (8.6)
The indices monitor the type-dependence of the parameters, which is of importance for the description of compounds. The angular dependence is described by

\[ g(\theta) = \gamma \left( 1 + \frac{c^2}{d^2} - \frac{c^2}{d^2 + (h + \cos \theta)^2} \right). \] (8.7)

The three-body interactions are thus controlled by the parameters \( \gamma, c, d, h, \) and \( 2\mu \) each of which depends on the type of atoms \( i \) and \( k \).

### 8.3. Fitting methodology

The approach implemented in PONTIFIX is based on the experience gained during the development of several analytic bond-order potentials in the past years. The code uses conjugate gradients minimization to optimize the input parameter sets which requires manual intervention as fitting proceeds. It has been found that the benefits of more involved optimization algorithms such as simulated annealing or genetic algorithms are outweighed by the possibilities of user control and interaction available in the present approach.

Equations (8.2) and (8.3) which describe the pairwise interactions are equivalent to the equations originally introduced by Tersoff [33] and the respective parameters can be readily transformed into each other. However, unlike Tersoff’s version equations (8.2) and (8.3) have the major benefit that the parameters can be given an immediate physical meaning: \( D_0 \) and \( r_0 \) are the dimer energy and bond length and \( \beta \) is related to the ground-state oscillation frequency, \( k \), of the dimer according to

\[ \beta = k \frac{2\pi c_0}{\sqrt{2D_0/\mu}}, \] (8.8)

where \( \mu \) is the reduced mass\(^\dagger \) of the dimer and \( c_0 \) is the speed of light.

By construction the potential fulfills the Pauling relation which relates the energy per bond, \( E_b \), with the bond length, \( r_b \),

\[ E_b = -D_0 \exp \left( -\beta \sqrt{2S}(r_b - r_0) \right). \] (8.9)

If \( D_0, r_0, \) and \( \beta \) are fixed, then \( S \) determines the slope of the Pauling plot and usually its value is adjusted to obtain a good agreement with the input data. The parameter \( S \) can

\(^\dagger \)The reduced mass is defined as \( \mu = m_1m_2/(m_1 + m_2) \) where \( m_1 \) and \( m_2 \) are the masses of the atoms of the dimer.
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also be given a physical interpretation and derived from experimental data as described in Ref. [32].

The two parameters in equation (8.4) which specify position and width of the cutoff range, are typically set manually such that the cutoff range extends between the largest first-nearest neighbor distance to the smallest second-nearest neighbor distance among the structures considered. In some cases it is advisable to include second neighbors as well [155]. In principle, Pontifix is able to include yet more neighbors but it should be taken into account that the computational cost increases as more and more neighbors are included. Furthermore, due to the extended range of three-body interactions unforeseen and undesirable (artificial) energy minima might develop.

Thus, six out of eleven parameters can be given a physical interpretation and can be set directly based on available experimental or first-principles data. From the remaining five parameters which describe the three-body interactions the parameter $2\mu$ appearing in equation (8.6) stands apart. For structures for which there is only one type of first neighbors with one unique bond length included in the cutoff sphere, the exponential term in equation (8.6) is always one and thus the value of $2\mu$ is immaterial. In turn this implies $2\mu$ affects only structures which involve asymmetric bond lengths. Typically, fitting involves mostly high-symmetry structures the properties of which (excluding thermal vibrations) are unaffected by the value of $2\mu$. Therefore, it is often possible to adjust $2\mu$ selectively to certain properties after all of the other parameters have been fixed. Such an approach has been chosen e.g., by Tersoff in fitting surface properties. For the same reason the $2\mu$ has sometimes been found to give rise to artefacts [189], whence in the past it has often been set intentionally to zero.

Once the seven parameters discussed above ($D_0$, $r_0$, $\beta$, $S$, $R$, $D$, and $2\mu$) have been fixed or given suitable starting values, the remaining four parameters ($\gamma$, $c$, $d$, and $h$) are fit to a set of properties which usually comprises the bond lengths and energies of several structures, as well as elastic constants.

8.4. Features of Pontifix

PONTIFIX implements the fitting methodology described in the foregoing section. For optimizing the initial parameter set(s) it uses conjugated gradients minimization [190]. The code is able to fit several mutually dependent parameter sets simultaneously. PINGUIN
is a graphical user interface programmed using the GIMP Toolkit (http://www.gtk.org) which runs under UNIX/LINUX systems. It provides a simple and intuitive tool to create fitting databases, control parameter sets and run PONTIFIX interactively. As input, the user is required to specify a database of properties which is used for fitting the potential and one or more initial set(s) of parameters. An extensive description of the parameters and the syntax of the input files is given in a separate document [191]. A schematic of the fitting process is given in Fig. 8.1.
8.4. Parameter sets

The code is able to fit several mutually dependent parameter sets simultaneously. For each of the potential parameters described above an initial value is required. The user can control the fitting process further by fixing individual parameters and by specifying a range within a certain parameter is allowed to vary. The code was run with up to three parameter sets at the same time to fit the binary system W–C [155]. There is no principle limit on the number of parameter sets but it is strongly advised to keep the number of free parameters (or equivalently the dimensionality of parameter space) as small as possible for the sake of computational efficiency and in order to maintain a distinct control over the fitting procedure. This can also be achieved when fitting several parameter sets concurrently by fixing the values of several parameters. For instance for the reasons described above, one can usually leave most of the pair parameters fixed.

8.4.2. Fitting database

General. There are several parameters by which the user controls the output of the program, the break conditions of the fitting routine, and a number of other properties.

Structural properties. When a structure is included in the database of properties, Pontifix automatically optimizes the structural parameters such as lattice or internal parameter(s) and calculates the equilibrium cohesive energy. Currently, the following structures are included: dimer, equilateral triangular trimer, linear trimer, graphite, diamond, β-tin, simple cubic, body-centered cubic, simple hexagonal, face-centered cubic, hexagonal closed-packed, rock salt, cesium chloride, zinc blende, CuAu (L1₀), Cu₃Au (L1₂) and tungsten carbide.

It is possible to calculate the structural properties either by including the first-nearest neighbors only (symmetry reduced) or by considering the complete structure including an in principle arbitrary number of neighbors. In particular, Pontifix allows to fit analytic bond-order potentials which include for example the second or third neighbor shell.

For cubic, hexagonal and tetragonal structures it is furthermore possible to calculate elastic properties. The code can calculate the bulk modulus and its pressure derivative as well as the tensor of the second order elastic constants. The code is written in a way to simplify addition of new structures and deformation modes.
Defect structures. Finally PONTIFIX allows to include extended structures in the fitting database such as defect configurations or surfaces. It is possible to take into account volume relaxation for these structures but the atomic positions are not optimized during fitting.

8.5. An illustrative example

In order to illustrate the typical steps during deriving a new parameter set, a silicon potential is discussed, which has been derived as part of a Si–C potential [177]. The dimer energy, bond length and oscillation frequency were taken from experiment to fix the initial values of $D_0$, $r_0$, and $\beta$. The fitting database furthermore comprised experimental data for the dimer, the diamond and $\beta$-tin structures and was complemented by first-principles data for several higher coordinated structures. For the sake of consistency the bond lengths obtained from theory were rescaled and the cohesive energies were shifted such that the adjusted data reproduced the experimental values for the diamond structure. Finally, experimental data on the elastic constants were included for the equilibrium diamond structure. The cutoff parameters were fixed such that the cutoff range fell between the first nearest neighbor distance of the fcc and the second nearest neighbor distance of the bcc structure. An initial value for the parameter $S$ was obtained by fitting the input data to the Pauling relation.

Due to the functional form of $g(\theta)$ in equation (8.7) the $h$ parameter can only assume values between $-1$ and $+1$. In previous parameterizations for $sp^3$ coordinated materials values for $h$ ranged from 0 [169] to 1 [152]. Initial values for $\gamma$, $c$, and $d$ are more difficult to find, since they are strongly dependent on each other. Typically, the ratio $c/d$ can be adopted to be on the order of one while $\gamma$ scales roughly inversely with $c^2$. Suitable starting values can be taken from previous parameterizations and adjusted by trial and error.

Based on a set of initial values for $\gamma$, $c$, $d$, and $h$ we then fitted the three-body interaction part using PONTIFIX. In practice, various initial parameter sets were tested until several reasonable combinations were obtained. These initial parameter sets were subsequently improved by selectively varying the values of certain parameters, including or excluding them from the fit and by changing the weights of the properties in the fitting database. During this phase also the values of $r_0$ and $\beta$ were released in order to obtain a better fit of the bulk modulus of the diamond structure. This is a simple example of how one can
often link certain parameters ($\beta$) and properties (the bulk modulus) in order selectively to optimize the potential.

Fitting the potential further proceeded in a stepwise, iterative manner until a few parameter sets had been isolated which gave a good overall agreement with the fitting database. These parameter sets were then considered for further external testing in simulations of e.g., thermal or defect properties. One or two parameter sets were selected and further optimized again using PONTIFIX. The procedure was repeated until one parameter set gave an overall satisfactory performance. This is exemplified by the Pauling relation shown in Fig. 8.2 which demonstrates the excellent agreement between the analytic bond-order potential and the input data.

8.6. Conclusions

The PONTIFIX/PINGUIN package implements a fitting strategy which has been successfully applied to obtain analytic bond-order potentials for a variety of binary systems. Based on a database of properties provided by the user, PONTIFIX optimizes parameter sets for analytic bond-order potentials of the Abell-Tersoff-Brenner type. In particular, PONTIFIX allows to fit analytic bond-order potentials which include for example the second or third neighbor shell. PINGUIN is a graphical user interface to PONTIFIX allowing to control the fitting procedure interactively in UNIX/Linux environments.
8. PONTIFIX/PINGUIN: A code for fitting analytic bond-order potentials

The PONTIFIX/PINGUIN package greatly simplifies the development of analytic bond-order potentials for single as well as multi-component systems and it is hoped to be actively used in the future. The program package is freely accessible for researchers in academic environments.
9. Bond-order potential for zinc oxide

A short ranged potential for zinc oxide and its elemental constituents is developed using the analytic bond-order formalism introduced in chapters 7 and 8. The potential provides a good description of the bulk properties of zinc oxide over a wide range of coordinations including cohesive energies, lattice parameters, and elastic constants. The zinc and oxygen parts reproduce the energetics and structural parameters of a variety of bulk and in the case of oxygen also molecular structures. The dependence of thermal and point defect properties on the cutoff parameters is discussed. The potential is employed to study the behavior of bulk zinc oxide under ion irradiation.

9.1. Introduction

In this chapter the question is pursued whether a highly ionic compound such as zinc oxide can be treated within a purely covalent model. The neglect of charges avoids the computationally expensive treatment of long-range interactions and, thereby, allows to obtain an atomistic model which is significantly more efficient than any of the ionic potentials described in Sec. 7.3. From a conceptual point of view, by realizing the counterpart of a purely ionic potential it would become possible to separate ionic and covalent contributions in a given situation by opposing the results obtained with different potentials.

As described in the two foregoing chapters, the ABOP scheme in principle offers the possibility to describe Zn–O, O–O as well as Zn–Zn interactions within a single framework. Although, it turns out that for many situations the neglect of charges is legitimate, it needs

*Parts of the present chapter have been published in Ref. [2].

†For GaN purely covalent as well as partially ionic potentials have been developed [179, 192]. The former is roughly two orders of magnitude more efficient.
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Table 9.1: Parameter sets for describing Zn–Zn, O–O, and Zn–O interactions. \( R_c \), \( D_c \): cutoff parameters derived for the pure elements; \( R_c \), \( D_c \): default cutoff parameters for simulations of ZnO (see Sec. 9.6 for details).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Zn–Zn</th>
<th>O–O</th>
<th>Zn–O</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_0 ) (eV)</td>
<td>0.6470</td>
<td>5.166</td>
<td>3.60</td>
</tr>
<tr>
<td>( r_0 ) (Å)</td>
<td>2.4388</td>
<td>1.2075</td>
<td>1.7240</td>
</tr>
<tr>
<td>( S )</td>
<td>1.8154</td>
<td>1.3864</td>
<td>1.0455</td>
</tr>
<tr>
<td>( \beta ) (Å(^{-1}))</td>
<td>1.7116</td>
<td>2.3090</td>
<td>1.8174</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>(4.3909 \times 10^{-5})</td>
<td>0.82595</td>
<td>0.019335</td>
</tr>
<tr>
<td>( c )</td>
<td>77.916</td>
<td>0.035608</td>
<td>0.014108</td>
</tr>
<tr>
<td>( d )</td>
<td>0.91344</td>
<td>0.046496</td>
<td>0.084028</td>
</tr>
<tr>
<td>( h ) ((\theta_c))</td>
<td>1.0</td>
<td>0.45056</td>
<td>0.30545</td>
</tr>
<tr>
<td>( 2\mu ) (Å(^{-1}))</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( R_c^e ) (Å)</td>
<td>3.00</td>
<td>2.10</td>
<td></td>
</tr>
<tr>
<td>( D_c^e ) (Å)</td>
<td>0.20</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>( R_c ) (Å)</td>
<td>2.85</td>
<td>2.45</td>
<td>2.60</td>
</tr>
<tr>
<td>( D_c ) (Å)</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>

to be acknowledged that the applicability of the ABOP is limited if internal or external electric fields become important as in the case of interfaces or surfaces. The restriction to first-nearest neighbors also implies that the energy difference between the zinc blende and the wurtzite structures vanishes since their local environments are indistinguishable if only first nearest neighbors are included. As will be shown below, within these restrictions the ABOP performs very well in reproducing a variety of bulk properties including cohesive energies, structures, and elastic properties.

In order to demonstrate the usefulness of the present approach and the transferability of the potential, the analytic bond-order potential is employed to simulate the irradiation of bulk zinc oxide.

9.2. Methodology

The functional form of the potential and the fitting methodology used in the present chapter are described in Sects. 8.2 and 8.3. The PONTIFIX code introduced in Chapter 8 was employed for fitting the parameter sets for Zn–Zn, O–O, and Zn–O which are compiled
### 9.3. Zinc oxide

The fitting methodology requires data on cohesive energies, lattice constants, and elastic constants of a variety of structures in order to cover a range of coordinations as wide as possible. For zinc oxide a plethora of data from experiment and quantum mechanical calculations is available which could be used for fitting and benchmarking the potential. Therefore, no additional reference calculations were necessary. In order to simplify fitting the experimentally measured hexagonal (wurtzite) elastic constants were transformed to the cubic system (zinc blende) by means of Martin’s transformation method [193]. The latter values were then included in the fitting database. The final parameter set is given in Tab. 9.1.

#### 9.3.1. Dimer properties

As the pair parameters of the ABOP are usually adjusted to dimer data, the properties of the ZnO molecule have to be discussed first. The dimer behaves peculiarly in the way that its ground state dissociates into excited atomic states (T1: ZnO(X1Σ) → Zn(1S) + O(1D)) while the dissociation into the atomic ground states occurs from an excited state of the dimer (T2: ZnO(a3Π) → Zn(1S) + O(3P)). This implies that the lowest experimentally

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>Theory</th>
<th>ABOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBE</td>
<td>1.61 ± 0.04</td>
<td>1.20 – 1.63</td>
<td></td>
</tr>
<tr>
<td>IBE</td>
<td>3.58</td>
<td>3.31, 3.60</td>
<td>3.60</td>
</tr>
<tr>
<td>$r_0$</td>
<td>1.679</td>
<td>1.771</td>
<td>1.724</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>805 ± 40</td>
<td>646 – 913</td>
<td>708</td>
</tr>
</tbody>
</table>

*Table 9.2: Summary of properties of the ZnO dimer. Experimental data from Refs. [194], data from quantum mechanical calculations from Refs. [34, 35]; EBE: extrinsic bond energy (eV); IBE: intrinsic bond energy (eV); $r_0$: bond length (Å); $\omega_0$: ground state oscillation frequency (cm$^{-1}$); IBE, $r_0$ and $\omega_0$ are given for the dissociation of the dimer ground state into higher energy atomic states (T1: ZnO(X1Σ) → Zn(1S) + O(1D)).

in Tab. 9.1. Cutoff parameters derived for the pure elements are denoted $R_e^c$ and $D_e^c$, while the parameters appropriate for simulations of the compound ZnO are given in rows $R_e$ and $D_e$. 
determined dimer energy (associated with the extrinsic bond energy, EBE) cannot be described by a single pair potential but corresponds to a crossing-over of the potentials describing the transitions T1 and T2, respectively [194, 35]. For consistency only the dimer energy, bond length and oscillation frequency are considered, which belong to transition T1, that is the decomposition of the dimer ground state into the excited atomic states (intrinsic bond energy, IBE). The parameter set given in Tab. 9.1 yields very good agreement with both the experimental as well as the quantum mechanically computed data for this transition as show in Tab. 9.2.

9.3.2. Bulk Properties

The performance of the ABOP with respect to bulk properties is compared to experiment and DFT calculations in Tab. 9.3. The energy difference between the wurtzite and zinc blende structures is zero due to the neglect of long-range interactions. For the same reason the axial ratio \(c/a = \sqrt{8/3}\) as well as the internal relaxation parameter \(u = 3/8\) of the wurtzite structure are restricted to their ideal values. Otherwise, the agreement with respect to cohesive energies, volumes and bulk moduli is excellent. In particular, the elastic constants of the wurtzite phase compare very well with experiment. Tab. 9.3 also compares the elastic constants of wurtzite calculated directly with the values obtained by Martin’s transformation method showing very good agreement throughout.

The Pauling plot in Fig. 9.1 reveals an almost perfect agreement with the Pauling relation (equation (8.9)). Applying the common tangent construction to the energy-volume
Table 9.3: Summary of bulk properties of zinc oxide as obtained from the analytic bond-order potential (ABOP) in comparison with experiment and quantum mechanical calculations as well as the shell-model potential due to Lewis and Catlow (LC) [158, 159]. Experimental data from Refs. [71, 195, 73, 196, 197], Hartree-Fock (HF) data from Refs. [14, 198], DFT data from Refs. [16, 14, 15, 198, 199, 200]. Elastic constants obtained by Martin’s transformation method [193] are given in brackets. $E_c$: cohesive energy (eV/f.u.); $\Delta E$: energy difference with respect to ground-state structure (eV/f.u.); $V_0$: equilibrium volume ($\text{Å}^3$/f.u.); $a$: lattice constant (Å); $c/a$: axial ratio; $u$: internal parameter of wurtzite structure; $B$, $B'$: bulk modulus (GPa) and its pressure derivative. $c_{ij}$: elastic constants (GPa); $c_{ij}^0$: unrelaxed shear modulus of zinc blende structure (GPa); $\zeta$: Kleinman parameter [201].

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>ABOP</th>
<th>Quantum-mechanical calculations</th>
<th>LC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LDA-DFT</td>
<td>GGA-DFT</td>
</tr>
<tr>
<td>zinc blende (F43m), no. 216, B3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>0.0</td>
<td>0.015</td>
<td>0.013</td>
<td>0.052</td>
</tr>
<tr>
<td>$a$</td>
<td>4.552</td>
<td>4.509</td>
<td>4.633</td>
<td>4.614</td>
</tr>
<tr>
<td>$B$</td>
<td>145</td>
<td>144</td>
<td>162</td>
<td>135</td>
</tr>
<tr>
<td>$B'$</td>
<td>4.4</td>
<td>4.0</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>$c_{11}$</td>
<td>193</td>
<td>192</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{12}$</td>
<td>121</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{13}$</td>
<td>36</td>
<td>36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{34}$</td>
<td>54</td>
<td>56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{44}^0$</td>
<td>149</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta$</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

wurtzite (P63mc), no. 186, B4

|                |       |      |                                |       |     |
|----------------|-------|------|                                |       |     |
| $V_0$          | 23.61 | 23.59 | 22.874 | 24.834 | 24.570 | 23.46 |
| $a$            | 3.242 | 3.219 | 3.199 | 3.292 | 3.290 | 3.268 |
| $c/a$          | 1.6003 | 1.6330 | 1.6138, 1.604 | 1.6076 | 1.593 | 1.553 |
| $u$            | 0.3819 | 0.3750 | 0.3790 | 0.3802, 0.381 | 0.3856 | 0.3920 |
| $B$            | 136 – 183 | 146 (144b) | 162, 138, 160 | 134, 125 | 154 | 143 |
| $B'$           | 3.6 - 4 | 4.4 | 4.1 | 4.4 | 3.8 | 3.6 | 3.3 |
| $c_{11}$       | 207, 210 | 212 (210b) | 209 | 230 | 236 |
| $c_{12}$       | 121 | 116 (117b) | 85 | 82 | 112 |
| $c_{13}$       | 106, 105 | 109 (108b) | 95 | 64 | 105 |
| $c_{33}$       | 210, 211 | 219 (220b) | 270 | 247 | 188 |
| $c_{44}$       | 43, 45 | 43c (41c) | 46 | 75 | 74 |
| $c_{66}^0$     | 45, 44 | 48c (47c) | 62 | 74 | 62 |

*a due to restriction to first neighbors.
bcalculated from the hexagonal/cubic elastic constants using Martin’s transformation method (Reference [193]).
cubic: $c' = (c_{11} - c_{12})/2$; hexagonal: $c_{66} = (c_{11} - c_{12})/2$.
dmeasured at 20K, Reference [71].
ecalculated directly.
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Table 9.3: Summary of bulk properties of zinc oxide – continued from previous page.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>ABOP</th>
<th>Theory</th>
<th>LC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LDA-DFT</td>
<td>GGA-DFT</td>
</tr>
<tr>
<td>rock salt (Fm\textsuperscript{3}m), no. 225, B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>4.271</td>
<td>4.229</td>
<td>4.225</td>
<td>4.294</td>
</tr>
<tr>
<td>$B$</td>
<td>200</td>
<td>173</td>
<td>203</td>
<td>192</td>
</tr>
<tr>
<td>$B'$</td>
<td>4.7</td>
<td>3.7</td>
<td>3.6</td>
<td>3.7</td>
</tr>
</tbody>
</table>

cesium chloride (Pm\textsuperscript{3}m), no. 221, B2

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>ABOP</th>
<th>Theory</th>
<th>LC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LDA-DFT</td>
<td>GGA-DFT</td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>2.642</td>
<td>2.705</td>
<td>2.605</td>
<td>2.605</td>
</tr>
<tr>
<td>$a$</td>
<td>2.624</td>
<td>2.705</td>
<td>2.605</td>
<td>2.605</td>
</tr>
<tr>
<td>$B$</td>
<td>194</td>
<td>157</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>$B'$</td>
<td>4.0</td>
<td>3.8</td>
<td>3.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 9.2: Energy-volume curves for bulk structures of zinc oxide illustrating the good agreement between the analytic bond-order potential (ABOP) and the reference curves which were obtained by combining data from experiment and first-principles calculations. The transition pressure can be obtained from this plot by means of the common tangent construction which is equivalent to finding the crossing point of the enthalpy curves.

Curves shown in Fig. 9.2 one obtains the transition pressure for the wurtzite-rock salt transformation as 10 GPa in good agreement with experimental values in the range of 8.6 to 10 GPa as well as first-principles calculations predicting transition pressures between 8.6 and 14.5 GPa (see Ref. [199] and references therein).

The comparison also includes the shell-model potential by Lewis and Catlow (LC) [158, 159] which due to the incorporation of electrostatic interactions is computationally much more expensive than the ABOP. For the LC potential calculations the GULP code [181] was employed. The LC potential yields elastic constants in good agreement with experiment but reveals some deficiencies in the description of the equilibrium volumes and energies of the rock salt and zinc blende phases.
9.3. Zinc oxide

As a final test, the phonon dispersion for wurtzite was evaluated (see Sec. A.2 for computational details) and compared with experiment and quantum mechanical calculations as shown in Fig. 9.3 (Ref. [17] and references therein). The ABOP shows a very good agreement with the experimental and first-principles data for the lower six branches of the dispersion relation. The deviations are somewhat larger for the LC potential but the overall agreement is still reasonable. On the other hand, the differences are more significant for the upper six (optical) branches. The LC potential yields qualitatively the correct shapes of these bands but fails to predict the phononic band gap and largely overestimates the splittings. In contrast, the ABOP underestimates the splitting of the bands but successfully predicts the existence of a phononic band gap. The shortcomings of both potentials in the description of the higher lying branches are related to an overestimation (LC) or respectively an underestimation (ABOP) of the ionicity of the bond and the atomic polarizabilities. In particular the very good description of the lower branches is encouraging with respect to the applicability of the ABOP.
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9.4. Zinc

Since Zn–Zn interactions are practically absent in the compound, they have to be fitted independently of the Zn–O parameter set. Although the role of d-electrons is per-se not taken into account in the ABOP scheme (compare Chapter 7), it has turned out that the transition metals platinum [154] and tungsten [155] can be very well described within the ABOP framework. While this experience is encouraging with respect to fitting a similar potential for zinc, it must be acknowledged that the 3d-electrons in zinc have a much more pronounced effect on the bonding behavior than in platinum or tungsten most prominently embodied by the unusually large axial ratio of hcp-Zn. Keeping these considerations in mind, the aim is to obtain a physically meaningful parameterization to be used in conjunction with the Zn–O parameter set but not primarily intended to be employed for simulations of pure zinc. It should also be recalled that in the past attempts to model zinc using EAM and MEAM schemes have essentially failed [202, 203].

Within the ABOP scheme it turns out to be impossible to reproduce all properties equally well with a single parameter set. In particular due to the short range of the potential it is very difficult to reproduce the fcc-hcp energy difference (and thus the stacking fault energy) realistically. Therefore, a reasonable fit to the energies and equilibrium volumes of various structures was pursued accepting larger deviations in the elastic constants and the hcp axial ratio.

The fitting database comprised data from experiment and calculations. As information on low-coordinated structures is not available in the literature, additional density functional theory (DFT) calculations were performed on existing and hypothetical bulk phases as described in Sec. 9.9.1.

9.4.1. Dimer properties

The Zn$_2$ molecule is a van-der-Waals dimer with a very low binding energy on one side and a very large bond length on the other side. Since dispersion interactions are not taken into account in the ABOP scheme (compare equations (8.1), (8.3), and (8.2)), no attempt was made to fit the dimer properties; instead $D_0$ and $r_0$ were treated as adjustable parameters. The final values of $D_0 = 0.647$ eV and $r_0 = 2.439$ Å are, however, comparable in magnitude to the Morse parameters describing the second excited state [204] $(4p)^1\Sigma_u^+$ (the first excited state is also of the van-der-Waals type). For this state ab-initio calculations yield bond
energies between 1.00 and 1.13 eV (bond lengths between 2.65 and 2.97 Å), while values of 1.12 and 1.30 eV have been derived from experiment (bond length 3.30 Å, Ref. [204] and references therein).

### 9.4.2. Bulk properties

Table 9.4 provides an overview of the performance of the ABOP with respect to bulk properties in comparison with experiment and DFT calculations. The potential reproduces the energetics very well; the largest deviation from the DFT calculations occurs for the low coordinated diamond structure. The equilibrium volumina and bulk moduli are also in good overall agreement with the reference data as illustrated in Fig. 9.4.

The vacancy formation enthalpy and volume have been determined as 0.4 eV and $-0.3 \Omega_0$ ($\Omega_0$: atomic volume) which is in reasonable agreement with the experimental values of 0.5 eV and $-0.6 \Omega_0$ [106]. For the interstitial a formation enthalpy of 2.7 eV and a formation volume of $1.7 \Omega_0$ have been calculated. Experimentally, a formation volume of $3.5 \Omega_0$ has been determined but the formation enthalpy is unknown.

### 9.4.3. Melting behavior

The melting behavior of elemental zinc has been investigated by means of molecular dynamics simulations of a solid-liquid interface [208]. The simulation cell contained 768 atoms. The system was equilibrated at zero pressure at temperatures between 0 and 1000 K for
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Table 9.4.: Summary of bulk properties of zinc as calculated using the analytic bond-order potential (ABOP) in comparison with experiment and density functional theory (DFT) calculations. Symbols as in Tab. 9.3 but energies and volumes are given in units per atom.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>DFT</th>
<th>ABOP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Refs. [72, 205, 73, 206]</td>
<td>Ref. [207]</td>
<td>This work$^a$</td>
</tr>
<tr>
<td>hexagonal-close packed (P6$_3$/mmc, no. 194, A3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_c$</td>
<td>-1.359</td>
<td></td>
<td>-1.359</td>
</tr>
<tr>
<td>$V_0$</td>
<td>14.90$^b$</td>
<td>14.53</td>
<td>14.90</td>
</tr>
<tr>
<td>$a$</td>
<td>2.660$^a$</td>
<td>2.607</td>
<td>2.581</td>
</tr>
<tr>
<td>$c$</td>
<td>4.863$^a$</td>
<td>4.937</td>
<td>4.791</td>
</tr>
<tr>
<td>$c/a$</td>
<td>1.8282$^a$</td>
<td>1.8937</td>
<td>1.8563</td>
</tr>
<tr>
<td>$B$</td>
<td>73</td>
<td>78</td>
<td>(100$^c$)</td>
</tr>
<tr>
<td>$B'$</td>
<td>4.8</td>
<td>5.4</td>
<td>5.6</td>
</tr>
<tr>
<td>face-centered cubic (Fm3m, no. 225, A1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>0.033</td>
<td>0.032</td>
<td>0.005</td>
</tr>
<tr>
<td>$a$</td>
<td>3.85</td>
<td>3.90</td>
<td>3.91</td>
</tr>
<tr>
<td>$B$</td>
<td>95</td>
<td>95</td>
<td>72</td>
</tr>
<tr>
<td>$B'$</td>
<td>4.2</td>
<td>5.1</td>
<td>5.6</td>
</tr>
<tr>
<td>body-centered cubic (Im3m, no. 229, A2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>0.177</td>
<td>0.106</td>
<td>0.149</td>
</tr>
<tr>
<td>$a$</td>
<td>3.07</td>
<td>3.11</td>
<td>3.07</td>
</tr>
<tr>
<td>$B$</td>
<td>84</td>
<td>89</td>
<td>67</td>
</tr>
<tr>
<td>$B'$</td>
<td>5.1</td>
<td>5.2</td>
<td>5.5</td>
</tr>
<tr>
<td>diamond (Fd3m, no. 227, A4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>0.576</td>
<td>0.419</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>5.72</td>
<td>5.86</td>
<td></td>
</tr>
<tr>
<td>$B$</td>
<td>40</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>$B'$</td>
<td>5.1</td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>simple cubic (Pm3m, no. 221, Ah)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>0.270</td>
<td>0.281</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>2.54</td>
<td>2.62</td>
<td></td>
</tr>
<tr>
<td>$B$</td>
<td>65</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>$B'$</td>
<td>5.1</td>
<td>5.4</td>
<td></td>
</tr>
</tbody>
</table>

$^a$see Sec. 9.9.1 for details.

$^b$at 0K as cited in Ref. [207].

$^c$energy-volume curve obtained at fixed axial ratio, $c/a = 1.8563$. 

112
at least 0.5 ns. Temperature and pressure were controlled using the Berendsen temperature and pressure controls [209] with coupling constants of 100 and 200 fs, respectively. For temperatures below 650 K and above 685 K either complete solidification or complete melting was observed while for intermediate temperatures the interface was stable for at least 2 ns. This observation agrees very well with the experimental melting point of 693 K.

9.5. Oxygen

In order to reproduce the O$_2$ molecule a simple pair potential would be sufficient but then the thermodynamically most stable phase would be a close-packed structure (either hexagonal or cubic). Here, a more general description of the bonding behavior of oxygen is pursued.

The fitting database comprised experimental data on the dimer and ozone molecules complemented by data from first-principles calculations (Sec. 9.9.2). The bond energy, bond length and oscillation frequency of the dimer fix the parameters $D_0$, $r_0$ and $\beta$. The bond angle of the ozone molecule determines $h$. Thus there are four parameter left to be fitted. The parameter set which gave the best overall agreement with the input data is given in Tab. 9.1. The properties calculated with the ABOP are compared in Tab. 9.5 to experiment and quantum mechanical calculations. Data sets are given for two different choices of
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Table 9.5.: Summary of properties of oxygen molecules and bulk phases calculated with the analytic bond-order potential (ABOP) in comparison with experimental data (Refs. [72]) and quantum mechanical (QM) calculations (Refs. [210, 211, 212, 213, 214]). \( E_c \): cohesive energy (eV/atom), \( \Delta E \): energy difference with respect to oxygen dimer (eV/atom); \( r_b \): bond length (Å); \( \theta \): bond angle of ozone molecule (deg); \( a \): lattice constant (Å).

|                  | Expt. | QM | ABOP
|------------------|-------|----|------|
|                  | Literature | This work\(^a\) | \( R_c = 2.1\,\text{Å} \) | \( R_c = 2.6\,\text{Å} \)
| **Dimer**        |       |    |      |
| \( r_b \)       | 1.21  | 1.22 – 1.25 | 1.21 | 1.21 |
| **Ozone, ground-state, \( C_{2v} \)** |       |    |      |
| \( r_b \)       | 1.28  | 1.27 – 1.39 | 1.28 | 1.35 | 1.40 |
| \( \theta \)    | 116.8 | 116.0       | 116.8 | 178.7 |
| \( \Delta E \)  | 0.49  | 0.48 – 0.67 | 0.47 | 0.50 | 0.83 |
| **Ozone, equilateral triangle (ring)** |       |    |      |
| \( r_b \)       |     | 1.45   | 1.45 | 1.60 |
| \( \Delta E \)  |     | 0.90 – 1.13 | 0.98 | 1.43 |
| **O\(_4\) molecule** |       |    |      |
| \( r_b \)       |     | 1.80   | 1.81 |
| \( \Delta E \)  |     | 2.26   | 1.81 |
| **graphene sheet** |       |    |      |
| \( r_b \)       |     | 1.71   | 1.75 |
| \( \Delta E \)  |     | 1.60   | 1.60 |
| **diamond (Fd\(_3\)m, no. 227, A4)** |       |    |      |
| \( a \)         |     | 4.40   | 4.46 |
| \( \Delta E \)  |     | 1.95   | 1.95 |
| **simple cubic (Pm\(_3\)m, no. 221, A\(_h\))** |       |    |      |
| \( a \)         |     | 2.50   | 2.07 | 2.15 |
| \( \Delta E \)  |     | 2.49   | 2.08 | 2.17 |
| **body-centered cubic (Im\(_3\)m, no. 229, A2)** |       |    |      |
| \( a \)         |     | 2.91   | 2.43 | 2.76 |
| \( \Delta E \)  |     | 2.32   | 2.12 | 2.27 |
| **face-centered cubic (Fm\(_3\)m, no. 225, A1)** |       |    |      |
| \( a \)         |     | 3.65   | 3.03 | 3.54 |
| \( \Delta E \)  |     | 2.29   | 2.14 | 2.31 |

\(^a\)see Sec. 9.9.2 for details.
9.6. Point defects, thermal properties, and cutoff parameters

In chapters 4 and 5 it was shown that the geometries and the energetics of point defects in zinc oxide result from an intricate interplay of electronic effects leading to rather complicated configurations such as the oxygen dumbbell interstitials. The existence of many different stable charge states furthermore leads to a strong dependence of the formation enthalpies on the Fermi level. Obviously, these complications are impossible to capture in any analytic potential scheme, which owes its efficiency to the neglect of the electronic structure. For modeling of an ensemble of several hundred or thousand atoms, it is, however, usually sufficient to have a reasonable description of the energetics, while defect geometries play a minor role. Therefore, no attempt has been made to reproduce the defect structures obtained from quantum mechanical calculations with the analytic bond-order potential.

The analytic bond-order potential scheme used in the present work employs a cutoff function in order to scale the interaction to zero between the first and second nearest neighbor shells. Therefore, the cutoff parameters can be varied within a certain range without affecting the ground state properties considered during fitting (cohesive energies, lattice parameters, elastic constants). On the other hand, the cutoff parameters do affect other properties such as point defect formation enthalpies, melting behavior, or migration barriers. In the past the cutoff parameters of existing potentials have been occasionally modified in order to optimize them for certain applications, e.g., in the context of point defect properties [215, 177] or in the study of large volumetric deformations [216].
9. Bond-order potential for zinc oxide

The ABOP developed in the foregoing sections was, therefore, tested with respect to variations of the cutoff parameters. The impact on point defect formation enthalpies can be rationalized as follows:

- The vacancy formation enthalpies are unaffected by the cutoff distances. The extent of relaxation around the vacant site is obviously insufficient for any of the participating atoms to enter the cutoff region and/or for atoms of the same type to interact.

- The introduction of surplus zinc atoms leads to direct Zn–Zn interactions whence the formation enthalpies of zinc interstitials and antisites are strongly dependent on the zinc cutoff distance. The dependence is typically monotonic but discontinuous. On the other hand their dependence on the oxygen cutoff distance is comparably small but usually continuous. The formation enthalpies of oxygen interstitials and antisites which involve oxygen surplus display the inverse behavior of their zinc-surplus counterparts.

- The formation enthalpies for oxygen-surplus defects are virtually independent of the Zn–O cutoff distance. On the other hand, the zinc-surplus defects display some variation which can, however, not be easily rationalized as the dependence on $R_{c}^{Zn-O}$ itself is sensitive to the choice of $R_{c}^{Zn-Zn}$ and $R_{c}^{O-O}$.

These observations show that the formation enthalpies of zinc and oxygen-surplus point defects (in high-symmetry positions) to some extent can be controlled independently. Vacancies are, however, exempt from this possibility as their formation enthalpies are independent of the cutoff distances. Note that since the ABOP is an atomistic model, it cannot capture the Fermi level dependence of the formation enthalpies of charged defects (see Sec. 4.2.2, Chapter 4, and Chapter 5).

Zinc oxide does not melt congruently but dissociates into liquid zinc and gaseous oxygen. Therefore, the melting point cannot be obtained from simulations of a liquid-solid interface (compare Sec. 9.4.3 and Ref. [208]). Simulations of single-crystalline ZnO cells, however, show qualitatively an increase of thermal stability with increasing Zn–O cutoff distance.

In Tab. 9.1 a set of cutoff parameters is given suitable for simulations of compound systems, which has been tested in a variety of simulations and which has also been used for the applications presented below. Before the present potential is used in any simulation, it is nonetheless advisable to consider the effect of the cutoff parameters explicitly with respect to the application in mind.
9.7. Irradiation of bulk zinc oxide

The behavior of materials under irradiation with energetic particles has been studied for many decades [217, 218]. It is of major technological and fundamental importance: For instance, in the semiconductor industry ion beams are beneficially used for dopant implantation, surface structuring and to assist film deposition. In nuclear engineering, on the other hand, it is essential to understand the detrimental effects of intense ion bombardment on the performance of reactor components. In physics and materials research energetic particles are used as analytic probes and exploited as a powerful tool to investigate the fundamental aspects of defects in solids (see discussion in Chapter 6 and Refs. [111, 132, 219]). Since irradiation with energetic particles is an efficient and controllable method to drive system far from equilibrium, it also allows to study for instance the formation and the properties of metastable materials.

Since the kinetic energy of a particle impacting on a target is deposited in a small volume (some ten nm$^3$) during a very short period of time (some picoseconds), very large energy densities are obtained. Such extreme conditions can induce defect concentrations, which exceed the equilibrium concentration by orders of magnitude, and eventually can lead to local melting or amorphization. As indicated above, particle irradiation can have both advantageous and detrimental effects. It is, therefore, crucial to obtain a detailed understanding of the processes during ion bombardment. Molecular dynamics (MD) simulations (see Sec. A.1) in conjunction with analytic potentials have proven to be a very efficient and powerful tool in this field of research [217, 218]. Simulations of ion irradiation are also a stringent test for the applicability and transferability of a potential, since they sample far-from-equilibrium configurations, which cannot be easily included in the fitting process, and can furthermore reveal artificial minima of the potential function.

The threshold displacement energy measures which kinetic energy given to a lattice atom in a certain direction is required in order to produce at least one stable lattice defect [218, 220]. It is a fundamental quantity in irradiation physics, and the first step towards understanding the extent and kind of damage produced by any kind of energetic particle irradiation of a lattice [217]. The definition of this quantity is, however, not unique since the probability to produce a defect does not always rise steeply from zero to one at a certain energy [220]. For a more profound understanding one needs to analyze the integrated
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displacement probability function [221], i.e. the probability to form a defect at a given energy. In order to determine this function for zinc oxide, molecular dynamics simulations were carried out employing the analytic bond-order potential derived in this chapter (see also Ref. [219]).

Firstly, a cell with 2280 atoms was equilibrated at 5 K and zero pressure. Then a randomly chosen atom near the center of the cell was assigned a velocity in a randomly chosen direction equivalent to the recoil energy. The evolution of the system was followed for 6 ps. For each recoil atom and direction the energy was successively raised starting from 4 eV in steps of 4 eV until a defect was found. About one thousand O and Zn (atom type and direction) combinations were simulated. Since some threshold experiments were carried out with electron irradiation on single crystal samples in the $c$-axis direction, another set of simulations was carried out with recoils directed along the positive ("Zn face") $c$-axis direction, assuming an electron beam angular spread of 15 degrees about the [0001] direction. Due to the 4 eV step size all threshold values reported below have an uncertainty of $\pm 2$ eV.

Voronoy polyhedron defect analysis centered on the perfect atom sites was used to determine whether a defect had formed at the end of the simulation [222]. Both Voronoy interstitials and vacancies as well as antisites were counted as defects. In addition, if the final energy of the cell was at least 3.7 eV (the minimum energy to form a Frenkel pair) higher than the initial one, a defect was assumed to have formed as well. Fig. 9.6 shows the integrated displacement probability function [221], i.e. the probability to form a defect at a given energy considering all (atom and direction) combinations which were simulated. The figure shows that although the minimum threshold energy is about the same for both Zn and O recoils, the defect production efficiency increases much more slowly for O recoils. The defect production probabilities for Zn recoils along arbitrary directions and for recoils along the $c$-axis are similar.

Threshold values for Zn recoils of 57 eV at 313 K [223] and 56 eV at 5 K [224] have been determined from electron irradiation experiments. These studies were carried out on ZnO single crystals in the $c$-axis direction. More recently using ion irradiation an effective upper limit threshold for Zn recoils of 65 eV was determined [131]. In electron irradiation experiments the high energy data is fit to a linear function and the threshold energy is obtained as the intersection with the energy axis. Since at energies clearly above the threshold, the overall damage production is determined by the average threshold
displacement energy, the electron irradiation threshold is most appropriately compared to the average threshold energy. Note that in Ref. [224] the actual defect production data is clearly higher than the linear fit to the lowest data points, which can be regarded as an indication for a small defect production probability even below the average threshold, consistent with the observations in the simulations. The present simulations give an average threshold energy of 42 eV for all directions, and 45 eV along the c-axis direction. These values are thus in reasonable agreement with the experimental values of $<65$ eV [131] and 56–57 eV [223, 224], respectively.

For oxygen recoils the experimental data is more difficult to interpret. Optical absorption methods have not detected any defects which can be attributed to the oxygen threshold [224] (the threshold energy interpretations reported in [225] were later disputed [223]). Electron paramagnetic resonance and electrical measurements have detected an onset of damage at 310 keV electron energy, corresponding to an oxygen recoil energy of 55 eV [223]. It should be noted, however, that the maximum electron irradiation energy of 55 eV in this experiment was only about 680 keV, corresponding to an O recoil energy of 155 eV. This signal may thus be related to the low fractional defect production probabilities observed in the simulations for oxygen recoils in the energy range 20–155 eV.
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9.8. Conclusions

An analytic bond-order potential for zinc oxide was derived which describes ZnO as a predominantly covalently bonded system. It, thereby, represents the counterpart to earlier potentials for this material which focused on the ionic character of the Zn–O bond. Since the interatomic potential developed in this work is short-ranged it is computationally more efficient than ionic potentials which require the evaluation of long-ranged Coulombic interactions. The neglect of charges has some drawbacks in the sense that explicit electrostatic effects which play a role for example at surfaces due to unscreened charges cannot be captured. Otherwise the ABOP provides a very good description of many properties of zinc oxide.

The Zn–O parameterization is complemented by parameter sets for the elemental phases of zinc and oxygen. The zinc potential yields a good description of the coordination dependence of the cohesive energies. Structural and elastic properties are somewhat less well described. The oxygen potential is capable of describing oxygen molecules as well as several hypothetical bulk phases. Thereby, the present potential is applicable in simulations which require a thermodynamic model for the entire Zn–O system. The transferability of the potential has been demonstrated in one exemplary case, namely the determination of threshold displacement energies. The potential is suitable for simulating a variety of processes and phenomena including e.g., the growth of thin films, the properties of nanocrystalline zinc oxide, or the mechanical behavior of zinc oxide nanostructures such as rings, wires, and belts.

9.9. Appendix: Total energy calculations

In order to apply the fitting strategy outlined previously (Chapter 8), the energy differences and bond lengths of various bulk structures with different coordinations have to be included in the fitting database. For zinc oxide a broad data basis is available but for zinc and oxygen, further input was required.

9.9.1. Zinc

Singh and Papaconstantopoulos [207] calculated cohesive energies and lattice parameters of the face-centered cubic (fcc), body-centered cubic (bcc) and hexagonal-close packed (hcp)
structures based on DFT calculations using the linearized-augmented plane waves (LAPW) method. These data were complemented with plane wave pseudopotential (PWPP) calculations on the lower coordinated simple cubic (sc) and diamond (dia) structures.

The calculations were carried out within the local-density approximation (LDA) in the Teter-Pade parameterization [68] using the PWPP code Abinit [69, 70]. The norm-conserving pseudopotentials due to Troullier and Martins [60] were employed including the 3d-electrons as part of the valence. A plane wave cutoff energy of 70 Hartree was used. Brillouin zone sampling was performed employing 572 (hcp), 570 (fcc), 240 (bcc), 570 (dia) and 220 (sc) k-points distributed on shifted Monkhorst-Pack meshes which yields a convergence better than 1 meV/atom. The calculated energy-volume curves shown in Fig. 9.4 were fitted to the Birch-Murnaghan equation of state [108]. The results are summarized in Tab. 9.4. The agreement with experimental data and previous theoretical work is very good. The systematic underestimation of the lattice constants as compared to experiment is a well known deficiency of the LDA.

9.9.2. Oxygen

A wealth of experimental as well as theoretical data is available for the O$_2$ and O$_3$ molecules (see e.g., Refs. [72, 210, 211, 212, 213, 214]). Additional calculations were performed on higher coordinated molecules and bulk structures. The CASTEP code [226, 227] was used to perform DFT calculations within the spin polarized generalized gradient approximation (GGSA) based on the Perdew-Wang parameterization [25] (PW91), and the Gaussian94 code [228] for DFT calculations using the BLYP [52] and B3LYP [53] functionals as well as for Hartree-Fock calculations. Preliminary tests proved the GGSA-PW91 DFT method to be reliable whence it was selected for the further computations.

For the calculations ultrasoft pseudopotentials were used employing a plane wave cutoff energy of 380 eV (norm-conserving pseudopotentials were also considered and gave basically identical results); finite basis set corrections were included to compensate for imperfect Brillouin zone sampling. The number of k-points was chosen to obtain convergence of the total energy better than 15 meV/atom. Using these parameters the relaxed structures and cohesive energies of several molecules and bulk structures were computed. In the case of the
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O$_3$ molecule the ground state as well as the equilateral triangle geometry, which is known to be a local minimum on the potential energy surface (see e.g., Ref. [214]), were considered. For the O$_4$ molecule the tetrahedron geometry was considered. The higher-coordinated structures comprised graphene as well as diamond, sc, bcc, and fcc. The data is shown in Tab. 9.5. Where comparison is possible the DFT data computed in the present work is in very good agreement with experiment and previous quantum mechanical calculations.
Conclusions

The present dissertation combines quantum mechanical and atomistic simulation techniques with thermodynamic concepts to elucidate both static and dynamic properties of intrinsic point defects in zinc oxide.

In the first part, by using quantum mechanical calculations based on density functional theory, it has been shown that in the ground state oxygen interstitials assume dumbbell configurations and can occur both in negative as well as positive charge states depending on the Fermi level. This extends considerably the established picture, which presumes oxygen interstitials to be acceptors occupying highly symmetric octahedral interstitial sites. The oxygen vacancy displays significant geometric relaxation as the charge state varies, compatible with a deep-level character.

The shortcomings due to an insufficient treatment of the Zn-3d levels within the local density (LDA) and generalized gradients (GGA) approximations as well as the limitations of the supercell approach have been remedied by applying semi-empirical self-interaction corrections (GGA+U scheme) and extensive finite-size scaling. In comparison to earlier works, the reliability of the calculated formation enthalpies and transition levels is significantly improved. In addition, point defect formation volumes are derived, which have not been considered in zinc oxide so far.

In the past, experimental studies on the self-diffusion in zinc oxide provided very scattered data and did not succeed in resolving the character of the diffusing species. In the present work, by combining density functional theory calculations with thermodynamic principles this long standing issue has been resolved. For oxygen, vacancy and interstitialcy mechanisms dominate under zinc and oxygen-rich conditions, respectively. This finding refutes the belief that oxygen vacancy mechanisms can be operational in experiments in oxygen-rich atmosphere under equilibrium conditions. With regard to the diffusion of zinc
it has been demonstrated that zinc interstitials are mobile down to very low temperatures. In contradiction to intuition, they do not migrate via an interstitial mechanism along the hexagonal channels of the wurtzite lattice but through an interstitialcy mechanism involving second nearest neighbors.

The Pontifix computer code, which has been developed in this work, provides a flexible and powerful method to derive parameter sets for the analytic bond-order potential scheme due to Abell, Tersoff, and Brenner. The code supports a variety of structures with cubic, hexagonal and tetragonal symmetry, allows to include an arbitrary number of neighbor shells, and can handle several parameter sets simultaneously. Thanks to its generality it has also been applied to develop analytic bond-order potentials for other systems such as Si–C, W–C–H, and Fe–Pt. In the present work, Pontifix has been used to develop interatomic potentials for the Zn–O system, which are capable of describing the changes in the bonding characteristics with variable coordination. This demonstrates that even a non-ionic model can provide a remarkable good description of the properties of a partially ionic compound such as zinc oxide, which has been exemplified by simulations on the defect production by ion irradiation. Since the analytic bond-order potential has been validated with respect to a broad range of properties, it is well-suited to study a variety of phenomena including e.g., thin film growth, mechanical deformation of single and polycrystalline material mechanical behavior of nano-sized structures such as wires, belts or pillars.

In summary, the present study contributes to the understanding of the structural, electronic, thermodynamic, and kinetic properties of intrinsic point defects in zinc oxide. The results provide the basis for the interpretation and reinterpretation of experiments, and pave the way towards the development of reliable continuum models for device simulation.
Outlook

It has been demonstrated that density functional theory provides a robust framework which does not only allow to study the geometrical and electronic structure but also to derive thermodynamic or even kinetic quantities. The approach which has been pursued in the present study, is, therefore, currently being applied to other oxide materials such as barium titanate and tin-doped indium oxide.

With respect to zinc oxide, there are still many aspects which deserve further investigation: In the present study of point defects entropic effects were entirely neglected based on the argument that – compared to the energy – the entropy term represents a secondary contribution to the free enthalpy (see Sec. 4.2.2 and Sec. 6.2). It would be interesting to determine the entropies of formation and migration in order to validate this presumption and to improve the quantitative reliability of the first-principles data. To this end, one would need to compute the spectrum of vibration frequencies using e.g., the dynamical matrix approach (see Sec. A.2 and Ref. [78]). If the eigenfrequency spectra for both the ground and the transition state are known, it is furthermore straight-forward to calculate the attempt frequency ($\Gamma_0$ in equation (6.7)) by means of the Vineyard equation [126].

While the ideal surfaces of zinc oxide have already been explored theoretically in some detail [12, 229, 230, 231, 232, 233], little is known about the interaction between surfaces and defects and in particular the mechanisms by which defects are incorporated or removed. In this respect, it is also of interest to investigate the interaction of various atomic and molecular species with surfaces. Since zinc oxide possesses both polar and non-polar surfaces with different terminations, intriguing interactions between surface dipoles and defect induced multipoles can be expected.

Already several first-principles studies addressed the role of extrinsic defects in zinc oxide (e.g., H [63, 234, 235], N [21, 83, 84], Li [122], Mn, Co [236]), predominantly with the in-
tention to provide explanations and solutions for the difficulties to grow p-type zinc oxide. Still many open questions remain, in particular it would be instructive to study the formation of defect complexes, also taking into account the oxygen interstitial configurations discussed in Chapter 4, and to include a larger variety of dopants – most importantly Al, Ga, and As. One would need to characterize the electronic structure of these impurities as well as the defect induced transition levels. It has been demonstrated for the case of Li that different sites are preferred depending on the charge state and thus on the Fermi level. In this context the role of the $d$-electrons of both Zn and the dopant species deserves special attention. The next step would be to derive the mobilities of the individual defects and elucidate the effect of complex formation.

It is also worthwhile to consider the interfaces in zinc oxide. Starting from high-symmetry grain boundaries it would be desirable to develop a profound understanding of the structure and the distribution of grain boundaries, which would have implications especially with respect to the understanding of nanocrystalline zinc oxide. In this respect, the analytic bond-order potential developed in this work would be helpful. By opposing the results obtained with the purely covalent analytic bond-order model with purely ionic potentials [237, 135], one could furthermore obtain insights into the competition between covalent and ionic bonding. Similarly, analytic interatomic potentials could be used to study various nanostructures of zinc oxide. The first studies in this direction have been published recently [238, 239].

For most of the problems outlined above experiments can provide only very indirect if any insight. One possible route has been demonstrated for hydrogen in ZnO: First-principles calculations [235] have shown that the vibrational modes of different configurations for the hydrogen interstitial are differentiated by their pressure dependence. By monitoring the pressure dependence of vibrational modes by means of Raman spectroscopy it was, thereby, possible to reveal the actual position of hydrogen in ZnO. For intrinsic defects such an approach is impractical because the vibrational modes of intrinsic defects can practically not be isolated from the regular modes. On the other hand, it might be possible a similar strategy for dopants with small atomic mass.

As described in Chapter 5, knowledge of the formation volumes and energies allows to derive the pressure dependence of the transition levels and the defect concentrations. Based on the calculations, different trends for the pressure dependence of the transition levels of the oxygen vacancy and the zinc interstitial were obtained. It would be very interesting
to test this prediction experimentally. Furthermore, it could be fruitful to explore the possibilities for controlling defect concentrations via application of stress.
A. Appendix: Methods

This chapter gives a concise description of the molecular dynamics simulation technique and the determination of phonon dispersion relations using dynamical matrices and the harmonic approximation. Finally, the external codes utilized in this work are summarized.

A.1. Molecular dynamics simulations

Studying the dynamics of an ensemble of atoms (or more general point-like particles) is equivalent to finding solutions of Newton’s equation $F = ma$. The mutual dependence of the atomic trajectories is described by a set of coupled differential equations

$$m_i \frac{\partial^2 r_i}{\partial t^2} = F_i (\{r_j\}), \quad i = 1 \ldots N,$$

where $m_i$ and $r_i$ are the mass and position of particle $i$ and $F_i$ is the force acting on it. For more than three atoms ($N > 3$) analytical solutions do not exist and one must resort to a numerical method. The scheme, which, for historical reasons, is known as molecular dynamics [240] (MD), discretize the set of equations (A.1) and solves them iteratively using a small finite increment $\Delta t$ (the timestep). The principle steps in a MD simulation are shown in the flow chart of Fig. A.1.

The most important input to any MD simulation is the force field which is obtained as the gradient of the scalar potential

$$F_i (\{r_j\}) = - \nabla_{r_i} V (\{r_j\}).$$

Density functional theory (DFT, Chapter 3) or tight-binding (TB) schemes provide the most accurate and reliable energies but they are computationally very expensive. Therefore, analytic potentials, which are computationally much more efficient, are employed the most often. A detailed review of analytic potential schemes is given in Chapter 7.
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## A.2. Phonon dispersion relations

The phonon dispersion describes the distribution of phonon frequencies over the phonon wave vectors in the irreducible wedge of the Brillouin zone. Experimentally, phonon dispersion relations are typically measured by Raman and infrared (IR) spectroscopy as well as neutron scattering. Theoretically, the most common methods are the frozen phonon and the dynamical matrix [241] approach. In the present work, the latter method was employed.

Essentially, the calculation of phonon dispersion relations from dynamical matrices can be split into three parts: (1) At first, the force constant matrix is evaluated. It is defined as the mixed derivative of the energy with respect to atomic displacements, $u_{i\alpha}$.

$$
\Phi_{\Pi_{i\alpha},\Phi_{j\beta}} = \frac{\partial^2 E}{\partial u_{i\alpha} \partial u_{j\beta}}
$$

(A.3)

where $\Pi$ and $\Phi$ denote the cell index, $i$ and $j$ denote atoms in the primitive unit cell, and $\alpha$ and $\beta$ label the Cartesian directions. (2) Then, the dynamical matrix $D_{i\alpha,j\beta}$ at the wave
vector \( q \) is obtained by summation over all unit cells and Fourier transformation of the force constant matrix according to [241]

\[
D_{\alpha\beta} = \sum_{\Pi} \sum_{\Phi} \Phi_{\Pi \alpha, \Phi \beta} \exp[iq(r_{\Pi \alpha} - r_{\Phi \beta})].
\]  

(3) Finally, the dynamical matrix is diagonalized. The eigenvalues are the desired phonon frequencies at the respective wave vector.

As part of the present work a code was developed which implements this scheme for several analytic potential schemes including analytic bond-order and embedded atom method potentials.

### A.3. Overview of external codes

#### A.3.1. Abinit

ABINIT implements the plane wave-pseudopotential (PWPP) approach to density functional theory (DFT). It relies on an efficient Fast Fourier Transform algorithm [242] for the conversion of wavefunctions between real and reciprocal space, on the adaptation to a fixed potential of the band-by-band conjugate gradient method [57] and on a potential-based conjugate-gradient algorithm for the determination of the self-consistent potential [243]. The ABINIT code was used in generating the results presented in Sec. 9.9 and Chapter 4. The ABINIT code is a common project of the Université Catholique de Louvain, Corning Incorporated, and other contributors (http://www.abinit.org).

#### A.3.2. Vasp

The Vienna ab-initio simulation package (VASP) [103] is another implementation of the PWPP approach to DFT. It features ultrasoft pseudopotentials [61] and the projector augmented plane wave (PAW) method [62, 104]. G. Henkelman, H. Jónsson, and coworkers [129] implemented a number of additional algorithms into VASP which permit to employ e.g., the nudged elastic band [124, 125] (NEB) or the dimer [128] method. Results obtained using the VASP code are shown in Chapter 5 and Chapter 6. VASP was coded by G. Kresse and J. Furthmüller at the University of Vienna and is commercially distributed.
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A.3.3. Gulp

The general utility lattice program (GULP) implements various analytic force fields and potentials. It provides capabilities for performing structure optimization as well as molecular dynamics simulations. GULP was used to perform benchmark calculations with the shell-model potential by Lewis and Catlow [159] as reported in Sec. 9.3.2. GULP was developed by J. Gale at the Imperial College, London. The code is available free of charge for researchers in academic environments.
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