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Abstract

Most people’s imagination about robots has been shaped by Hollywood movies or novels, resulting in the dream of having robots as assistants or household helpers in our homes. However, there is still a large gap between this dream and the actual capabilities of robots. One underlying reason is that every home is unique and largely unstructured, making it impossible to pre-program a robot for all the challenges it might face in such an environment. For instance, floor plans and furniture differ from home to home. Humans and pets walk around, potentially getting in the robot’s way and making the environment non-static. Hence, a pre-programmed robot deployed in such an environment will undoubtedly face problems that it cannot solve with its existing knowledge. In order to cope with this issue, researchers started to equip robots with learning capabilities. Ideally, such capabilities allow a robot to adapt skills to new or changing situations or even to learn completely new tasks. Also humans learn new skills over time and are able to adapt them if needed. Therefore, such learning capabilities seem natural to us. If we are not able to master a specific task, we usually would ask another person to demonstrate it or to give instructions on how to perform it. In robotics research, the field of “Learning from Demonstration” tries to mimic this behavior by learning new skills from demonstrations of a task. By applying machine learning techniques, the data perceived from a single or multiple demonstrations are exploited to learn a mapping from perception to the action of a robot.

In this thesis, we concentrate on important Learning from Demonstration aspects that have not gotten so much attention in the research community so far. In particular, we focus on learning methods for robot manipulation tasks. These tasks have two important characteristics. First, they can be naturally decomposed into a set of subtasks and, therefore, can be mastered by performing the individual subtasks in the correct sequential order. Second, they involve physical contact between the robot and objects in its environment. One aim of this thesis is developing methods which allow for learning skills for robot manipulation tasks that generalize well to unknown situations. For instance, a learned skill should also be applicable if positions and orientations of objects differ from those seen in a demonstration.

In the first part of the thesis, we focus on the “sequential” aspect of manipulation tasks. Many approaches assume that subtasks are executed in a purely sequential manner or that the human always demonstrates the same sequence of subtasks. We propose an approach that does not have this assumption. Based on the demonstrations, a graph is generated which connects the subtasks with each other. Each subtask is associated with a movement primitive, a basic elementary movement necessary to perform the subtask. Depending on the environmental conditions, different sequences of movement primitives are executed, allowing the robot to perform tasks which for instance require an arbitrary number of repetitions (e.g., unscrewing a light bulb).

As we concentrate on the sequential aspects of a task in the first part of the thesis, we assume the demonstrations are labeled with the correct movement primitives over time. Additionally, the movement primitives are predefined. In the second part of the thesis, these two assumptions are relaxed. We first present an approach which decomposes the demonstrations into a set of meaningful movement primitives by inferring the underlying sequential structure of the task. The decomposition is based on a probability distribution we call Directional Normal Distribution. By utilizing the distribution, our method infers if a movement should be performed relative to an object in the scene and if a force should be applied in certain directions or not. Forces are especially important when interacting with the environment, for example if the robot has to manipulate objects. By defining movements relative to objects in the scene, the robot is likely to generalize better to new situations, for instance if the object positions differ from the demonstrations. Our task-decomposition method allows for inferring the most likely movement primitives over time and replaces the process of manually labeling the demonstrations. By combining the method with the sequencing concept presented in the first part of the thesis, complex skills can be learned from scratch without further human supervision. Such a learning scheme is an
essential requirement for domestic robots, as not every human teacher might be able or willing to do the tedious labeling of the data.

In both the decomposition and the sequencing part of the thesis, we assume that the teacher performs point-to-point movements and stops between two successive movements. While these assumptions lead to an approach which can learn skills for fairly complex tasks, it also restricts the class of tasks for which the approach can be used. In the third part of the thesis, we therefore introduce the Mixture of Attractors movement primitive representation. Here, a movement is modulated by continuously changing the activations of a set of simple attractors over time. We present a learning algorithm for the representation which learns both the attractors and their activations. An important property of the representation is that the attractors can be defined in different coordinate frames. The continuous activations and the attractors defined in different coordinate frames allow the system to learn movements of arbitrary shape and to generalize them to different object positions. In addition, the transitions between successive movements are smooth. This property reflects an important behavior of humans who often tend to co-articulate between successive movements. In contrast to many existing approaches, movements are learned by solving a convex optimization problem that does not rely on a good initial estimate of parameters.

In summary, the contribution of this thesis to the state-of-the-art in Learning from Demonstration is two-fold. The first contribution is a framework which is able to learn sequential skills for robot manipulation tasks from a few demonstrations. In contrast to other approaches, our method incorporates object-relative movements and force information directly into the skill learning framework. The second contribution is the Mixture of Attractors movement primitive representation. The representation supports co-articulated movements represented in different coordinate frames and outperforms existing movement primitive representations in terms of accuracy and generalization capabilities. Both contributions are evaluated on a wide range of tasks in simulation and on a real single arm robot with seven degrees of freedom. Altogether, this thesis aims at bringing us closer to the dream of having autonomous robots in our homes.
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List of Symbols

The following tables give an overview of the notation and list most of the variables used throughout the thesis. Symbols that only pertain to a specific section are defined where they are used. Due to the vast amount of variables, sometimes a symbol may be overloaded. In that case, the correct meaning should be apparent from the context.

### Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>Scalar</td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>Time derivative</td>
</tr>
<tr>
<td>$\hat{x}$</td>
<td>Estimate of $x$</td>
</tr>
<tr>
<td>$X = {x_1, x_2, \ldots, x_n}$</td>
<td>Set of elements $x_1, x_2, \ldots, x_n$</td>
</tr>
<tr>
<td>$x = [x_1, x_2, \ldots, x_n]^T$</td>
<td>Vector of elements $x_i$</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Element $i$ of vector $x$</td>
</tr>
<tr>
<td>$x_{i:j}$</td>
<td>Series of $j - i + 1$ vectors $x_i$ through $x_j$</td>
</tr>
<tr>
<td>$X = \begin{pmatrix} X_{1,1} &amp; \cdots &amp; X_{1,M} \ \vdots &amp; \ddots &amp; \vdots \ X_{M,1} &amp; \cdots &amp; X_{M,M} \end{pmatrix}$</td>
<td>Matrix $X$ with elements $X_{i,j}$</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Column $i$ of $X$</td>
</tr>
<tr>
<td>$X_{i:j}$</td>
<td>Series of $j - i + 1$ matrices $X_i$ through $X_j$</td>
</tr>
<tr>
<td>$X^T$</td>
<td>Transpose of matrix</td>
</tr>
<tr>
<td>$X^{-1}$</td>
<td>Matrix inverse</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>Real numbers</td>
</tr>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$|\cdot|_p$</td>
<td>$p$-norm</td>
</tr>
</tbody>
</table>

### Variable

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>A trajectory</td>
</tr>
<tr>
<td>$J$</td>
<td>A cost function of any kind</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$R$</td>
<td>Rotation matrix</td>
</tr>
<tr>
<td>$T$</td>
<td>Transition matrix</td>
</tr>
<tr>
<td>$f$</td>
<td>Features</td>
</tr>
<tr>
<td>$g$</td>
<td>Goal of an attractor</td>
</tr>
<tr>
<td>$q$</td>
<td>Joint angles</td>
</tr>
<tr>
<td>$x$</td>
<td>Task-space data</td>
</tr>
<tr>
<td>$v, \dot{x}$</td>
<td>Velocity</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>DMP</td>
<td>Dynamic Movement Primitive</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td>LfD</td>
<td>Learning from Demonstration</td>
</tr>
<tr>
<td>MP</td>
<td>Movement Primitive</td>
</tr>
<tr>
<td>MoA</td>
<td>Mixture of Attractors</td>
</tr>
<tr>
<td>ProMP</td>
<td>Probabilistic Movement Primitive</td>
</tr>
</tbody>
</table>
1 Introduction

According to the World Robotics Report 2016, an estimated number of 31 million robots will be deployed in households worldwide by the year 2019 [International Federation of Robotics, 2016]. Despite an extensive predicted growth of the sales (see Figure 1.1), domestic robots are still restricted to a relatively small number of mass-market products: lawn mowers, floor cleaning and edutainment robots. In fact, 96 percent of the domestic robot sales are accounted by vacuum and floor cleaning robots. These robots are built for a single specific purpose and have limited interaction capabilities. Therefore, it is possible to pre-program most of their behaviors. For more sophisticated tasks, pre-programming is infeasible. The programmer cannot take into account all possible environmental conditions and tasks the robot will face in domestic homes. Loading a dish washer, for instance, requires handling objects of different size, shape or texture. Some objects might be fragile, while others can be handled with less care. In addition every dishwasher is different, even if they are manufactured by the same company. The variety of challenges a robot might face even increases if it is not built for a single purpose.

It is likely that at some point, a robot deployed in the real world will face a task it cannot solve with its existing knowledge. Current robots do not have the ability of learning new tasks autonomously as their behavior is usually fixed when leaving the factory. As such, we are still far away from universal housekeeper robots or robot butlers depicted in movies and novels. In this thesis, we refer to a skill as the ability of performing a task. For equipping robots with the ability of learning skills for previously unknown tasks, two main research directions exist: Reinforcement Learning and Imitation Learning. The field of Reinforcement Learning deals with learning new tasks autonomously via trial and error [Deisenroth et al., 2013, Kober et al., 2013]. A reward function evaluates the success of a trial and the robot’s behavior is adapted to maximize the expected reward. In order to not harm the robot and increase learning speed, reinforcement Learning algorithms usually need a good initial behavior on which they can improve upon. Imitation Learning can be a means to find such an initialization [Argall et al., 2009, Chernova and Thomaz, 2014, Hussein et al., 2017]. The idea of Imitation Learning is to imitate the behavior of others. Such a learning scheme appears natural to us, as it is one way humans and many other mammals transfer knowledge from one generation to the next. For instance, Meltzoff and Moore [1977] showed that babies at the age of 12 days are already able to imitate manual gestures. In robotics, Learning from Demonstration emerged as a subfield of Imitation Learning. In Learning from Demonstration, a teacher demonstrates a task to a robot. While Imitation Learning refers to all possible kinds of learning by imitating others, in Learning from Demonstration the teacher always is aware that he or

![Figure 1.1.](image)

**Figure 1.1.:** Unit sales of service robots for personal/domestic use according to International Federation of Robotics [2016]. Sales 2014 and 2015, and forecast for 2016-2019.
she is demonstrating a task. Therefore, the teacher might emphasize certain aspects of a task or might perform it at low speed in order to simplify the learning problem. The term Learning from Demonstration is not used consistently throughout the literature. Common synonyms are (Robot) Programming by Demonstration, (Robot) Learning by Demonstration, Guiding and sometimes also Imitation Learning. In this thesis, Learning from Demonstration is the preferred term.

In contrast to Reinforcement Learning methods, Learning from Demonstration allows for rapid learning of a skill. If the essence of a task is captured, only one demonstration of a task can be sufficient for learning. Still, most existing learning algorithms either need many demonstrations for learning or result in skills which fail to generalize to situations different from the demonstrations. This thesis aims at developing methods which allow for learning skills with good generalization capabilities from a few demonstrations. For instance, a learned skill should also be applicable if positions and orientations of objects differ from those seen in a demonstration. We concentrate on skill learning methods for robot manipulation tasks. These tasks have two important characteristics. First, they may involve physical contact between the robot and objects in its environment, a property which is often neglected in learning approaches. Second, they can be naturally decomposed into a sequence of subtasks. The following sections will give an overview of the main contribution of this thesis and describe how our methods address the aforementioned topics.

1.1 Imitation Learning Challenges

Nehaniv and Dautenhahn [2001] summarized the main Imitation Learning challenges in four questions: Whom to imitate? What to imitate? How to imitate? When to imitate? In the following, we will briefly describe these questions and comment on our contribution to answering them. After describing the general challenges in the field of Imitation Learning, we will discuss some important open research problems in Section 1.1.5 which are specifically tackled in this thesis.

1.1.1 Whom to Imitate?

If multiple persons are present in a scene, it is often not clear who the person to imitate is. While answering this question is an interesting research problem, it is out of the scope of this thesis. Throughout the thesis, demonstrations are performed kinesthetically. In a kinesthetic demonstration, a human takes a gravity compensated robot by its arm and guides it through a task, similar to a tennis teacher teaching a task to a student. Such a way of demonstrating a task has two main benefits. First, it allows for recording the robot’s joint angles directly. It is therefore easier to find a connection between the perceived state and the desired output of the robot. It also circumvents the correspondence problem [Nehaniv and Dautenhahn, 2002]. Due to the different kinematic structures of humans and robots, learning from non-kinesthetic demonstrations requires finding a relation between the movements of the human body and those of the robot. The relation determines which robot joint angle trajectories will produce movements that are similar to those of the human teacher. Second, if the robot is equipped with an appropriate sensor, kinesthetic demonstrations allow for recording the forces and/or torques directly at the robot. With such data, a decision can be made in which phase of a task the robot has to apply forces or torques. Due to the kinesthetic demonstrations, we do not have to decide whom to imitate. Instead, we concentrate on contributing to the three remaining questions.

1.1.2 What to Imitate?

What to Imitate relates to inferring what the human teacher wants the robot to do. Without knowledge about a task, it is often not obvious which aspects of a demonstration are to be imitated. For a box stacking task, it is important to properly grasp the box. Therefore, the alignment of the fingers and
the position of the teacher’s hand are essential for the task, whereas for instance the exact pose of the elbow is not really important. In contrast, the elbow position may be important when playing tennis, as it allows for generating more powerful strokes. In addition, some environmental conditions might be irrelevant for a task, while others might be crucial. For the tennis example, the color of the ball is of much less importance compared to the ball’s velocity and spin.

In order to learn a skill that goes beyond pure copying of the teacher’s actions, the essential aspects of a task have to be extracted from the demonstrations. Several months old children already understand human intentions [Rao et al., 2007]. Instead of over-imitating human movements (imitating everything), they start to imitate object-related movements. Hence, they learn to generalize a skill to novel object positions or even new objects. In order to equip a robot with similar abilities, one of the core questions to be answered is what are subgoals to be reached in order to master a given task. In this thesis, we tackle this question on different levels of abstraction. On the highest level of abstraction, we try to infer the semantic structure of a task from the kinesthetic demonstrations. Some of the main problems here are: What are the subtasks to be mastered? Do they have to be reached in a certain order or is the ordering arbitrary? On an intermediate level we try to infer the composition of the subtasks. Does a subtask involve an object-related movement? Does the robot have to apply a force or should it be controlled kinematically? On the lowest level, we connect the sensory input of the robot to the corresponding subtasks. When does the robot perform which subtask? What movement is necessary to perform a specific subtask? These two questions are discussed in the following two sections.

1.1.3 How to Imitate?

Knowing the semantic structure of a task (e.g., the individual subtasks and their orderings) is not sufficient for performing the task. Instead, one also has to know how to perform the individual subtasks. Therefore, movement representation and movement generation are essential aspects of skill learning. In robotics research, a common assumption is that a subtask can be performed by executing an elementary movement called movement primitive (MP). A MP could for instance correspond to a tennis hitting movement. Based on a small number of parameters (e.g., the current position, velocity and spin of the ball), the MP can generate a trajectory which will allow the robot to hit the ball. Often, MPs are a means for compactly describing a movement without considering the specific embodiment of a robot. Hence, they can be easily be transferred between different robots or end-effectors. Such a description is supported by findings in biology which suggest that the human brain also encodes movements independently of the embodiment [Wing, 2000]. As a result, humans can for instance write the letter s with their hand, but also with a foot in the sand. In robotics, the field of Operational Space Control deals with emulating such a behavior [Khatib, 1987, Nakanishi et al., 2008]. By introducing task-spaces and coordinate frames, movements can be easily transferred between different kinematic structures and can be performed relative to objects in the scene.

In this thesis, we present an algorithm which extracts a set of MPs from the kinesthetic demonstrations of a task in an unsupervised fashion. In order to make the MPs reusable in more situations and to increase the generalization capabilities of the system, they are represented in different task-spaces and coordinate frames. In addition, we introduce a novel MP representation we call “Mixture of Attractors”. The evaluation will show that this representation outperforms existing MP representations in terms of accuracy and generalization capabilities.

1.1.4 When to Imitate?

The when to imitate question can be summarized as monitoring and coordinating task execution. It is of high importance when executing a skill on a real robot. Here, the system has to decide when to perform which subtask. It has to monitor if a (sub)task is completed or if an error occurred. Throughout task
execution, it has to make decisions which determine the robot’s behavior. The basis for the decision are the sensory input of the robot as well as the decision history. Depending on the environmental situation, the system may change the current behavior, for instance to avoid an obstacle. Most MP representations come with some sort of adaptation capabilities (e.g., a movement can be adapted to a changing goal position). Still, these capabilities are rather limited and usually not sufficient (and not meant) for reacting to a completely new situation. Therefore, a system which monitors task execution can be seen as a higher level system which coordinates the individual MPs. We present an algorithm which continuously coordinates the individual MPs. At every point in time, the system decides which MPs to activate. Based on the sensory input, the system may stop a MP and start to activate a new one.

### 1.1.5 Open Challenges

While the main Imitation Learning challenges can be summarized with the four aforementioned questions, we would like to point out three important challenges which are specifically tackled in this thesis. The interested reader is also referred to Section 5.2, where we discuss further open research problems which are out of the scope of this thesis.

**Learning Sequential Skills**

Most real-world tasks can be naturally decomposed into a sequence of subtasks. As they are usually rather complex, dividing them into multiple subtasks can help simplifying the overall learning problem. Finding such a decomposition is not straightforward. We present an algorithm which aims at decomposing a task given a set of unlabeled kinesthetic demonstrations of a task. In contrast to many other approaches, we do not assume that the sequence of subtasks demonstrated by the teacher is the same for all demonstrations. In addition, movements may be stopped prematurely, enabling the system to detect and react to errors.

**Learning Force Interaction Skills**

One main purpose of a robot is to interact with its environment. Even though this interaction leads inevitably to physical contact, force data is often ignored in Learning from Demonstration approaches. Forces can be useful in two different ways. First, measured forces can be useful for detecting contacts or contact changes. Second, some tasks require the robot to actively apply forces. An example is the task of cleaning a window. For this task, it is beneficial to push against the window while swiping from left to right, as it ensures contact with the window throughout the task. Therefore, it is often not sufficient to learn a kinematic plan of a task. While many approaches neglect the force information, others focus only on forces, for instance by learning desired force profiles. These approaches neglect that for many tasks the physical contact with the environment is restricted to certain phases of the task. For instance when approaching the window in the cleaning task, the robot is not in contact with an object. Hence, for many tasks a decision has to be made when to apply forces. In the remainder of the thesis, we refer to such tasks as force interaction tasks. For these tasks, we present a concept for deciding when to apply forces.

**Learning from a few Demonstrations**

The practical applicability of many approaches is limited as they require more demonstrations for learning a skill than a typical user is willing to provide. Ideally, only one demonstration should be sufficient for learning. For realistic tasks, it is not sufficient to just replay a demonstrated behavior. Instead, a skill has to capture the essential aspects of a task to ensure the system is able to generalize to novel situations such as varying object positions. Without additional information (e.g., voice commands or task knowledge), it is often not possible to capture these essential aspects from a single demonstration. Therefore, we aim at learning from as few demonstrations as possible. We present two approaches that try to extract as much information as possible from the demonstrations. Our task-decomposition
method extracts a set of point-to-point MPs from the demonstrations and chooses proper task-spaces and coordinate frames for them. Additionally, we present the Mixture of Attractors MP representation which allows for generating movements of arbitrary shape in relation to objects in the environment.

### 1.2 Main Contributions

In this thesis, we present several methods which contribute to the field of Learning from Demonstration. In this section, we outline the main contributions and comment on if and how they benefit from each other.

#### 1.2.1 Learning to Sequence Movement Primitives with Sequence Graphs

Many manipulation tasks cannot be mastered by simply executing a completely pre-planned movement on a robot. For instance, when unscrewing a light bulb, the unscrewing movement has to be performed until the light bulb is loose. Here, the number of unscrewing repetitions cannot be planned in advance, as it is not clear how firmly the light bulb is screwed in before actually touching it. Therefore, in order to be able to perform such a task, the system has to be able to react dynamically to changes in the environment and adapt its behavior accordingly.

In this thesis, we address this problem by presenting a method which allows for learning to coordinate a set of MPs in order to perform a sequential robot manipulation task. When executing a learned skill on a robot, the system decides at each point in time which of the MPs to activate. This decision is made based on the state of the environment and therefore the system is able to adapt its behavior dynamically. The method is based on a graph representation we call sequence graph. In a sequence graph, each node corresponds to a MP and is associated with a classifier. The task of such a classifier is to decide when to switch between MPs that are connected in the graph. In contrast to many existing approaches, we do not assume that the sequence of demonstrated movements is the same in all demonstrations.

#### 1.2.2 Probabilistic Task-Decomposition based on the Directional Normal Distribution

The sequence graph concept allows for performing a sequential robot manipulation task by coordinating the execution of a sequence of MPs. One assumption of the approach is that the MPs have to be known to the system. In order to bypass the tedious process of defining the MPs by hand, we further present a method that automatically decomposes a task into a set of its generating MPs. Here, we concentrate on tasks that can be represented by a sequence of point-to-point movements. In contrast to state-of-the-art methods, we explicitly incorporate force information and object-relative movements into the decomposition.

The task-decomposition method is mainly based on a novel probability distribution we call Directional Normal Distribution. In the context of the task-decomposition, the distributions allows for deciding if a movement should be performed relative to an object in the scene or if the robot is supposed to apply forces. In this thesis, we show that these decisions greatly improve the generalization capabilities of the learned skill. In general, the Directional Normal Distribution is a probability distribution over a point and its velocity vector. The density function of the distribution is large if the velocity vector of a point is pointing towards the mean of the distribution and small if it is pointing away from the mean. In this thesis, we introduce the distribution and present an Expectation-Maximization algorithm for learning its parameters from data.

In this thesis, we also combine the task-decomposition method with the aforementioned sequence graph concept. While applying the task-decomposition method results in a decomposition of a task into a set of MPs, the sequence graph concept can be utilized for learning to sequence the resulting MPs. By combining both methods, skills for sequential manipulation tasks can be learned from scratch without further human supervision.
1.2.3 Object-Relative Movement Generation with Mixture of Attractors

The third major contribution of this thesis is a novel MP representation we call Mixture of Attractors (MoA). In contrast to the MP representation used within our task-decomposition framework, the movements generated by MoA can be of arbitrary shape. Hence, MoA allows for learning skills for tasks that cannot be represented by a sequence of point-to-point movements. Moreover, it is an important property of the MP representation that the shape of a movement is learned in relation to objects in the scene. Therefore, MoA allows for learning complex skills for tasks that involve interacting with multiple objects. By demonstrating a task multiple times with varying object positions, the system learns automatically which object is important in which phase of the task and transitions smoothly between different task phases.

The basic idea behind MoA is to represent a movement as weighted sum of simple attractors. By continuously changing the weights of the attractors over time, a movement of arbitrary shape can be generated by the system. The attractors can be defined in different coordinate frames, leading to movements which are conditioned on the position and orientation of objects. We show that learning a skill with this framework can be formalized as a convex optimization problem. Due to the convexity, the optimization result does not depend on a good initial estimate for the parameters of the representation. Instead, the importance of a coordinate frame emerges automatically from the optimization process and
can change over time. In addition, the optimization leads to smooth movements and smooth transitions between different object-relative movements. To the best of our knowledge, MoA is the first MP representation which has all of the aforementioned properties.

1.3 Outline

The individual chapters of this thesis can be read largely independently. Still, we recommend to read them in order. Excerpts of the presented research have led to various publications. This section presents the outline of the thesis and clarifies how the individual contributed to the chapters. Figure 1.2 depicts an overview of the thesis.

**Chapter 2** introduces sequence graphs. These graphs represent the semantic structure of a task and are utilized to learn sequential skills in a supervised fashion. The method(s) presented in this chapter are based on Manschitz et al. [2014a,b, 2015b].

**Chapter 3** introduces our probabilistic task-decomposition method. The method extracts a set of MPs from the demonstrations and finds their most likely composition (e.g., attractor goal and coordinate frame). For sequencing the resulting MPs, the sequence graph concept from the preceding chapter is utilized. Therefore, we recommend to read these two chapters in order. The chapter is based on Manschitz et al. [2016, 2017a, submitted].

**Chapter 4** introduces the Mixture of Attractors framework, a novel MP representation. The representation can be used for generating object-relative movements of arbitrary shape. The MP representation relaxes some limitations of the movement primitive representation used in the two preceding chapters, which requires the teacher to demonstrate point-to-point movements. The content of this chapter is based on Manschitz et al. [2017b, accepted] and can be read independently of the two preceding chapters.

**Chapter 5** concludes the thesis, gives an overview of open problems and discusses some future directions.
2 Learning to Sequence Movement Primitives

In this chapter, we address the skill learning problem from a higher level perspective. The particular focus is to learn the coordination of a set of MPs, in order to realize complex sequential movement behavior. An illustrative example is the replacement of a light bulb: mastering this task requires performing movements such as reaching towards a lamp, aligning the fingers with the bulb, grasping the bulb or turning it in the thread. A sequential skill coordinates these MPs with a flexible arbitration scheme: It needs to maintain the causal order of the MPs (e.g., reach, pre-shape, grasp), while coordinating the timing of the MP. In case of larger disturbances, the skill may need to adapt the sequential flow to account for the changed situation (e.g., pick up bulb if it drops out of the hand). The chapter is mainly based on the work presented in Manschitz et al. [2015b].

Most previous work on learning sequential skills has focused on tasks that do not require a flexible arbitration scheme. In that case, it is often sufficient to decide when to stop a current MP and start a new one. It is not required to make decisions on which MP to start next. We present an approach for learning such sequential robot skills through kinesthetic teaching. From the demonstrations, a graph representation reflecting the potential MP orders is extracted. Finding the transitions between consecutive MPs is treated as multiclass classification problem. We show how the goal parameters of linear attractor MPs can be learned from manually segmented and labeled demonstrations and how the observed MP order can help to improve the movement reproduction. The improvement is achieved by restricting the classification result to the currently activated MP and its possible successors in the graph representation of the sequence. The approach is validated with three experiments using a Barrett WAM robot.

2.1 Introduction

Arguably, one of the key elements for robots to become more autonomous is the ability of adapting skills to new situations. Instead of pre-programming the way a robot handles unknown situations, Learning from Demonstration (LfD) can be utilized for learning how to adapt to them. The idea is to demonstrate the essential aspects of a task by showing a robot some variations of the task. For instance, demonstrating the same task with different object positions allows for inferring which object may be important in which phase of the task. Or, demonstrating a repetitive task multiple times allows for learning when to stop the repetitions. While demonstrating all kinds of variations is infeasible, demonstrating only a few variations can be sufficient for learning skills that can be adapted to a wide range of situations.

Many approaches in the LfD domain focus on learning single movement skills. Hence, they cannot learn skills for repetitive tasks or tasks which require to handle different situations (e.g., error recovery). One way of mastering these tasks is to sequence single movements. In this chapter, we refer to the ability of sequencing movements in order to perform a complex task as a sequential skill. Learning such sequential skills is still an open research topic. These skills are particularly useful in two cases. First, there are tasks which are not representable in a non-sequential way at all. As an example, consider a robot standing in front of a door. Without any additional knowledge, the system does not know whether the robot has to open the door or if the robot just closed it. The reason is that the same state is perceived for both options. This problem is often referred to as perceptual aliasing [Whitehead and Ballard, 1991]. Dissolving perceptual aliasing requires either the previous movement history to be encoded in the perceived state or a policy which activates movements based on the history of movements. Second, even though a task may be representable using a single movement, it may be beneficial to decompose it into smaller (sub-)tasks first. Such a decomposition bounds the complexity of each (sub-)task and the resulting movements are often more intuitive and easier to learn.

In this chapter, we aim at learning sequential skills where the currently activated movement cannot be solely determined from the perceived state, but may also depend on the history of movements. The goal
is to learn when to activate each movement, based on kinesthetic demonstrations. Kinesthetic teaching is a widely used teaching method in robotics. Here, a teacher guides a robot through movements by physically moving the robot's arm, similar to parents teaching tasks to their children (see Figure 2.1).

2.1.1 Related Work

Various approaches exist which aim at learning skills for sequential tasks. Often, these approaches are fundamentally different in their assumptions about the tasks or demonstrations or aim at different learning aspects. In this section, we review other approaches, classify them into different categories and contrast our approach to this prior work.

Segmenting Demonstrations into Sequences of Movement Primitives

Single elementary movements are often modeled as MPs in literature [Flash and Hochner, 2005]. By chaining or blending a set of MPs, complex tasks can be performed. In order to avoid tedious pre-programming of MPs, it is an interesting research problem to learn MPs from demonstrations of a task. Many approaches in this domain therefore concentrate on the analysis of human demonstrations and aim at finding reoccurring patterns in the time-series data resulting from the demonstrations. For instance, Chiappa and Peters [2010] cluster individual demonstrations using Bayesian mixtures of linear Gaussian state-space models. Their method clusters full demonstrations and hence does not segment demonstrations into smaller building blocks. Meier et al. [2011] assume a MP library is given and use it for movement recognition. Their approach is able to segment a demonstration into its most likely sequence of generating MPs, even if movements are only partially observed. Lioutikov et al. [accepted] additionally learn the MP library from demonstrations. Recently, an extensive survey on segmentation approaches has been published by Lin et al. [2016]. The authors categorize the methods based on their definition of a segment, how the data is collected, what the requirements are, the actual segmentation method and how the method is verified. The survey provides a general overview of segmentation.
approaches and is not restricted to LfD and robotics. Among others, also methods from physical rehabilitation [Houmanfar et al., 2016, Karg et al., 2015], activity tracking [Krishnan et al., 2008, Li et al., 2013] or human movement recognition [Ahad et al., 2008, Lara and Labrador, 2013] are discussed.

In general, many segmentation approaches focus on movement analysis and not on movement generation. The approaches try to come up with a set of MPs which may have generated the demonstrations, but do, for instance, not reason about the observed ordering of MPs or the reason for starting a new movement. For these approaches, movement generation often serves as proof of concept for the segmentation. Therefore, the sequence of executed MPs is chosen randomly (e.g., in Kulić et al. [2012]) or is the same as in the demonstrations [Maeda et al., 2014]. The transition behavior between MPs is also either deterministic (e.g., the succeeding movement depends only on the previous movement) or not learned at all [Grollman and Jenkins, 2010].

Learning MPs from demonstrations of a task is an important aspect of skill learning. The main advantage of segmentation methods is that they allow for learning skills in an unsupervised fashion, making the tedious pre-programming of the required movements superfluous. Yet, in order to learn a skill, also the temporal and spatial correlations of the MPs have to be learned. One way of modeling these correlations is a higher-level task representation. Such a representation connects the individual MPs. Hence, it represents potential MP sequences and determines when to perform which of the movements. In this chapter, we exactly aim at extracting such a representation from the demonstrations of a task. As we concentrate on this aspect, we assume the demonstrations are already segmented into a set of MPs. In the succeeding chapter, we will then introduce our own segmentation method. Therefore, segmentation and task-decomposition methods will be discussed in Chapter 3 in more detail.

**Sequencing Movement Primitives**

While there exists a vast amount of methods for segmenting demonstrations into a set of MPs, only a few approaches aim at sequencing these MPs in order to perform a complex task. Traditionally, methods from this field are inspired by the subsumption architecture [Brooks, 1986]. Here, the behavior of a system is represented by a hierarchy of sub-behaviors. A sequential skill can be composed by a two-level hierarchy, whereby the lower-level MPs are activated by an upper-level sequencing layer. There are various ways of modeling the sequencing layer. Among the options are graph structures Kroemer et al. [2014], Kulić et al. [2008], Finite State Machines (FSMs, [Niekum et al., 2013, Riano and McGinnity, 2012, Sullivan and Luke, 2012]) or Petri nets ([Chang and Kulić, 2013a,b]). Usually, the activation of a new MP is interpreted as discrete event in a continuous system [Chang and Kulić, 2013b, Pavlovic et al., 2000, Peters, 2005]. An alternative view is treating the overall system as continuous entity. For example, Luksch et al. [Luksch et al., 2012] model a sequence with a recurrent neural network. In that architecture, MPs can be concurrently active and inhibit each other. Therefore the sequence is defined implicitly. Although this structure leads to very smooth movements, the model is hard to learn and has to be defined mostly by hand. Levine et al. [2016] present a method which learns a complex skill using a deep neural network. Due to large number of parameters of the network, the method is very data-intensive. As we aim at learning skills from only a handful demonstrations, the method is not applicable in our context.

Pastor et al. [2012] use a nearest neighbor classifier for deciding which MP to activate when the current movement has finished. Kappler et al. [2015] extended this approach by adding an online decision-making process which decides when to stop a MP and which MP to start next. Butterfield et al. [2010] use a hierarchical Dirichlet process hidden Markov model as classification method for determining the next MP based on the sensor information and current MP. Niekum et al. [2013] segment a demonstration with a beta process auto-regressive hidden Markov model in a set of MPs and build a FSM on the sequential level. The transition behavior is learned with $k$-nearest neighbor classification. The focus of our work lies on incorporating several demonstrations with varying MP sequences into one
model of a task and learning the transition behavior between succeeding MPs. Basis for learning are the manually segmented and labeled sensor data traces from a set of kinesthetic demonstrations.

### Learning Skills with Planning Methods

Planning methods are an extensively studied field in robotics. Traditional movement planning methods aim at finding a path which reaches a desired goal under consideration of a given set of constraints [Schwartz and Sharir, 1988] (e.g., avoiding obstacles and joint-limits). Planning is typically done offline using a given model of the environment and the robot. Depending on the problem, finding a globally optimal plan can be very complex, even when no uncertainty is taken into account. Sampling-based methods can be a means for dealing with this complexity [Elbanhawi and Simic, 2014].

In the context of sequential skill learning, planning methods can be utilized for finding a sequence of MPs which is able to perform a task. Kallmann et al. [2004] present such a planning approach. The authors assume that each MP can only be started in a subspace of the robot’s configuration space. The execution of a MP then again results in a change of the robot’s configuration. The planner generates a tree which connects the MPs (and their start and goal configurations) with each other until a desired goal configuration is reached. Yet, it is assumed that the MPs are given and no uncertainty is considered. An approach that explicitly takes uncertainty into account is that of Konidaris et al. [2015]. The authors present a probabilistic planning method in which the symbols are not discrete but represented using probability distributions. The low-level sensor and actuator space of an agent are described by a fully observable, continuous-state semi-Markov decision process. They evaluate their approach on a 2D navigation task and it is not clear how the approach would scale to more complex problems.

A generated plan is usually fixed after the optimization process. For instance, a resulting path may be comprised of a sequence of joint angles which the robot tracks when executing the task. Methods for planning under uncertainty often model the world as Partially Observable Markov Decision Process (POMDP [Kaelbling et al., 1998]). A POMDP models the system dynamics as Markov Decision Process. The underlying state cannot be directly observed and therefore a probability distribution over the set of possible states is maintained. While being general enough to model a large variety of real-world problems such as moving dirty dishes into a dishwasher [Pajarinen and Kyrki, 2017], the complexity of the models often limits their practical applicability. In addition, solving a POMDP is NP-complete [Littman, 1996] and they usually require a lot of data for learning an optimal policy. As our aim is to learn a skill from only a few demonstrations of a task, we cannot utilize them for our approach.

A different view on task planning is taken by Dantam and Stilman [2013]. The authors adopt methods from the field of formal language theory and present Motion Grammar, a grammar for representing and generating movements. Due to the formal definition as a language, results from language and automata theory are directly applicable. For instance, it is possible to prove completeness and correctness of the language. Yet, it is not clear how the individual tokens, symbols and syntax of the language could be learned from demonstrations of a task.

### Learning Task Constraints

Many tasks have sequential constraints on their subtasks. While some subtasks can be performed in an arbitrary order, others are dependent on each other. For instance, before slicing a vegetable, a knife has to be grasped first. Various approaches aim at learning or extracting such constraints from demonstrations of a task. The main difficulty is that it is not straightforward to see if a varying sequential subtask order means the ordering is arbitrary or if, for instance, the difference can be traced back to different environmental conditions.

Pardowitz et al. [2005] extract a Task Precedence Graph (TPG) from demonstrations of a task. A TPG encodes the precedence relations between the subtasks (e.g., subtask A has to be completed before subtask B may be executed). It can be learned incrementally from labeled demonstrations. Additionally,
the authors provide a metric for measuring the similarity of subtasks. The metric is utilized to evaluate if different subtasks are used across the demonstrations. Two subtasks are considered to be equivalent if the object relations before starting the subtasks and after their completion are similar. The main downside of the approach is that it cannot handle cyclic tasks (e.g., unscrewing). Tenorth and Beetz [2012] present a software framework for extracting and modifying high-level task descriptions. The idea is to construct a task plan by reasoning about object transformations resulting from actions. The authors state that their methods is mainly inspired by two other approaches, namely STRIPS [Fikes and Nilsson, 1971] and Hierarchical Task Networks (HTN, [Erol et al., 1994]). While STRIPS is a plan language for describing the pre- and postconditions of actions, HTN can be utilized for describing the hierarchical composition of the actions. Given an incomplete action description, their method aims at detecting and filling the knowledge gaps of the description.

Hayes and Scassellati [2014] present an approach where an initial graph structure is learned from demonstrations. This graph structure represents potential subtask orders and can subsequently be refined via active learning. Based on a query strategy, the system asks for additional user input where desired. For example, the system may ask the teacher if sugar may be added before adding butter in a cake recipe. The teacher then can respond positively or negatively to such a query, resulting in a change in the graph structure by adding or removing edges between the subtasks. Additionally, a case-study is presented where the authors investigate whether it is preferable to let a single teacher demonstrate the same task multiple times or if it is beneficial to have multiple teachers. Their main finding is that in order to capture more variety of a task, multiple teachers are beneficial.

Task constraints are an intuitive way of describing the relations between the individual subtasks. These relations can often be parsed into a task plan in a standard language such as the Planning Domain Definition Language (PDDL, [McDermott et al., 1998]). As such, these methods are closely related to the approaches presented in the previous task planning section. Still, most approaches in this domain rely on predefined assumptions about the tasks. If these assumptions do not fully apply, they are likely to bias the system towards suboptimal decisions. Task learning is often performed on a high level of abstraction and it is not clear how to connect symbolic task descriptions with the lower level movement generation. The approach presented in this chapter aims at learning the coordination of a set of lower-level MPs based on the perceptual input of the system. Therefore, it can be seen as a means for connecting a high-level task representation with the low-level control signals.

2.1.2 Overview of our Proposed Approach

The aim of our approach is to learn the coordination of a set of MPs, in order to realize complex sequential movement behavior. For mastering a task, our system has to activate a set of MPs in the correct order and has to decide when to stop the current MP and which MP to start next. This decision is made based on a feature state $f$, which is comprised of the state of the robot and the environment. Therefore, learning a skill requires finding a mapping from this feature state to a MP activation vector $a$ which indicates the active MP. As we concentrate on the sequencing aspect in this chapter of the thesis, we assume the demonstrations are already labeled with the active MPs over time. A demonstration of length $N$ is therefore comprised of the triplets $\tau = \{(x_1, f_1, a_1), (x_2, f_2, a_2), \ldots, (x_N, f_N, a_N)\}$. Here, $x_i$ is the robot state in task-space coordinates, $f_i$ is the feature state and $a_i$ is the MP activation vector. Similar to most other approaches, the transition behavior between MPs is considered to be discrete in this chapter. Therefore, only one MP is active at a time and given $K$ MPs, $a_i$ is a $K$-dimensional unit vector indicating the active MP.

The feature state $f_i$ can be comprised of arbitrary features such as positions and orientations of objects or the state of the end-effector of the robot. Learning a skill requires finding a mapping from the current feature state to the correct active MP. A straightforward way of applying machine learning methods to this problem would be to train a single classifier $h$ with the labeled demonstrations, resulting in a function $h(f_i) \rightarrow a_{i+1}$. The skill could be subsequently reproduced by choosing the classification result for the
current feature values as next activated MP for time-step $i + 1$. Nevertheless, complex skills involve many different MPs and it is often not possible to find a unique mapping from feature state to MP activations. Due to this perceptual aliasing, the classification may yield unsatisfying results. One remedy for this issue would be to consider also the history of features and MP activations for the prediction. Training an out of the box time-series classifier $h(f_{1:i}, a_{1:i}) \rightarrow a_{i+1}$ such as a Recurrent Neural Network with the additional information is theoretically possible. Yet, these methods are data-intensive and often suffer from over-fitting when being trained on only a few demonstrations. Therefore, we take a different approach. Instead of training a single classifier, we first build a graph structure where a node corresponds to the activation of a single MP. Each node $j$ in the graph is connected to a classifier $h_j$ whose task is to decide when to transition to a succeeding node in the graph, leading to the activation of a different MP. Doing so, the overall classification problem is split into smaller problems which are easier to solve. In addition, the feature set is not global. Instead, features are assigned to the individual MPs. The graph structure allows for training each classifier only on the features assigned to the connected MPs in the graph which further reduces the perceptual aliasing problem, $h_j(f_{i}^{(j)}) \rightarrow a_{i+1}$.

In this chapter, we assume a predefined set of $K$ MPs is given, whereas the individual MPs are denoted with index $k$. A MP is a dynamical system (DS) with a linear attractor behavior

$$\ddot{x}^{(k)} = -\alpha (g^{(k)} - x^{(k)}) - \dot{x}^{(k)},$$

(2.1)

where $\alpha$ and $\beta$ are controller parameters. Each MP has a goal $g^{(k)}$ in task space coordinates $x^{(k)}$ that should be reached if it is activated. In theory, a goal can be a desired position of a robot body, joint angle, force or a combination thereof and can be defined relative between bodies using coordinate frames. Throughout this chapter, a single MP will always control the position/force and orientation of the robot’s end-effector (in world coordinates or relative to an object in the scene) as well as the joint angles of the robot’s hand. MPs may be terminated before their goal is reached, for example, if a sensor reading indicates to the system that an obstacle is close to the robot. All parameters of each MP in the library (such as the coordinate frames) are known, but the attractor goals are not. A description of the underlying controller framework is provided in the next section. Please note, however, that the sequencing method (graph structure and classifiers) is kept general and should be applicable to arbitrary MP frameworks and feature sets.

Our proposed approach consists of three stages, as depicted in Figure 2.2. In the first stage, the attractor goals of the individual MPs are learned from the demonstrations (Section 2.2). In the second
stage, a representation of the demonstrated sequences is constructed by connecting the observed MPs in a graph (Section 2.3). Each node in the graph corresponds to a MP and each transition leads to a potentially succeeding MP. In the final stage, the MP transition behavior is learned (Section 2.4). One classifier is linked to each node in the graph. The task of the classifier is to decide when to transition to a new state in the graph during the reproduction of a skill, resulting in an activation of a different MP. An experimental validation of the approach is presented in Section 2.5, followed by a conclusion of the chapter in Section 2.6.

2.1.3 Utilized Controller Framework

For controlling the robot, we use a hybrid position-force controller based on task-level inverse dynamics. The controller as well as the utilized MP representation were initially presented by Luksch et al. [2012] and also used by Kober et al. [2015]. The (desired) joint torque \( T \) is given by

\[
T = MJ^\#S(e_x - \dot{J}\dot{q}) + JT(I - S)e_f + MJ^\#(I - S)(e_d - \dot{J}\dot{q}) - M(I - J^\#J)\xi + g + h. \tag{2.2}
\]

Here, \( J \) is the task Jacobian and \( J^\# \) its pseudo-inverse. Vector \( \xi \) accounts for joint speed damping and joint limit avoidance and is projected into the null space of the movement. \( M, h \) and \( g \) denote the mass matrix, Coriolis forces and gravity, respectively. The MPs enter the equation via \( e_f \) and \( e_x \). Vector \( e_f \) contains the concatenated desired forces of the individual MPs. Vector \( e_x \) is the output of a PID controller which tracks the desired task-space accelerations of all MPs. If a MP is composed of task-variables controlling force and position of a robot body (e.g., Cartesian \( x \) and \( y \) position of end-effector and force along \( z \) component in a certain coordinate frame), the individual variables are split up and assigned to \( e_f \) or \( e_x \) according to what they control. \( S \) is a diagonal selection matrix which enables selecting either kinematic or force components of a task variable and \( e_d \) is a task-level damping term.

Based on the activations of the individual MPs, the pseudo-inverse is scaled with a weighting matrix. In theory, the weighting matrix allows for continuously modulating the contributions of the individual MPs, but in this chapters only one MP is active at the same time. As a consequence, only the activated MP influences the robot’s movement, while the desired paths of the other MPs are ignored.

In this thesis, all real robot experiments are conducted using a Barrett WAM robot. The robot has seven degrees of freedom (DoF) and is equipped with a three fingers hand as end-effector. The hand has four DoF. In all chapters, we assume a controller such as (2.2) is given and allows for controlling the robot in task-space. In order to transfer the presented approaches also to other robots, one would have to implement such a controller first. Additionally, the robot should allow for kinesthetic teaching. If a task does not require a robot to apply forces, also other teaching methods would be conceivable (e.g., a data glove if the robot has five fingers).

2.2 Learning Movement Primitive Parameters

In this chapter, we assume that most MP parameters are known beforehand. For instance, the number of MPs and their coordinate frames are known, but their attractor goals are not. By learning these goals from the demonstrations, the teacher has some freedom when demonstrating a task. For instance, if the task is to grasp an object, he or she could grasp it from the top or the left. If the attractor goals were predefined, the teacher would have to closely follow an expected behavior, which is difficult as the goals cannot be seen during the teaching process.

As we assume the demonstrations are labeled with the active MP over time, we can split the demonstrations into segments and assign the segments to the individual MPs. Given the segments, each MPs attractor goal can be learned independently. In the following, we will therefore show how the attractor
Figure 2.3: Goal learning overview. The trajectories (a) are velocity normalized (b) and approximated by linear functions (solid red lines, c). For each trajectory, the goal is expected to lie on its future path (red dashed lines), which is predicted using the linear functions. The goal (thick black line) is then found by minimizing the cost function (d), which arbitrates between all expected goals. Note that the cost function is zero for the entire gray area. Therefore the center of the interval is chosen as goal of the MP. The thin black line shows the mean of the trajectory end points for a comparison.

goal of one individual MP can be learned. We assume that the MP has been active \( M \) times, resulting in \( M \) segments

\[
\tau_m = \left\{ \left( x_i^{(m)}, f_i^{(m)}, a_i^{(m)} \right) \right\}_{i=1:N_m},
\]

with \( m = \{1, \ldots, M\} \) and varying length \( N_m \). The attractor goal \( g \) of the MP is learned from the task-space data \( x_{1:N_m}^{(m)} \) of the segments assigned to it. Note that task state \( x \) and feature state \( f \) are different. The task state represents the state controlled by the system and is used for learning the MP goals. The feature state instead is decoupled from the controller and can represent anything, such as the state of the environment. It will be used for learning the transition behavior in Section 2.4.

Even when segmenting and labeling demonstrations manually, extracting the goals is often not straightforward. One reason is that the same movements do not always reach the same goal. For example, in a reaching movement that has to be stopped due to a collision with an obstacle, the segment’s end point can be far away from the movement’s goal. If the attractor goals are not known beforehand, it is often not clear from the demonstrations whether a movement was stopped as the goal was reached or for any other reason. Hence, a simple solution such as taking the mean of all segment end points is often insufficient for learning the goals. In general, there are two possible ways of handling such incomplete movements.

1. Ignore them for goal learning.
2. Predict the goal regardless of completeness.

The first approach requires a method for detecting incomplete movements, e.g., by clustering the end points of the segments and detecting outliers. Clustering usually requires a lot of data. Our goal is to learn from as few demonstrations as possible, as we do not want to overload the demonstrator by requiring tens of demonstrations. Therefore, we take the more sample efficient second approach and predict the goal without detecting and discarding incomplete movements. We argue that even if a movement is stopped prematurely, the movement up to that point still roughly points towards the MP's attractor goal. Our approach utilizes this information as follows. First, all segments are approximated by linear functions of time. For each segment, the goal is expected to lie on its future path, which is predicted using the linear functions. The goal is subsequently found by arbitrating between all expected goals and finding the best compromise between them. In the following sections, we will first show how
a segment is approximated and then how the goal is learned. An overview of the goal learning is shown in Figure 2.3.

### 2.2.1 Approximating Segments with Linear Functions

Within our system, each dimension of the goal $g$ is learned independently. We have observed that one-dimensional goal learning is reflecting the behavior of a human teacher more naturally. As an example, consider a teacher moving a gravity compensated robot end-effector to a desired 3D-position. The teacher will start by approaching the goal position. Due to an imperfect movement, not all dimensions of the goal position will be reached at the same time. Instead, the teacher may recognize that the desired $x$-position is already reached, but $y$- and $z$-position are not. Therefore, while trying to reach the desired overall position, the end-effector is moved along the $yz$-plane while the $x$-position is kept constant. The resulting trajectory will differ from the desired linear attractor behavior of the robot. For a real demonstration, the teacher also has to control the orientation of the end-effector and the hand of the robot. As it is difficult to reach the desired goal state all at once, humans seem to concentrate on a few dimensions first. Therefore, demonstrations usually do not really match the attractor behavior of a real robot movement. To compensate for this mismatch, we learn the goal per dimension. In the following, we therefore use a scalar notation for the task space. We will also drop the $m$ index for indicating the segment, as every segment is approximated in the same way.

We focus on tasks where the velocity of a movement is irrelevant. Therefore, the time does not correspond to the real time axis of the demonstrations, but is computed by normalizing the velocity

$$t_i = t_{i-1} + (x_i - x_{i-1})^2, \quad t_1 = 0,$$

as illustrated in the two left plots in Figure 2.3. As model for the approximation of a segment, a simple linear function is used

$$r(t_i) = \alpha t_i + \beta = \hat{x}_i.$$

Here, $\hat{x}_i$ is the predicted state of the MP at time $t_i$ and $\alpha$ and $\beta$ are the parameters of the model. Although a linear function is a simple model, it is notable here that it matches the demonstrations of single attractor movements quite well, as they can be seen as point-to-point movements in task space. We focus on tasks that have such linear characteristics, e.g., pick-and-place tasks. The assumption of a linear model usually does not apply for the transition between two MPs. During demonstration and reproduction of a sequence, a transition can occur with a non-zero velocity. As a consequence, the start of a MP may be influenced by its predecessor. The resulting segment will contain arcs or edges and is an example for a segment that cannot be well represented using a straight line. Nevertheless, note that there is no need to approximate the whole segment well in our approach. Instead, the line only has to pass through the real goal at some future time point. The method has to find the parameters of Equation (2.5) to ensure this property.

Therefore, we chose to use weighted least squares regression (WLSR, [Carroll and Ruppert 1988]) for learning the parameters $\alpha$ and $\beta$. Compared to least squares regression, WLSR additionally allows for weighting the importance of each data point. By weighting the data points at the end of a segment stronger than at the beginning, it is possible to minimize the influence of the preceding movement, while still matching the overall segment well. The parameters are found by minimizing the weighted sum of squared differences between the sampled states $x_i$ and predicted states $\hat{x}_i$ from Equation (2.5), resulting in the cost function

$$J(\alpha, \beta) = \frac{1}{2} \sum_{i=1}^{N} w_i (x_i - \hat{x}_i)^2.$$
Here, $N$ is the number of samples and $w_i$ are the weights. We suggest to use $w_i = i^2/(\sum_{i=1}^{N} |w_i|)$, as the quadratic weights minimize the influence of the preceding MP at the start of a segment and focus on the data points closer to the goal. Cubic or even larger weights focus on few data points at the end of a segment and therefore become sensitive to noise. Minimizing the error function (2.6) is straightforward (see Carroll and Ruppert [1988]) and leads to

$$
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix} = A^# b,
A = \sum_{i=1}^{N} w_i \begin{bmatrix} t_i^2 & t_i & 1 \end{bmatrix},
\quad b = \sum_{i=1}^{N} w_i x_i \begin{bmatrix} t_i \\
1
\end{bmatrix},
$$

(2.7)

where $A^#$ is the left pseudo-inverse of $A$.

### 2.2.2 Goal Learning

Approximating each of the $M$ segments results in $M$ linear functions $r_m(t) = \alpha_m t + \beta_m$ with $m = \{1, \ldots, M\}$ and the normalized time steps $t^{(m)}_{1:N_m}$. Figure 2.3(c-d) shows an overview of our goal learning approach. As already mentioned, the basic idea is that for each segment $m$, the goal is expected to lie on its future path. The future path is predicted using the linear function $r_m$, which allows us to formulate
the expected goal in terms of the slope parameter \( \alpha_m \) and the predicted state \( u_m \) at the final time of the trajectory

\[
u_m = r_m(t_{N_m}) = \alpha_m t_{N_m} + \beta_m.
\] (2.8)

If the slope is positive, the expected goal is equal or greater than \( u_m \). If it is negative, the expected goal is equal or less than \( u_m \). For finding the best compromise between all trajectories, we construct a cost function which penalizes deviations from each expected goal. As a first step, we define the distance between a state \( x \) and the expected goal of a segment \( m \) as

\[
d_m(x) = \begin{cases} 0, & \text{if } a_m > 0 \text{ and } x \geq u_m, \\ 0, & \text{if } a_m < 0 \text{ and } x \leq u_m, \\ |x - u_m|, & \text{otherwise.} \end{cases}
\] (2.9)

Then, the attractor goal of one particular dimension of a MP can be defined as the point \( g \) where the squared sum of distances becomes minimal

\[
J(x) = \sum_{m=1}^{M} d_m^2(x),
\] (2.10)

\[
g = \min_x J(x).
\] (2.11)

Figure 2.4 shows some trajectories and their resulting distance and cost functions as an example. For finding the solution \( g \), we first calculate the derivative of the cost function (2.10). Due to Equation (2.9), the cost function is non-differentiable at each threshold \( u_m \). Therefore, we sort the intervals in ascending or descending order and compute the derivative for each interval \([u_m, u_{m+1}]\) separately. The derivative is given by

\[
\frac{d}{dx} J(x) = 2 \sum_{m \in \mathbb{D}} (x - u_m).
\] (2.12)

Here, \( \mathbb{D} \) is the set of functions for which Equation (2.9) is non-zero. Setting the derivative equal to zero and rearranging for \( s \) results in

\[
g = \frac{1}{| \mathbb{D} |} \sum_{m \in \mathbb{D}} u_m,
\] (2.13)

where \(| \mathbb{D} |\) is the number of elements in \( \mathbb{D} \). The solution \( g \) may lie outside of the interval. In that case, it is clipped to the closest interval border. If there exists an interval for which \( \mathbb{D} \) is empty, the error will become zero and hence any value in this interval is a possible solution. In that case, the center of the interval is chosen as goal. The final equation therefore is

\[
g = \begin{cases} \frac{(u_m + u_{m+1})}{2}, & \text{if } | \mathbb{D} | = 0, \\ u_m, & \text{if } | \mathbb{D} | \neq 0, g < u_m, \\ u_{m+1}, & \text{if } | \mathbb{D} | \neq 0, g > u_{m+1}, \\ g, & \text{otherwise.} \end{cases}
\] (2.14)

The goal \( g \) is computed for every interval \([u_m, u_{m+1}]\) and subsequently inserted into Equation (2.10). The goal resulting in the lowest value of this cost function is then chosen as final goal of the MP.

Due to the quadratic dependency of Equation (2.10) on the expected goals, overshoots may shift the goal away from the desired value. However, our experience is that if a teacher recognizes that the goal was not hit accurately, he/she usually corrects his/her mistake, so that in the end the real goal is approximately reached. If a MP is stopped prematurely, overshoots also do not lead to problems. Additionally, the trajectory approximation with WLSR leads to some robustness against overshoots.
Figure 2.5.: Overview of the graph generation. First, the labeled data from a set of demonstrations (a) is taken to extract the MP sequence (b). This sequence can then be used to generate a sequence graph. We investigate two different sequence graph types. A compact local sequence graph (c) and a more sophisticated global sequence graph (d). The numbers on the transitions correspond to the transitions points (TPs, see upper left figure). A TP is a point in time at which a transition between MPs occurs.

2.3 Sequence Graph Generation

In the previous section, the parameters of the individual MPs have been acquired. In this section, we propose an approach for generating a graph representation of the demonstrated sequences which we call sequence graph. In a sequence graph, every node is linked to a MP. During reproduction, the graph determines which MP may be activated next. A missing transition in the graph might prevent an activation of the correct MP, while too many outgoing transitions might lead to the activation of a wrong MP due to perceptual aliasing. It is therefore crucial to find a good structure for a given set of demonstrations.

Figure 2.5 shows an overview of the graph generation based on a simple toy example with only three different MPs, that will be used throughout this section. The MPs are indicated by different colors. They are chosen arbitrarily and have no further meaning, but show the essential characteristics of our approach. First, we perform at least one kinesthetic demonstration. In general, we assume that M demonstrations have been collected. For each demonstration, we get a labeled (background colors in Figure 2.5a) set of features (black lines). The features are utilized for learning the transition behavior and will be explained in Section 2.4. For generating a sequence graph, only the observed MP sequence is used, as shown in Figure 2.5b. The graph representation will be explained in detail in the following section, where we also present two different types of sequence graphs, both showing different ways of incorporating the sequences into the representation.

A sequence graph is a directed graph $G = (\mathcal{N}, T)$ with a set of nodes $\mathcal{N}$ and a transition matrix $T$ indicating the connections between the nodes. Each node $N_i$ is linked to a MP. This mapping is not injective which means a MP can be linked to more than one node. During reproduction, a MP is activated if a linked node is considered active. Transitions in the graph lead to succeeding MPs that can be activated if the current MP has finished. A transition $T_{k,l}$ is connecting the node $N_k$ with $N_l$. Each transition is linked with the corresponding transition points (TP) at which it was observed during the demonstration (black vertical lines in Figure 2.5a). As the same transition can be observed multiple times, multiple TPs are possible. Having $|\mathcal{N}|$ nodes in a graph, we use a $|\mathcal{N}| \times |\mathcal{N}|$ transition matrix $T$ with elements $T_{k,l}$ to describe one sequence graph. As a MP is usually activated for more than one time step, the transition $T_{k,k}$ exists for all $k$. 


In order to generate a sequence graph, we assume $M$ demonstrations have been performed. For each demonstration $m$, we start by constructing one directed acyclic graph $G_m = (N^{(m)}, T^{(m)})$ from the observed MP sequences (see Figure 2.5b). The main step is now to combine multiple of these graphs into one representation of the skill, which can be a difficult problem as the algorithm has to work solely based on the observations. As an example, consider the task of baking a cake. Here, it does not matter if milk or eggs are put in the bowl first. Still, the task may be demonstrated one time with the sequence milk-eggs and one time with the sequence eggs-milk. From an algorithmic point of view it is often not clear if a sequence is arbitrary for a skill or if the differences can be linked to some traceable sensor events. Hence, there are different ways of building the graph structure for a skill. We show two possibilities by investigating two different kinds of sequence graphs. The local graph presumes a sequence to be arbitrary and is not considering it in the representation, while the global graph is trying to construct a more detailed skill description.

### 2.3.1 Local Sequence Graph

The local sequence graph assigns exactly one node to each activated MP and hence the number of nodes and MPs is equal. The graph is initialized with one node per MP and without transitions. For each observed pair of MPs a transition is added to the graph. As only pairs and no history are considered, it is irrelevant at which point in the sequence a transition occurs. The corresponding graph for the toy example is shown in Figure 2.5c.

The graph contains only three nodes, one for each activated MP. When reproducing the movement, a transition from the $*$-MP to the $*$-MP one is always possible at this level of the hierarchy and it is up to the classifier to prevent such incorrect transitions. The major drawback of this representation is the strong requirement on the feature set, as it has to be sufficiently meaningful to allow for a correct classification independent of the history of activated MPs.

### 2.3.2 Global Sequence Graph

The global sequence graph attempts to overcome this issue by constructing a more detailed skill description. One essential characteristic of the global sequence graph is that there is no one to one mapping between MPs and graph states. Instead, a MP can appear multiple times in one representation as depicted in the global sequence graph of the toy example (Figure 2.5d). Here, two nodes are linked to the $*$-MP because the sequence was considered to be in two different states when they were activated. The repeated appearance of the $*$ → $*$ transitions (see Figure 2.5a) is represented by only two nodes as in the local graph. The reason is that consecutive sequences of the same MPs are considered to be a repetition which can be demonstrated and reproduced an arbitrary number of times. Repetitions are also advantageous when describing tasks with repetitive characteristics, such as unscrewing a light bulb. Here, the unscrewing movement has to be repeated several times depending on how firm the bulb is in the holder. As the number of repetitions is not fixed for each single demonstration, the algorithm has to conclude that different numbers of repetitions of the same behavior appeared in the demonstrations and incorporate this information into the final representation of the task.

Note that even if a skill requires a fixed number of repetitions, both presented sequence graphs will contain a cycle in the representation. The system is then only able to reproduce the movement properly if the classifier would find the transition leading out of the cycle after the correct number of repetitions. While an improvement is not possible here for the local graph, a fixed number of repetitions can be modeled with the global graph by skipping the search for cyclic transitions.
For creating a global sequence graph, three steps have to be performed. Every observed MP pair. If a MP pair is observed multiple times, only one transition is added to the local sequence graph is created by adding one node for each observed MP and one transition for

Require: Initial transition matrix \( T \)

1. Create one acyclic graph \( G_m = (N^{(m)}, T^{(m)}) \) for each demonstration \( m \).
2. For each graph \( G_m \), replace repetitions of MPs with cyclic transitions (Folding).
3. Combine updated graphs to one global representation \( G = (N, T) \) of the skill (Merging).

The first step is straightforward as the acyclic graph represents the MP sequence directly observed in the demonstrations. We call the second point folding and its pseudo code is shown in Algorithm 1.

The algorithm starts by calling the method findRepetition, which is searching for repetitions of length \( l = \lfloor |N^{(m)}|/2 \rfloor \) in a graph \( G_m \) with \( |N^{(m)}| \) nodes. The method starts by comparing the MPs of the nodes \( \{N_0^{(m)}, N_1^{(m)}, \ldots, N_l^{(m)}\} \) with \( \{N_1^{(m)}, \ldots, N_{2l+1}^{(m)}\} \). If both node chains match, the node pairs \( \{N_0^{(m)}, N_{l+1}^{(m)}\} \ldots \{N_l^{(m)}, N_{2l+1}^{(m)}\} \) are returned. If the chains do not match, the indices are incremented by one and the method starts from the beginning with node \( N_1^{(m)} \) as starting point. The shifting process continues until the end of the list is reached. Next, \( l \) is decremented by one and all previous steps are repeated. Thus, longer repetitions are preferred over shorter ones. The method terminates if the cycle size is one, which means no more cycles can be found.

If a repetition is found, the corresponding nodes are merged to a single node. When merging two nodes \( N_A \) and \( N_B \), the input and output transitions of node \( N_B \) become input and output transitions of \( N_A \). If an equal transition already exists for \( N_A \), only the associated TPs are added to the existing transition. Note that a cyclic transition is introduced when merging the nodes \( N_0^{(m)} \) and \( N_{l+1}^{(m)} \), as the input transition \( T_0^{(m)} \) is being rerouted to \( T_{l+1}^{(m)} \). After each iteration of the algorithm, the nodes of the latter chain are not connected to the rest of the graph anymore and can be removed from the representation. To allow escaping a cycle not only at the end of a repetition, the algorithm also searches for an incomplete cycle after a found repetition. This tail is considered to be part of the cycle and is also

**Algorithm 1 Graph Folding**

Require: Initial transition matrix \( T \)

1: \( \text{repetition} = \text{findRepetition}(T); \)
2: \( \text{while } \text{repetition}.\text{found do} \)
3: \( T_f = \emptyset; \)
4: \( \text{repetition}.l = \text{repetition}.end - \text{repetition}.start + 1; \)
5: \( \text{for } i = \text{repetition}.start \text{ to } \text{repetition}.end \text{ do} \)
6: \( \text{mergeNodes}(T(i + \text{repetition}.l), T(i)); \)
7: \( T_f = T_f \cup T(i); \)
8: \( \text{repetition} = \text{findRepetition}(T); \)
9: \( \text{if } \text{repetition}.\text{found then} \)
10: \( \text{tail} = \text{findTail}(T, \text{repetition}.end + 1); \)
11: \( \text{if } \text{tail}.\text{found then} //\text{ Found incomplete cycle} \)
12: \( \text{for } i = \text{tail}.\text{start} \text{ to } \text{tail}.\text{end} \text{ do} \)
13: \( \text{mergeNodes}(T(i + r), T(i)); \)
14: \( T_f = T_f \cup T(i); \)
15: \( T = T \setminus T_f; //\text{ Remove merged nodes from graph} \)
16: \( \text{return} \text{Final transition matrix } T_f \)

**2.3.3 Graph Construction**

The local sequence graph is created by adding one node for each observed MP and one transition for every observed MP pair. If a MP pair is observed multiple times, only one transition is added to the graph. For creating a global sequence graph, three steps have to be performed.

1. Create one acyclic graph \( G_m = (N^{(m)}, T^{(m)}) \) for each demonstration \( m \).
2. For each graph \( G_m \), replace repetitions of MPs with cyclic transitions (Folding).
3. Combine updated graphs to one global representation \( G = (N, T) \) of the skill (Merging).
Algorithm 2 Graph Merging

Require: $G_a = (V^{(a)}, T^{(a)})$ and $G_b = (V^{(b)}, T^{(b)})$
1: $U^{(a)} = \text{getUniquePaths}(T^{(a)});$ // Set of unique paths
2: $U^{(b)} = \text{getUniquePaths}(T^{(b)});$  
3: for all $U^{(b)} \in U^{(b)}$ do // Iterate over each unique path
4: $c_{max} = 0;$
5: for all $U^{(a)} \in U^{(a)}$ do
6: $c = \text{compare}(U^{(a)}, U^{(b)});$ // Compute number of matching nodes
7: if $c > c_{max}$ then
8: $c_{max} = c;$
9: $V^{(b, max)} = U^{(b)}_1;$ // First $c$ nodes
10: $V^{(a, max)} = U^{(a)}_1;$
11: for all $V^{(a)} \in V^{(a)}, V^{(b)} \in V^{(b)}$ do // Iterate over all nodes
12: if $V^{(b)} \in V^{(b, max)}$ then // Nodes match
13: mergeNodes($V^{(a)}, V^{(b)});$  
14: else // Node $V^{(b)}$ has to be added to $G_a$
15: addNode($G_a, V^{(b)});$  
16: return merged graph $G_a$

merged into the cyclic structure (Algorithm 1, lines 11-15). The toy example also contains an incomplete cycle, as the $\bullet \rightarrow \bullet$ repetitions end incompletely with the $\bullet$-MP.

We call the final step of creating a global sequence graph merging, as several separate graphs are merged into one representation. Algorithm 2 merges two graphs and thus gets called $M - 1$ times for $M$ demonstrations. The algorithm steps through the graphs simultaneously, starting at the initial nodes, merging equal nodes and introducing branches whenever nodes differ. The algorithm starts by extracting the unique paths from both graphs. A unique path is a path which starts with a node that has no input transition and ends with a node that has either no output transition or only output transitions to nodes that were already visited. The toy example has two unique paths, $\bullet \rightarrow \bullet \rightarrow \bullet$ and $\bullet \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet$ (see Figure 2.5d). Next, the algorithm compares the paths of both graphs with each other from left to right, searching for the longest equal subpath. Two nodes are considered as equal if the columns of the corresponding transition matrices are equal, which means both nodes use the same underlying MP and have the same input transitions. Finally, the nodes of the longest equal subpath are merged, whereas all other nodes of graph $T_B$ are added to $T_A$. By searching for the longest subpath, branches are introduced at the latest possible point in the combined graph. Once branched, both branches are separated and do not get merged together at a later point in the sequence.

2.4 Learning the Transition Behavior

After creating the graph representation, the next step is to train the classifiers – one for each node in the graph. If a node is active during reproduction, its associated classifier decides when to transition to a possible successor node. This multiclass classification problem has the active node and all of its neighbor nodes in the graph as classes. Hence, the classifier corresponding to node $N_j$ can be defined as $h_j(f_t^{(j)}) \rightarrow a_{t+1}$. The feature vector $f_t^{(j)}$ is composed of the features assigned to the MPs of node $N_j$ and its successors in the graph. The activations of all MPs which are not linked to one of these nodes are constrained to be zero. Restricting the number of classes often increases the accuracy of the system as transitions not observed in the training data are prevented. A reduction of the feature vector can be seen as an implicit dimensionality reduction where unimportant features used by uninvolved MPs are no
Figure 2.6.: One classifier is created for each node in the graph. The training is performed by using the data around the transitions between the connected MPs (a). The data is projected into feature space and the classifier learns a separating border between the MPs, as indicated by the background color in (b). As soon as the current feature state crosses such a border during reproduction, a transition in the graph is triggered, leading to the activation of a different MP.

longer considered for the decision. In this chapter, MPs are exclusively activated. Therefore, the MP to be activated at time $t$ is the one with the largest activation $\arg \max_j \alpha_t$. Figure 2.6a depicts the data used for training a classifier as an example. After the demonstrations, each transition in the acyclic graph is linked to one TP in the sampled data. During the merging and folding process of the global sequence graph or the pair search for the local graph transitions are merged together, resulting in potentially multiple TPs for each transition. For each TP, the data points between the previous and next TP in the overall data are taken from the training and labeled with the MP that was active during that time. As all transitions have the same predecessor for one classifier, the first part of the data will always have the same labels, while the second part may differ depending on the successor node of the transition.

The classifiers learn from the labeled training data how to separate the MPs in feature space (Figure 2.6b). During the reproduction of the MP, the current feature state of the robot is tracked and as soon as it crosses a border between the classes, the corresponding successor will be activated, leading to a transition in the graph and a switch to another classifier. Any classifier is applicable to our method. We evaluated support vector machines (SVMs, [Cortes and Vapnik, 1995]), logistic regression (LR, [Bishop, 2006]), kernel logistic regression (KLR, [Cortes and Vapnik, 1995]), import vector machines (IVMs, a certain type of sparse kernel logistic regression, [Zhu and Hastie, 2001]), and Gaussian mixture models (GMMs, [Bishop, 2006]).

2.5 Evaluations and Experiments

For evaluating our approach, we performed three different experiments. In Section 2.5.1, we evaluate the goal learning on a task where a robot has to move an object in its workspace. In Section 2.5.2, we evaluate the overall performance of the system, including the two sequence graph representations and different classifiers. In the experiment, a robot has to unscrew a light bulb. In Section 2.5.3, the system has to learn to grasp different objects. Additionally, an error recovery strategy for unsuccessful grasps is demonstrated. With the third experiment, we evaluate the system performance on a more complex feature set. All experiments are evaluated using a real seven degrees of freedom (DoF) Barrett WAM robot with an attached four DoF hand. For the first and third experiment, also some simulation results are presented.
Figure 2.7: In the first experiment, the robot has to move an object to a certain position. The robot starts in an initial position ( ), moves to the object ( ) and grasps it ( ). Subsequently, it moves the object to another position ( ), opens its hand ( ) and moves to the final position ( ).

2.5.1 Moving an Object

The aim of the first experiment was to evaluate the goal learning algorithm we describe in Section 2.2. Therefore, we chose a rather simple sequence of movements, which does not differ between individual demonstrations. The task is to start in an initial position, move to an object and grasp it. Subsequently, the object has to be moved to another position, it has to be released and finally, it is required to move back to the initial position (see Figure 2.7 for an illustration). As the sequence of movements always is the same and does not include any repetitions or specific patterns of movements, the local and global sequence graph algorithms return the same structure. A MP may control the position and/or orientation of the end-effector as well as the joint angles of the fingers. If an entity is not controlled by a MP, the movement results from the null space criteria (e.g., joint limit avoidance) of the underlying task space controller. Six different MPs have been defined to perform the task, as shown in Table 2.1.

Before the experiments on the real robot are presented, the goal learning is evaluated in simulation first. As kinesthetic teaching is not possible in simulation, we predefine the demonstrated sequence with a state machine and the transition behavior between MPs using thresholds. For realism and variation, Gaussian noise is added to the thresholds. Every time a new MP is activated, new thresholds are computed. The attractor goal of each MP $k$ is set to desired values $g^{(k)}$ and perturbed with additive noise $\mathcal{N}(0, \sigma^2 I)$ for each demonstration. The intention of this experiment is to evaluate the robustness and accuracy of the goal learning by disturbing the transition behavior and MP goals. We perform eight demonstrations with a fixed $\sigma$ and learn the goals $\hat{g}^{(k)}$ of every MP $k$ after each demonstration with the data of all demonstrations that have been performed up to this point. For each learning instance, an error is computed according to

$$e = \frac{1}{K} \sum_{k=1}^{K} \| \hat{g}^{(k)} - g^{(k)} \|_1,$$

(2.15)

<table>
<thead>
<tr>
<th>MP</th>
<th>Position</th>
<th>Orientation</th>
<th>Fingers</th>
<th>Next MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Fixed</td>
<td>Open</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hold</td>
<td>Fixed</td>
<td>Closed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Fixed</td>
<td>Closed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hold</td>
<td>Fixed</td>
<td>Open</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: MPs for the object movement experiment.
which is the mean of the $\ell_1$-norm of the difference between predefined and learned attractor goals of all $K$ MPs. The experiment is repeated with three different values for $\sigma$ 20 times, so that in total 480 demonstrations are performed. We summarize the results for all learning instances according to the number of demonstrations they have been trained with and compute the mean and standard deviations of the errors. The results are plotted in Figure 2.8. In general, the error decreases slightly for more demonstrations, but is always consistent with the amount of noise added to the system.

For the experiments with the real robot, we performed three kinesthetic demonstrations. In order to label the demonstrations, we indicated a movement as complete by pressing a key. Opening and closing of the hand was also initiated by pressing a key. The labeling is performed based on the indicated transitions. Next, the transition behavior was learned with SVMs as classifier and the task was reproduced on the real robot. A one-dimensional feature $f_t^{(k)}$ is assigned to each MP $k$ according to the equation

$$\Delta_t = g_t^{(k)} - x_t^{(k)},$$

$$f_t^{(k)} = 1 - \exp\left(-\frac{1}{2}(\Delta_t^T \Sigma_k^{-1} \Delta_t)\right).$$

Here, $x_t^{(k)} \in \mathbb{R}^{11 \times 1}$ is the current state of the robot in the task space coordinates controlled by the MP $\Sigma_k$ is a $11 \times 11$ diagonal matrix with positive parameters. In this chapter, all MPs defined in the experiments control the end-effector position, orientation and the 4 DoFs of the robot’s hand. Therefore, the dimension of the task-space is 11 (orientations are represented with quaternions). Equation (2.17) depends on the absolute difference between the state of the robot and the MP’s attractor goal. Hence, the feature can be seen as progress indicator and is called goal distance [Luksch et al., 2012]. It is intrinsically in the range $[0, 1]$ and makes further data scaling superfluous. In addition, the variation of the feature around the MP goal can be shaped with the parameters of $\Sigma_k$. To get expressive features, we find the parameters by minimizing the variance of the feature values while constraining the minimum and maximum values to be as close to zero and one as possible.

Figure 2.9 shows the resulting trajectories for some selected MP transitions. The learned goals are consistent with the directions of the movements. If trajectories are constant or diverge slightly, the goal is averaging over the trajectories (Figures 2.9b,c). If all trajectories point in the same direction as it is the case for Figure 2.9a, the goal lies in this direction as well, without conflicting with the trajectories.

The first example also illustrates the difference between the goal state of a MP and the state at which a new MP is activated. A new MP is activated as soon as the classification border is crossed, which is the case when the feature state reaches the value of the first transition. Note that such an early transitioning strategy is only triggered if it was also demonstrated. Therefore, behaviors such as opening or closing a gripper prematurely should not occur unintentionally.
2.5.2 Unscrewing a Light Bulb

In the second experiment, the system had to learn how to unscrew a light bulb. The focus of this experiment was on evaluating the overall performance of the learning system, including the goal learning, the graph representations and the transition behavior. The task is to approach a light bulb, unscrew it and to put it into a box afterwards. For the representation of the skill, we chose seven different MPs. The detailed task flow and the MPs are illustrated in Figure 2.10.

We choose to unscrew the light bulb by caging it. Here, the robot encloses the bulb with its hand and grasps it below the point with the largest diameter. All MPs control the end-effector’s Cartesian position, its orientation as well as the DoFs of the robot’s hand. In addition to a global world frame, a coordinate frame is attached to the light bulb holder and the box. These coordinate frames are used for positioning the robot. When opening, closing or rotating the hand, either the three DoFs of the fingers or the angle of the wrist joint are controlled by the MP. The unscrewing MP (rotating the closed hand counterclockwise) additionally applies a force in upward direction to the robot’s hand to ensure contact with the bulb. Again, the goal distance feature is assigned to each MP. The goal distance of the MP can be used to detect if the light bulb is still in the holder. As a force is applied in upward direction during unscrewing, this force leads to an acceleration of the robot’s arm as soon as the light bulb gets loose. As a consequence, the arm moves away from the MP’s goal, resulting in an increasing value of the goal distance.

The system has to learn that an increase of this goal distance should lead to an immediate stopping of the unscrewing MP and a transition to the branch in the graph that puts the light bulb into the bin. As the light bulb is not represented in the feature set and the unscrewing stopping criterion depends implicitly on the height of the end-effector, a slipped light bulb can not be detected. As no slip happened during our experiments, we did not integrate the state of the light bulb into the feature set.

We performed three kinesthetic demonstrations and vary the position of the light bulb holder for each demonstration. For all following experiments, the system is trained separately with the data of each single demonstration, all pairs of demonstrations and all demonstrations. Every time the system is trained, the task is reproduced and the success rate of each MP transition is evaluated. A transition is considered successful, if the system activates the correct successor at the correct state. Incorrect, premature or too late transitions are considered failures. For unsuccessful transitions, we restart the movement, trigger the transition manually and continue with the reproduction from there.

We first evaluated the graph representations by comparing the local and global sequence graph with a baseline graph, which has one node for each MP and is fully connected, as shown in Figure 2.11. Hence, the system is allowed to transition to any MP at every point in time. All graph types are trained with LR as classifiers. The reproduction results are shown in Figure 2.12a. Both presented graph representations...
(a) Illustration of a successful task execution.

<table>
<thead>
<tr>
<th>MP</th>
<th>Description</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Orientation</th>
<th>Fingers</th>
<th>Next MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach Initial Position</td>
<td>Initial Position</td>
<td>Initial</td>
<td>Hold</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Light Bulb</td>
<td>Light Bulb</td>
<td>Hold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Close Hand (Grasp)</td>
<td>Light Bulb</td>
<td>Hold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unscrew</td>
<td>Bulb</td>
<td>Bulb</td>
<td>Force</td>
<td>Rot. Wrist</td>
<td>Closed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open Hand (Release)</td>
<td>Light Bulb</td>
<td>Hold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rotate Wrist Clockwise</td>
<td>Light Bulb</td>
<td>Rot. Back</td>
<td>Spread</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Boxes</td>
<td>Garbage</td>
<td>Hold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Task-space composition of the individual MPs

Figure 2.10: Illustration and description of MPs for the light bulb experiments. The robot starts in an initial position (○) and first moves towards the bulb (○). Then it repeats the unscrewing movement (○, ○, ○, ○) until the bulb loosens (○) and subsequently, the bulb is put into a bin (○) and the robot returns to its initial position (○).
Figure 2.11.: Graph representations of the light bulb task. We compare the global and local graph with a fully connected baseline graph. Compared to the global graph, the local graph merges several nodes. The merging creates potential paths in the graph which were not demonstrated. An example is the sequence marked as red which leads to a misbehavior of the robot if reproduced.

are clearly better suited than the baseline graph. Due to the reduced number of outgoing transitions for each node, the effect of perceptual aliasing gets reduced, which in turn improves the performance of the classifiers. This effect is also the reason why the global sequence graph slightly outperforms the local sequence graph. The local sequence graph contains paths which have not been demonstrated and lead to misbehavior if reproduced. An example is the red path in the figure. Here, the robot returns to its initial position with the bulb in its hand and immediately goes back to the bulb holder while opening its hand instead of going to the bin.

In a second set of experiments, we evaluated the performance of different classifiers. In addition to LR, we evaluated GMMs, SVMs and IVMs (see Section 2.4). All classifiers were trained using the global sequence graph, as it was the overall winner of the first experiments. The reproduction results for the different classifiers are shown in Figure 2.12b. The results indicate only a slightly better performance of the kernel methods compared to LR and GMMs. When being trained on all demonstrations, the average success rate of SVMs and IVMs is 97.6%, while LR reaches only 92.9%. The main reason for failing is the unscrewing movement, where the system sometimes failed to generalize from the demonstrations. When the light bulb gets loose at the beginning of the unscrewing movement during demonstration, the system is expected to be in a similar state when the light bulb gets loose during reproduction. If both states are different, the system tends to fail triggering the transition to the succeeding MP properly. This effect is reduced if more demonstrations are performed, as different wrist orientations are observed for each transition and therefore this feature becomes irrelevant for the decision. In general, a feature selection method may be helpful for further improving the performance.
2.5.3 Grasping Objects with Error Recovery

In a third experiment, the system had to learn to grasp and lift three cylinders with different lengths using different grasps. The intention was to evaluate the approach on a more complex feature set compared to the goal distance features used in the first two experiments. The task was demonstrated as follows (see Figure 2.13). A cylinder was put randomly on a table, with arbitrary position and orientation (e.g., standing or lying). The teacher took the gravity compensated robot by its arm and moved the end-effector to an initial position. Next, it was moved to a pre-grasp position close to the cylinder. Subsequently, the cylinder was grasped and lifted. Depending on the length of the cylinder and its orientation, different grasps and pre-grasps were used for solving the task. If the cylinder was standing, it was grasped from the top. If it was standing upside down, it was grasped at its bottom. We demonstrated the task with three different cylinders of varying lengths, 8, 16 and 24 cm. If the cylinder was lying and had a length of 8 or 24 cm, it was grasped using a power grasp. If the 16 cm cylinder was lying, it was grasped using a pinch grasp. Pinch and power grasp could be performed with two different wrist angles as shown in Figure 2.14. During the final lifting step, the cylinder could slip. In that case, the lifting was immediately stopped. The end-effector was moved to the initial position and the task was demonstrated from the beginning. Note that even when such an error recovery strategy is demonstrated, the system has no explicit notation of an error when reproducing the task. Instead, a slipped cylinder is supposed to lead to a MP transition which is treated just as any other MP transition. The immediate triggering of an error recovery is also a typical example for a MP that is stopped before reaching its goal state when reproducing the task.

\[
\text{Table 2.2.: Feature set for grasping task.}
\]

<table>
<thead>
<tr>
<th>Feature</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylinder Length</td>
<td>1</td>
</tr>
<tr>
<td>Cylinder Inclination</td>
<td>1</td>
</tr>
<tr>
<td>Cylinder Rotation</td>
<td>1</td>
</tr>
<tr>
<td>End-Effector Position</td>
<td>3</td>
</tr>
<tr>
<td>Strain Gauges</td>
<td>3</td>
</tr>
<tr>
<td>Finger Joint Angles</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 2.13: Task flow of the grasping task. The robot starts in an initial position (top). Depending on the size of the cylinder and its orientation, the system approaches the cylinder with different orientations and finger configurations. Subsequently, the cylinder is grasped and lifted. If the contact with the cylinder is lost during lifting, the system has to re-start the task.

Table 2.2 summarizes all features for this task. The position of the end-effector is defined relative to the cylinders. Inclination and rotation are angles that represent the orientation of the cylinders. Both features are illustrated in Figure 2.14. Orientation and position of the cylinder are measured using a six DoF magnetic field tracking sensor system with precisions of approximately 1 cm and 0.15°. The strain gauges measure the tension in each finger. Together with the finger joint angles, they allow for detecting successful grasps or a slipped cylinder.

Similar to the previous experiments, we trained the system incrementally after each demonstration. Each training was followed by an execution of the learned skill. A successful reproduction of the task requires grasping and lifting the cylinder, as well as successfully detecting a slipped cylinder. Figure 2.15 shows the success rate of the reproduction for all 17 demonstrations. We evaluated the system on the local sequence graph and trained the classifiers with LR in simulation and with SVMs on the real robot. The results indicate that the system was able to learn the task completely, even though more demonstrations had to be performed compared to the light bulb task. The increased number of required demonstrations is not surprising, as the resulting graph has six outgoing transitions for the initial node. The transitions for the lying cylinder depend non-linearly on the cylinder length. The logistic regression models fail to cover this non-linearity. As a result, usually the power grasp is performed when the cylinder is lying. Even though such a strategy might also lead to a successful grasp, it is not the behavior that was demonstrated for the medium-length cylinder and is therefore considered a failure. The experiment shows that the system works well when using positions or joint angles instead of the MP goal distances as features. It also shows that it is easy to integrate arbitrary other features into our framework. The only requirement of our system is that the features are meaningful enough, so that successive MPs can be separated well in feature space.
Figure 2.14.: The rotation feature (a) is the angle between the shown axes of the lying cylinder (red) and the hand (green). For avoiding unnecessary rotations of the end-effector, we define two pre-grasp MPs that approach the cylinder with different orientations (top and bottom). Depending on the angle $\alpha$, the MP that is closer to its target orientation should be activated. The feature is shown for the pinch grasp, but is used for the power grasp in the same manner. The inclination feature (b) is the angle between the negative gravity vector (black) and the shown cylinder axis (blue). It indicates if the cylinder is standing ($\beta = 0$), lying or standing upside down ($\beta = \pi$).

2.6 Conclusion

This section provides a brief summary of our proposed approach and will highlight the main contributions. Finally, an epilogue will cover some suggestions for future work and discusses some open problems.

2.6.1 Summary of this Chapter

In this chapter, we proposed a method for learning sequential skills. In our case, a skill is comprised of a set of MPs and the ability to sequence them in order to perform a complex task. We showed how the

Figure 2.15.: Reproduction results for the grasping task. While an accuracy of 100% can be achieved using SVMs, the logistic regression (LR) models fail to cover the non-linear dependency on the length of the cylinder.
parameters of single linear attractor MPs as well as the transition behavior between them can be learned from labeled kinesthetic demonstrations of a task.

The observed MP sequences are incorporated into a graph representation we call sequence graph. A sequence graph has the individual MPs as nodes. It connects the MPs with each other and uses local classifiers for modeling the transition conditions between them. When executing a learned skill on a robot, the classifiers trigger transitions between the nodes, leading to a change of the activated MP. The major advantage of the graph structure is that it allows for splitting the overall decision of which MP to activate into multiple smaller classification problems.

The approach was validated in three experiments using a real seven DoF Barrett WAM robot with a four DoF hand. Here, we evaluated two different sequence graph structures and different classifiers for their applicability in our skill learning framework. The evaluation shows that our system is able to learn complex skills from a few demonstrations. One important insight from the experiments is that splitting the overall classification problem into many smaller problems helps to reduce the effect of perceptual aliasing.

2.6.2 Epilogue

Even though our system was able to learn skills for fairly complex tasks, some aspects of our proposed approach can be improved in future work. First of all, the approach relies on labeled demonstrations and a set of predefined MPs, which is a strong restriction and limits its practical applicability. In order to alleviate these limitations, we developed an approach which extracts a set of MPs from the demonstrations and labels the demonstrations automatically without further human supervision. This method will be presented in the next chapter.

In Section 2.3.3, we presented two different variants of the sequence graph and algorithms for generating them from labeled demonstrations. Compared to the global sequence graph, the local sequence graph is comprised of fewer nodes. In the experiments, it contained paths in the graph which were not demonstrated and lead to misbehavior. Therefore, the local graph could not be utilized for successful skill learning in all experiments. Even though the global sequence graph performed better for the conducted experiments, its generation still relies on a deterministic algorithm and there may be tasks for which the generated graph is suboptimal. Therefore, an important open problem for future research is finding an optimal sequence graph from a set of demonstrations which does not rely on a deterministic approach. Here, the main difficulty is that often, an optimal sequence graph cannot be derived from the limited amount of data acquired from only a handful demonstrations. In order to resolve ambiguities (e.g., which representation is optimal), either more demonstrations have to be provided or a method for interactive corrections has to be used. A conceivable alternative is to find the optimal sequence graph representation via trial and error, e.g., by expanding the most compact representation until the skill can be successfully executed on the real robot.
3 Probabilistic Decomposition and Skill Learning for Sequential Robot Manipulation Tasks

In the previous chapter, we presented an approach for learning sequential skills from kinesthetic demonstrations of a task. For the approach, our main assumption was that a robot is already equipped with a repertoire of (partially) predefined MPs and we focused on learning to sequence them properly. In order to learn a skill, the demonstrations had to be labeled with the active MPs over time. This labeling process is tedious and time-consuming and may prevent the method from being deployed in real-world application scenarios.

Therefore, in this chapter, we present a method for automatically decomposing a task into a set of MPs sufficient for performing a task. The approach is based on a probability distribution which we call Directional Normal Distribution (DND). The distribution allows to infer the MP’s composition (coordinate frames, control variables, attractor goal) from the demonstrations in a principled manner and permits to determine an appropriate number of MPs for a task via model selection. Additionally, the method makes the process of manually labeling the demonstrations superfluous, as it allows for inferring the sequence of most likely MP activations directly from the demonstrations. In contrast to most state-of-the-art approaches, we explicitly deal with force data and do not assume that the sequence of movements performed by the human teacher is the same in all demonstrations.

While the focus of the chapter is the task-decomposition method, we also combine the method with the sequence graph concept presented in the previous chapter in order to learn how to sequence the resulting MPs. Combining both methods allows for learning a skill directly from the demonstrations without further human supervision. We evaluate the approach on three different tasks, unscrewing a light bulb, box stacking and box flipping. All tasks are kinesthetically demonstrated and then reproduced on a Barrett WAM robot. The evaluations will show that our approach allows for learning skills for fairly complex tasks from only a few demonstrations and that the skills can be generalized to situations which were not demonstrated. This chapter is mainly based on the work presented in Manschitz et al. [2017a, submitted].

3.1 Introduction

As robots are increasingly being used for many tasks just a few times instead for the same task a million times, it becomes impossible to pre-program them for all situations they may encounter. Learning methods can reduce the programming effort. By generalizing existing task knowledge to new situations, they even have the potential to allow the realization of tasks with higher complexity than just by programming alone. Therefore, learning manipulation tasks from human demonstrations has many potential application domains ranging from service robotics to industrial applications.

The contribution of this chapter is a concept for improving the human-to-robot skill transfer. Our particular aim is learning skills for tasks that have the following characteristics. First, the task can be represented by a sequence of point-to-point movements. Hence, the particular shape and execution speed of a movement are not relevant, but the target of a movement is. Examples for targets are desired positions or orientations of an end-effector, or a desired grasp. Second, the task involves a direct interaction with objects in the environment. In phases where the robot interacts with an object, it may have to actively apply a force, for instance it may have to push an object. Therefore, movements are not restricted to the kinematic domain. Instead, a target may also be comprised of a desired force or torque. We refer to tasks that have the aforementioned properties as sequential force interaction tasks.

Learning a skill for such tasks requires learning the individual point-to-point movements necessary to perform the task and the composition of the movements (e.g., if a force should be applied or not). In order to be able to perform the task on a real robot, additionally the possible sequential orders of the movements and transition conditions that allow for switching between them have to be learned. Our
particular aim is learning skills that generalize well to situations which were not demonstrated. Hence, the skill should be independent of global positions, such that it can be generalized to object locations which were not demonstrated to the robot. Therefore, we demonstrate a task a couple of times with varying object positions. From these demonstrations, the system learns the individual movements and decides for each movement if it should be performed relative to an object and if a force should be applied or not. After learning, we execute the resulting skill on a real robot with a different setup and, therefore, evaluate the generalization capabilities of the skill.

Throughout this chapter, we will refer to the individual movements as movement primitives (MPs). The focus of the chapter will be on the process of extracting attractor MPs representing the single point-to-point movements from the demonstrations. This process will be referred to as task-decomposition. In order to represent the robot’s movements relative to objects in the scene, we use a hybrid position-force task-space controller (see Section 2.1.3). A task-space is composed of a controlled entity (e.g., end-effector), control variables (e.g., position or force) and a coordinate frame which allows for controlling the robot relative to an object. We predefine a set of task-spaces which are sufficient for performing a wide range of tasks. Applying our proposed task-decomposition method to the demonstrations then results in a set of MPs, whereas for each MP an appropriate task-space is selected and the most likely attractor goal is found. Basis of our approach is a novel probability distribution we call Directional Normal Distribution. In the chapter, we present the distribution and an Expectation-Maximization algorithm for inferring its parameters from data. After decomposing a task, we utilize the sequence graph concept presented in the previous chapter for learning to sequence the resulting MPs. By combining the task-decomposition method with the sequence graph concept, the system learns a reactive behavior which allows for performing the task autonomously on setups which were not demonstrated to the robot.

In summary, our system covers the whole process from the acquisition of the demonstrations to the execution of a learned skill on a real robot. The content of this chapter is based on previously published work. Our task-decomposition method was first presented by Manschitz et al. [2016]. The method was later combined with the sequence graph concept by Manschitz et al. [2017a, submitted], where additionally a more in-depth evaluation of the task-decomposition method was provided. Therefore, this chapter is mainly based on this paper.

3.1.1 Related Work

We classify approaches that aim at learning sequential skills into four different categories, depending on their focus:

1. Movement segmentation
2. Coordinate frame selection
3. Choosing control variables

Task-Decomposition

4. Sequence or transition learning

Movement segmentation deals with extracting and/or identifying MPs from a set of demonstrations. At the core, methods from this field aim at finding reoccurring patterns in time-series data. Coordinate frame selection methods try to infer if a movement is supposed to be performed relative to an object. This knowledge is important as it allows for generalizing a skill to undemonstrated object positions. Choosing the proper control variables is crucial for many tasks. Manipulation tasks are often comprised of phases where the robot has to apply forces, for instance when pushing a button or turning a valve. In other phases, it may only have to move the end-effector to a current position. In order to learn skills for such tasks, it is crucial to properly switch between these control variables. In this chapter, we focus on finding the decomposition of a task. In our case, such a decomposition is comprised of a set of generating MPs and their potential sequential orders. Sequence or transition learning approaches were
presented in the previous chapter and are therefore not discussed here. The interested reader is referred back to Section 2.1.1. In the following, we review other approaches, classify them into one of the first three fields and contrast them to our approach.

Movement Segmentation

Learning MPs from and identifying them in demonstrations is an important research problem, as it allows for reusing the same movements in multiple, potentially different situations. Among the aforementioned research fields, movement segmentation may be the one which has received the most attention so far. An extensive survey of such segmentation methods is provided by Lin et al. [2016]. The survey reviews various segmentation approaches from different fields (e.g., robotics, rehabilitation, motion analysis). The authors concentrate on detecting segmentation points between successive movements and present different metrics for evaluating the performance of a segmentation algorithm. In this section, we discuss some important segmentation approaches in the domain of robotics.

Time Window Segmentation

Segmenting demonstrations into smaller reoccurring patterns requires the detection of boundaries between successive movements and clustering of the individual segments based on a similarity measure. One way of dealing with the complexity of the overall problem is to first split the demonstrations into segments of fixed length. The resulting segments can subsequently be clustered by for instance interpreting them as single data points (e.g., by concatenating the individual data points of the segments to a single vector). Encapsulating the time-series character of the segments in a single data point allows for modeling the individual segments using non time-series models. Besides the computational advantages, downsides of time window approaches are that they usually require to specify the window size by hand and that the window size is often fixed over the entire demonstration.

Barbič et al. [2004] introduce and compare three different methods for segmenting high-dimensional motion capture data into single movements. The methods make use of Principal Component Analysis (PCA), Probabilistic Principal Component Analysis (PPCA), and Gaussian Mixture Models, respectively. The two underlying ideas of the two PCA methods are that first, during a movement, the individual joint angles are highly correlated with each other. Second, this correlation differs between movements. Hence, by capturing the intrinsic lower-dimensional subspaces of the data, individual movements can be discriminated from each other. Their method computes the PCA for fixed time windows and introduces segmentation points between successive movements when the projection error increases. Taylor et al. [2007] use a Restricted Boltzmann Machine (RBM) for modeling human movements. The authors use a predefined fixed number of past observations as input for the RBM and can learn higher-level movements by stacking several layers of the model. Takano and Nakamura [2006] split demonstrations of human whole-body movements into short sequences of fixed length. Each short sequence is modeled with a HMM. A higher-level HMM is then trained to model the sequences of HMMs and to abstract from the fixed sized data sequences. A similar approach is proposed by Kulić et al. [2008], where a HMM models data partitioned into multiple sliding windows. Their algorithm can be used for online segmentation and the movements can be clustered into different groups representing similar movements. Kulić et al. [2012] extend this approach by incrementally learning the relationships between MPs. These relationships are modeled with a graph representation which can be utilized for the generation of longer behaviors. Pais et al. [2013] split the demonstrations into windows of fixed length. Segmentation points between successive MP are restricted to appear at the border between two segments. A segmentation point is added if either the most likely coordinate frame of the current movement or the variable of interest (e.g., force or position control) changes. No clustering of segments has to be performed as the authors assume the demonstrated sequence of MPs is the same for all demonstrations.
**Changepoint Based Segmentation**

Some approaches assume initial guesses for potential cuts between the segments. The aim is then to prune out false positives cuts and to find the true positives. Often, such cut candidates are found by analyzing the zero velocity crossings (ZVCs) of the demonstrations. These kind of approaches are supported by Flanagan et al. [2006], who showed the relevance of ZVCs for dexterous manipulation from a biological point of view. The intuition behind ZVCs is that a pause is a natural separation between two movements.

Lioutikov et al. [2015] prune out false positive cuts in a probabilistic manner using an Expectation-Maximization algorithm. A distribution over cut candidates is maintained and treated as latent variable. In the Expectation step of the algorithm, the parameters of the MPs are fixed and the distribution over the cut candidates is updated. In the Maximization step, the distribution is fixed and the MP parameters are updated. An extended version of this approach is presented by Lioutikov et al. [accepted]. Konidaris et al. [2012] present a concept for statistical online changepoint detection based on Hidden Markov Models. Segmenting a single demonstration results in a skill chain, namely a sequence of goal-directed movements. Multiple demonstrations are merged into a skill tree. Their model can also be used in the context of Reinforcement Learning, where a robot actively generates its own demonstrations. Kober et al. [2015] align demonstrations represented in different coordinate frames in time using Dynamic Time Warping (DTW). Subsequently, their approach finds the ZVCs of the demonstrations and extract one MP for each resulting segment. Similar ideas to analyzing the ZVCs are to add segmentation points based on the joint acceleration [Guerra-Filho and Aloimonos, 2007] or angular jerk [Yamamoto et al., 2006]. All of these concepts have in common that pausing a movement results in a logical segmentation point.

Utilizing ZVCs for detecting potential cuts between successive segments is supported by findings from biology and has proven to work well in practice [Calinon and Billard, 2004, Guerra-Filho and Aloimonos, 2007]. Therefore, our approaches also incorporates them into the segmentation process. Compared to many other approaches, our approach allows for learning object-directed movements without requiring that the demonstrated movement sequences are the same for all demonstrations. Therefore, the demonstrations do not have to be aligned in time.

**Data-Driven Segmentation**

Even though most of the previously mentioned segmentation approaches make use of data-driven machine learning methods, they either assume the demonstrations are pre-segmented or pre-segment the demonstrations using heuristics (e.g., ZVCs). Such heuristics, even though they work well in practice, may not be appropriate for all tasks. Other approaches therefore segment the demonstrations in a purely data-driven way, using as few assumptions as possible about the task or the structure of the demonstrations.

Grollman and Jenkins [2010] partition the demonstrations incrementally using the Chinese Restaurant Process. For each cluster, a Gaussian Process Regressor learns a policy which maps the perceived state to a continuous action of the robot. However, when reproducing a task, the algorithm requires using a hand coded mechanism for selecting the correct cluster at each time step. Butterfield et al. [2010] overcome this issue by also learning the transition behavior between the individual clusters. For this purpose, they use a Hierarchical Dirichlet Process Hidden Markov Model. Alvarez et al. [2011] model single movements with Latent Force Models (LFMs, [Alvarez et al., 2009]). A LFM can be thought of as a set of spring-mass-damper systems being driven by a function sampled from a Gaussian process. A skill is then composed by a set of LFMs and the ability to properly switch between them. The authors present a method for learning a skill from demonstrations which requires to specify the number of LFMs as a hyperparameter. Chiappa et al. [2009] present a Bayesian approach for clustering movements based on Mixtures of Linear Gaussian State-Space Models (LGSSMs). As a Bayesian treatment of LGSSMs is intractable, they introduce a clustering method based on variational Bayes. Their model is generative and thus can also be utilized for generating movements. Yet, no transition conditions between the movements.
are learned and therefore, it is only shown that the generated movements for single clusters are similar to those who have been demonstrated. Endres et al. [2011] use Bayesian binning for segmenting human Taekwondo movements into single actions. Actions are modeled as fixed order polynomials. The author’s also focus on the segmentation process and not on the actual generation of movements. One downside of their approach is that the individual bins corresponding to the movement are independent of each other and are represented in a singly connected factor graph. Therefore, if the same movement is demonstrated twice in a sequence, it is not considered to be the same movement. Niekum et al. [2012, 2013, 2015b] segment demonstrations using a Beta Process Autoregressive Hidden Markov Model (BP-AR-HMM, [Fox et al., 2009]). After segmenting the demonstrations and assigning the segments to clusters, each cluster is considered a single movement that is subsequently modeled with a DMP. Therefore, the method can also be utilized for reproducing a learned skill on a real robot. Their method does not require specifying the number of MPs beforehand and is able to learn skills from demonstrations with varying movement orders. Medina and Billard [2017] represent single movements with Linear Parameter Varying (LPV) Systems encoded as Gaussian Mixture Models. Movement sequences are encoded with HMMs, where the individual states are represented with LPVs. Each single movement is guaranteed to have a unique global attractor and they also learn the termination conditions of the individual movements.

The segmentation of most of the aforementioned approaches is based on modeling the individual segments. In that case, a segmentation point is implicitly defined as a point were the likelihood of a model corresponding to the current segment decreases and the likelihood of another model increases (hence, the most likely model changes). Another idea is to directly detect the changes between the physical relationships of objects in the environment. Niekum et al. [2015a] do so by using Bayesian online changepoint detection. An example for a physical relationship is one where two objects move together as a rigid body (e.g., two boxes are stacked together and moved from one position to another). Baisero et al. [2015] have similar aims. Their approach is based on Conditional Random Fields [Lafferty et al., 2001], but requires labeled demonstrations.

Recently, also Inverse Reinforcement Learning (IRL) methods have been frequently used in the context of movement segmentation and skill identification. Instead of directly extracting MPs from demonstrations, IRL methods try to infer reward functions corresponding to the goals of the individual sub-tasks. Once found, the reward functions can be utilized for learning a set of MPs which achieve the goals of the sub-tasks. If the reward functions capture the essence of the sub-tasks, the resulting MPs are likely to generalize well to previously unknown situations. Despite these advantages, one downside of IRL methods is that they are data-intensive, making them impractical for our purpose. Ranchod et al. [2015] present an approach for segmenting trajectories using IRL. They adapt the Beta Process Autoregressive Hidden Markov Model (BP-AR-HMM) by replacing the Vector Autoregressive Process as emissions with a Markov Decision Process (MDP). The MDP allows for learning a reward function and the corresponding policy that maximizes the reward for each segment. All model parameters have to be estimated with Monte Carlo methods, which is why the method is computationally very expensive and the evaluations are carried out on simple toy examples. A similar IRL method is proposed by Michini [2013], who use a nonparametric Chinese Restaurant Process for inferring the number of sub-tasks from the demonstrations in a non-parametric way.

In summary, completely data-driven approaches have the ability to learn a skill with very few assumptions about the task or the structure of the demonstrations. However, they are often data-intensive, as they require too many demonstrations for learning a skill. Additionally, the resulting MPs do not necessarily describe meaningful movements in the context of a task (e.g., grasp an object) as they do not incorporate knowledge about robotics or the task itself. As a consequence, the MPs usually explain the demonstrations, but the generalization capabilities of the resulting skill may be limited. In order to learn generalizable skills from a few demonstrations our proposed approach makes use of ZVCs.
Identifying Movement Primitives from a Library

If a system is already equipped with a repertoire of MPs, the segmentation problem reduces to identifying these MPs in the demonstrations. Meier et al. [2011] propose an approach for online movement recognition and segmentation based on a library of predefined MPs. For each new data point, they estimate the open parameters of all MPs in the library and compute the likelihood of the corresponding models. The currently active MP is the one corresponding to the highest likelihood. If all likelihoods fall below a threshold, a new MP is added to the library. This approach is extended by Meier et al. [2012], where segmentation candidates are added by analyzing the velocity profiles of the movements. These candidates allow for segmenting data offline and make the hand-tuning of the threshold parameter superfluous. A similar approach is proposed by Lemme et al. [2014b]. Here, a MP library is built incrementally, given only a single initial MP (corresponding to a simple point to point movement) and a set of kinesthetic demonstrations. The demonstrations are segmented into a sequence of trajectory chunks. Each chunk is assigned to the MP which most likely produced it. The robot then executes the sequence and co-articulates between successive movements. Due to the co-articulation, combining two point to point movements may result in a smooth curved movement. Subsequently, the chunks from the previous demonstration are pairwise combined to form new MPs. The new MPs are added to the library and are again used for segmenting the new trajectory. This process is repeated until the reproduced trajectory matches the kinesthetic demonstrations well. By combining and refining existing MPs, the approach can learn movements of arbitrary shape. The movement identification is based on the geometrical shape of the movements. Therefore, it is not possible to distinguish movements of similar shape but different dynamics. Additionally, it is not clear if the approach can be applied to more than three-dimensional movement spaces. Gräve and Behnke [2012] model individual MPs with HMMs and assume that these MPs have been previously learned. Given a demonstration, their approach tries to find segmentation borders between successive segments and assigns each segment to one of the existing MPs. A segmentation border is defined as the best compromise between the most likely end point of the current segment and the start point of the succeeding segment.

Coordinate Frame Selection

Introducing coordinate frames allows for representing and generating object-directed movements, potentially leading to increased generalization capabilities of a skill. Therefore, various approaches aim at learning in which coordinate frame a MP should be represented. Niekum et al. [2015b] segment demonstrations using an Auto-Regressive Hidden Markov Model. Each state of the model corresponds to a MP. After the segmentation, the end-points of the segments assigned to a MP are clustered in different coordinate frames. The goal of the MP is then defined in the frame corresponding to the largest cluster. In contrast to this approach, our method integrates the coordinate frame selection directly into the segmentation. Another approach that explicitly deals with coordinate frames is that of Rozo et al. [2016]. The authors use a task-parametrized Gaussian mixture model (TP-GMM, [Calinon et al., 2012]) as trajectory representation. A TP-GMM is a hierarchical GMM with two layers. While on the upper layer each mixture corresponds to a MP, the lower layer represents the joint probability of the trajectory (and the velocity) in different coordinate frames. In addition to learning a task-representation in different coordinate frames, they learn to vary the controller stiffness dynamically. As a result, their approach enables a robot to physically interact with a human co-worker. While human-robot collaboration is an interesting research domain, our approach focuses on tasks where the robot is operating autonomously. Pais et al. [2013], Ureche et al. [2015] extract the coordinate frames and control variables based on the variance of the data. If the variance of a variable is large within a time window for all demonstrations, they consider it to be significant for the task. The reason is that the variable changes its value and does that in a systematic way across all demonstrations. Kober et al. [2015] showed that under certain circumstances this assumption leads to an over-segmentation of the data. Therefore, they suggested to incorporate the convergence behavior of the movement as well. Compared to our method, many
approaches (e.g., Kober et al. [2015], Mühlig et al. [2009], Pastor et al. [2012], Reiner et al. [2014], Ureche et al. [2015]) require demonstrations with identical sequential ordering of the employed MPs. Our approach is instead capable of decomposing a task if the demonstrated MP sequences vary across demonstrations. An example are demonstrations of a light bulb unscrewing task. Here, the number of unscrewing repetitions may vary over demonstrations depending on how firmly the light bulb is screwed in. Furthermore, our approach is able to simultaneously infer all possible MP sequences as well as the composition of the MPs. We will show that decomposing kinesthetic demonstrations of a force interaction task with our approach leads to meaningful and intuitive MPs.

Choosing Control Variables

Only a few approaches incorporate force information into the decomposition of the task. For instance, Abu-Dakka et al. [2015] adapt the dynamic movement primitives (DMPs, Ijspeert et al. [2002]) framework so that the robot follows a desired force profile. Yet, they predefine if an MP is position or force-controlled. Steinmetz et al. [2015] learn a desired position and force profile with a DMP from a single demonstration. They present a control framework that is able to transition between phases of pure impedance control and force control based on the measured external force. The approach is not able to handle multiple demonstrations or sequences of MPs. Rozo et al. [2016] learn to modulate the stiffness factor, which is important for collaborative tasks. Ureche et al. [2015] as well as Kober et al. [2015] explicitly choose between position and force control based on the variance of the data and the convergence properties of the segments, respectively. As these approaches worked well in practice, we adopt some of the ideas of the aforementioned papers and integrate them into our approach.

3.1.2 Learning Sequential Force Interaction Tasks

This section provides an overview of the presented method and the structure of this chapter, Additionally, the notation of this chapter is introduced. In order to learn a skill, two main steps are performed. First, a set of MPs is extracted from the demonstrations. Second, the system learns to sequence the resulting MPs. Our method operates on the data recorded during a set of kinesthetic demonstrations of the task

\[ \tau_m = \left\{ \left( q_i^{(m)}, f_{t_i}^{(m)}, f_{i}^{(m,1)}, \ldots, f_{i}^{(m,N_o)} \right) \right\}_{i=1:N_m}^{1} \].

Each demonstration \( m \) of varying length \( N_m \) with a robot that has \( N_j \) joints results in a time-series of joint angles \( q_{1:N_m}^{(m)} \in \mathbb{R}^{N_j \times 1} \), forces and torques \( f_{1:N_m}^{(m)} \in \mathbb{R}^{6 \times 1} \), as well as the 3D positions and 3D orientations of all \( N_o \) objects in the scene \( o_{1:N_m}^{(m,o)} \in \mathbb{R}^{6 \times 1} \). Here, \( o_{1:N_m}^{(m,o)} \) contains the positions and orientations of the \( o \)th object for demonstration \( m \). Each object and the world are associated with a coordinate frame. The forces and torques are measured at the wrist of the robot. The teacher is required to touch the robot above of the wrist such that he or she does not distort the force measurements. The joint angles include the joints of the robot arm and the joints of the robot’s hand.

In a first step, the demonstrations are projected onto a set of predefined task-spaces. For our tasks (as well as many household and/or industrial tasks), it is sufficient to control the position and orientation of the end-effector and the joint angles of the robot’s hand. These three entities (position, orientation, fingers) can be controlled largely independently. Therefore, we define the following task-spaces: We use task-spaces representing the position and force of the end-effector in the world frame and relative to every object in the scene. To represent the orientation and torque of the end-effector, also task-spaces are used for the world frame and all other coordinate frames. The fingers of the robot are controlled in joint-space. Therefore, one additional task-space is used to describe the finger joints. The projection results in the task-space data \( x_{1:N_m}^{(m,k)} \). Here, the time-series \( x_{1:N_m}^{(m,k)} \in \mathbb{R}^{N_k \times 1} \) corresponds to the data of
Figure 3.1.: Overview of our approach. From the kinesthetic demonstrations (a), we record the joint angles of the robot, the measurements of the force-torque sensor, the positions and orientations of all objects in the scene, and features over time. The observations are then projected onto a set of predefined task-spaces. The task-spaces are split according to what they control (b). The resulting data is used to decompose the demonstrated task, yielding a set of MPs, and their activation probabilities over time. For reproducing the task on the robot, a graph with local classifiers is responsible for setting the MP activations (d). For training the classifiers (c), the features and MP activation probabilities are used.

The next step is to extract a set of MPs from the task-space data. For understanding this step, some insights into our controller and MP framework are beneficial. We use the same hybrid position-force task-space controller for controlling the robot as in the previous chapter (see Section 2.1.3), as well as the same MP representation. Hence, a MP is a dynamical system with a linear attractor behavior

\[ \ddot{x}^{(k)} = \alpha \left( \beta (g - x^{(k)}) - \dot{x}^{(k)} \right) , \]  

where \( g \) is the attractor goal of the MP and \( x^{(k)} \) are the coordinates of task-space \( k \). The controller parameters \( \alpha \) and \( \beta \) determine the dynamical behavior of the movement. For each MP, our method has to select an appropriate task-space \( k \in \{1, \ldots, K\} \) and has to infer its most likely attractor goal \( g \). Note that the controller parameters \( \alpha \) and \( \beta \) are predefined in this chapter, as learning them is out of the scope of this thesis. We consider it an interesting research problem to learn them from the demonstrations as well. Our control framework allows the activation of multiple MPs at the same time. As, position, orientation and fingers can be controlled largely independently, we usually activate three MPs at the same time when controlling the robot. The advantage is that this co-activation greatly simplifies our MPs. For instance, we can reach different positions with a constant orientation by changing only the MP controlling the position of the end-effector. To integrate this property into the decomposition, we split the task-space data into three distinctive sets according to what the controlled entity is (position, orientation or fingers). We apply our task-decomposition method to each of these sets, as illustrated in Figure 3.1. Therefore, the task-decomposition results in three independent sets of MPs, one for each controlled entity. The decomposition method is introduced in the following Section 3.2. The core of the method is the Directional Normal Distribution, a probability distribution which is introduced in detail in Section 3.3.

After decomposing a task into MPs, our system learns to sequence the MPs in order to master the overall task. When executing a learned skill on a real robot, the MPs are activated in a reactive manner...
based on a feature set \( f \in \mathbb{R}^{N_F \times 1} \). Here, \( N_F \) is the dimension of the feature space. In theory, the feature space can be comprised of arbitrary measurable values (e.g., camera images). However, in this chapter, it will be usually comprised of the robot’s state in task-space coordinates. As such, the feature state implicitly contains the positions and orientations of all objects in the scene, as each object is associated with a coordinate frame. In order to learn a mapping from features to MP activations, we record the features during the demonstrations \( f^{(m)}_{1:N_m} \in \mathbb{R}^{N_F \times 1} \), as well. The sequencing method is based on sequence graph concept presented in the previous chapter. In Section 3.4, we adopt the concept to account for the required synchronization of the otherwise independently controlled MPs of the three different entities. One important difference to the previous chapter is that the task-decomposition can be used for labeling the demonstrations with the most likely MPs over time. Therefore, the decomposition method replaces the tedious process of manually labeling the demonstrations.

After learning to sequence the MPs, the resulting skill can be executed on a real robot. In Section 3.5, we evaluate the proposed approach on three different real robot experiments: box stacking, box flipping and light bulb unscrewing. Finally, we discuss the results and some remaining open problems in Section 3.6.

### 3.2 Proposed Task-Decomposition Approach

The task-decomposition approach consists of three steps. First, the demonstrations are split into smaller segments. Second, a HMM is trained to cluster the segments. Segments are assigned to the same cluster if they can be represented by the same attractor movement in one of the task-spaces. Finally, the MPs are extracted from the parameters of the resulting clusters. The three steps will be explained in detail in the following subsections. The explanations are accompanied by a simple toy example that is using only position and force data. The reader can imagine the toy task as follows. The task is to first approach an object, subsequently push against the object and then move to a fixed final position. Figure 3.2 depicts an overview of the toy example in the context of our task-decomposition method. As discussed earlier, the same method is used for the individual decompositions of the three controlled entities (position, orientation and fingers).

#### 3.2.1 Segmentation

As a first step, we split the demonstrations into smaller segments by finding the zero-velocity crossings (ZVCs) of the individual task-spaces. Hence, a segment is added if the robot gets into or looses contact with an object or if a controlled entity stopped and starts to move again. For each demonstration \( m \), the time-indices of the ZVCs are stored in a time-ordered vector \( z^{(m)} \). Based on \( z \), the demonstrations are split into sequences of segments \( x^{(m)}_{l:l+1} \), where \( l \) corresponds to the \( l \)th segment. Figure 3.2b depicts the segmentation of the toy example.

#### 3.2.2 Clustering the Segments

After the segmentation, we assume the data is over-segmented, as multiple segments may correspond to the same movement. Therefore, we cluster the individual segments based on a similarity measure. As we concentrate on learning skills for tasks that can be represented by a sequence of point-to-point movements, we argue that segments converging to the same target (in one of the task-spaces) should be assigned to the same cluster. This convergence property of the segments can be measured by a probability distribution which we call Directional Normal Distribution (DND). This distribution is based on the normal distribution and has two parameters, a mean \( \mu \) and a Covariance matrix \( \Sigma \). The difference to a

---

1 Handling orientations needs some adaptations that are explained in Chapter 3.3.2
Normal Distribution is the meaning of the $\mu$ parameter. While $\Sigma$ can also be interpreted as an uncertainty parameter, the mean is defined as an attractor goal. For a given segment, the distribution yields a probability that indicates how well the segment is converging towards the attractor goal. Therefore, the distribution can for instance be utilized for determining if two or more segments converge to the same attractor goal. In Section 3.3, we present an algorithm which allows for learning the parameters of the distribution from data. For this section, it is sufficient to know that we can estimate the most likely target to which a set of segments converge in a probabilistic manner by using DNDs.

For clustering the segments, we integrate the DND as state distribution into a Hidden Markov Model (HMM). More precisely, as our data is represented in different task-spaces and we want to measure the convergence for each task-space and segment, we use a mixture of DNDs for each HMM state. One advantage of using such a probabilistic model is that we can perform model selection to choose the optimal number of clusters for the demonstrations. For this step, we use the Bayesian Information Criterion (BIC), a standard model selection criterion for probabilistic models [Schwarz, 1978].

The HMM training process is illustrated in Figure 3.2c. We initialize the parameters of the model by setting each DND mean to an end-point of a randomly selected segment. The covariance matrices are initialized with that of an isotropic Gaussian $\Sigma = \sigma^2 I$. The transition matrix is initialized randomly with a small bias on self-transitions. Subsequently, the segments are assigned to the clusters based on their convergence properties by maximizing the log-likelihood of the model with the Baum-Welch algorithm [Welch, 2003].

### 3.2.3 Extraction of MPs

The HMM training assigns segments to the same cluster if they converge to the same attractor goal in one of the task-spaces. We argue that these segments can be represented by the same MP. The parameters
of each resulting MP can be inferred from the parameters of the corresponding cluster. For each cluster, the largest mixture weight of the DND mixture indicates in which of the task-spaces the MP can be represented best. The target of the MP is then defined as the mean of the mixture with the largest weight. Finally, if the assigned task-space of an MP is composed of forces and positions along the same axis, we explicitly decide whether force or position are chosen as control variable. Here, we use a simple heuristic. Force is only chosen if the desired attractor force of the MP is higher than a threshold and the velocity mean of the segments assigned to this MP is below a threshold. Thus, if a force was measured along a certain axis and the robot was not moving in this direction, we assume the teacher wanted the robot to apply a force. For an illustrative example of the parameter extraction, the reader is referred to Figure 3.2c.

3.3 Measuring Convergence with the Directional Normal Distribution

We introduce the DND as an instrument for measuring the convergence of the individual segments. The distribution has two parameters $\Theta = \{\mu, \Sigma\}$. The mean $\mu$ corresponds to an attractor goal, while the covariance matrix $\Sigma$ indicates the uncertainty about the location of $\mu$. In order to be used for our purpose, the distribution has to fulfill two properties. First, given a segment $x_{1:N}$ the probability $p(x_{1:N} \mid \Theta)$ should be large if the segment is converging to the target $\mu$, and small otherwise. Second, given a single or multiple segments, we need a method for estimating the most likely parameters of the distribution. In this section, we present the idea behind the distribution and its density function. In Section 3.3.1, we then derive a method for estimating the parameters from data with a maximum likelihood approach.

For deriving the density function, we assume the following statement to hold. If a segment is converging to a given target, then on average, the velocity vector $v_i$ corresponding to a data point $x_i$ from the segment should roughly point towards the target. Thus, the probability of a segment is computed as joint probability of the points from the segment

$$p\left([x_{1:N}, v_{1:N}] \mid \Theta\right) = \prod_{i=1}^{N} p\left([x_i, v_i] \mid \Theta\right).$$

Here, $N$ is the number of points of the segment and $x_i$ and $v_i$ are the individual points from the segment. We usually compute the velocity by approximating the gradient $v_i \approx (x_i - x_{i-1})/h$ with step-size $h$. In that case, the equation can also be written as

$$p\left(x_{1:N} \mid \Theta\right) = p\left(x_1\right) \prod_{i=2}^{N} p\left(x_i \mid x_{i-1}, \Theta\right).$$

In the following, we will stick to the notation which makes use of the velocity vector $v$. Given a single data point $x$ and its velocity vector $v$, the density function of a DND is defined as

$$p\left([x, v] \mid t, \mu, \Sigma\right) = \frac{e^{-\frac{1}{2}(x+tv-\mu)^T \Sigma^{-1}(x+tv-\mu)}}{\sqrt{(2\pi)^d |\Sigma|}},$$

(3.3)

The scalar parameter $t$ projects the point along its velocity vector. The idea is to choose the parameter so that the distance between the projection and the mean of the distribution becomes minimal. If pointing away from the mean, a data point should be assigned a low probability. Therefore, the parameter is restricted to $t \geq 0$. By rearranging (3.3), it can also be written as a normal distribution of $t$

$$p\left(t \mid \mu_t, \sigma_t^2\right) = Z_c e^{-\frac{(t-\mu_t)^2}{2\sigma_t^2}},$$

(3.4)
with normalization constant $Z_c$. Due to the constraint $t \geq 0$, we can assume that the posterior of $t$ is

\[
p(t \mid [x, v], \mu, \Sigma) = \frac{1}{\sqrt{(2\pi)\sigma_t}} \frac{1}{1 - \Phi(-\mu_t / \sigma_t)} e^{-\frac{(t-\mu_t)^2}{2\sigma_t^2}}, \tag{3.5}
\]

\[
\mu_t = \frac{\mu^T \Sigma^{-1} (\mu - x)}{\nu^T \Sigma^{-1} \nu}, \tag{3.6}
\]

\[
\sigma_t = \left( \nu^T \Sigma^{-1} \nu \right)^{-\frac{1}{2}}. \tag{3.7}
\]

Here, $\Phi$ is the cumulative distribution function of a normal distribution with standard deviation one and mean zero. To avoid running into numerical issues, we set $\mu_t$ to zero and $\sigma_t$ to one if the norm of the velocity is below a threshold. The joint probability of the data point and its projection is defined as

\[
p([x, v], t \mid \mu, \Sigma) = p([x, v] \mid t, \mu, \Sigma) \ p(t \mid \mu, \Sigma). \tag{3.8}
\]

When learning the parameters of the distribution, we are not interested in the projection itself. Instead, we want to integrate it out, as it depends on the (unknown) parameters of the distribution. Given a segment $[x_{1:N} \text{ and } v_{1:N}]$, the complete log-likelihood function is defined as

\[
\log p([x_{1:N}, v_{1:N}] \mid \mu, \Sigma) = \sum_{i=1}^{N} \int_{0}^{\infty} \log p([x_i, v_i], t_i \mid \mu, \Sigma) \ dt_i. \tag{3.9}
\]

Here, we assumed that the values $t_i$ are independent of each other. We justify this assumption by the fact that given a fixed $\mu$ and $\Sigma$, the $t_i$’s can be computed independently of each other. We would also like to point out that the individual points $x_i$ all come from a continuous trajectory with a continuously changing velocity vector $v_i$. Therefore, the projections $x_i + t_i v_i$ will automatically be close nearby for succeeding data points. In order to infer the parameters of our distribution, we want to maximize the log-likelihood function. The required integrations over $t_i$ is intractable as the variables are restricted to the range $[0, \infty]$. Therefore, in the following section, we derive an Expectation-Maximization (EM) algorithm to get an iterative update scheme for the parameters of the distribution.
3.3.1 Parameter Learning

In the context of the task-decomposition, the aim is to find the best attractor goal for a given set of segments when learning the parameters of the distribution. As the probability is defined as the joint probability of the individual points from the segments, it does not matter if the parameters are learned for a single or multiple segments. Therefore, the notion of a segment is omitted in this section.

The principle of the EM algorithm is depicted in Figure 3.3. In the Expectation step of the algorithm, we use the current parameter values \( \theta^{old} = \{\mu^{old}, \Sigma^{old}\} \) for estimating the posterior distribution of the latent variables \( p(t \mid x_{1:N}, v_{1:N}, \theta^{old}) \). Here, \( t = [t_1, t_2, \ldots, t_N]^T \) is the concatenation of all projections. As the \( t_i \)'s are independent of each other, the estimation can be done for each data point separately as in (3.5). Intuitively, the E-step projects each data point as close as possible to the current mean of the distribution. In the Maximization step, we get new estimates for our parameters \( \theta^{new} \) by maximizing the expectation of the complete-data log-likelihood under the posterior of the latent variables

\[
\theta^{new} = \arg \max_{\theta} \mathbb{E}_t \left[ \log p \left( [x_{1:N}, v_{1:N}] \mid t, \theta, \mu_t, \sigma_t \right) \right],
\]

\[
= \arg \max_{\theta} \sum_{i=1}^{N} \int_{0}^{\infty} p \left( t_i \mid [x_i, v_i], \theta \right) \log p \left( [x_i, v_i], t_i \mid \theta, \mu_{t_i}, \sigma_{t_i} \right) dt_i. \tag{3.10}
\]

As the integral is evaluated for each data point separately, we omit the indices for the solution of the integral in the following. The integral evaluates to

\[
\int_{0}^{\infty} p \left( t \mid [x, v], \theta \right) \log p \left( [x, v], t \mid \theta, \mu_t, \sigma_t \right) dt = \int_{0}^{\infty} c_1 e^{-\frac{(t-\mu)^2}{2\sigma^2}} \left( c_2(\Theta) t^2 + c_3(\Theta) t + c_4(\Theta) \right) dt = c_1 \left( c_2(\Theta) d_2 + c_3(\Theta) d_3 + c_4(\Theta) d_4 \right). \tag{3.11}
\]

The values of the constants can be found in Appendix B.1. Note that \( c_2, c_3, \) and \( c_4 \) are constants only for the integration, as they depend on the parameters \( \mu \) and \( \Sigma \) which we want to estimate. Upon evaluating this integral, the parameters can be obtained using (3.10). As the constants \( c_2 \) to \( c_4 \) depend on the parameters, we compute the derivatives of (3.11) with respect to \( \mu \) and \( \Sigma^{-1} \) and set them to zero. Now we work again on the entire data set, so we will use the indices again.

\[
\frac{\partial \mathbb{E}_t \left[ \log p \left( [x_{1:N}, v_{1:N}] \mid t, \theta, \mu_t, \sigma_t \right) \right]}{\partial \mu}
\]

\[
= \sum_{i=1}^{N} c_1^{(i)} \left( d_2^{(i)} \frac{\partial c_2^{(i)}}{\partial \mu} + d_3^{(i)} \frac{\partial c_3^{(i)}}{\partial \mu} + d_4^{(i)} \frac{\partial c_4^{(i)}}{\partial \mu} \right)
\]

\[
= \Sigma^{-1} \sum_{i=1}^{N} c_1^{(i)} \left( d_3^{(i)} v_i - d_4^{(i)} \mu + d_4^{(i)} x_i \right) = 0.
\]

Multiplying by \( \Sigma \) from the left and rearranging leads to the solution

\[
\mu = \frac{\sum_{i=1}^{N} c_1^{(i)} d_4^{(i)} x_i + c_1^{(i)} d_3^{(i)} v_i}{\sum_{i=1}^{N} c_1^{(i)} d_4^{(i)}}. \tag{3.12}
\]

Note that the cumulative distribution function \( \Phi \) is closely related to the error function \( \text{erf} \) by the relation

\[
\Phi \left( \frac{-\mu_t}{\sigma_t} \right) = \frac{1}{2} \left( 1 - \text{erf} \left( \frac{\mu_t}{\sqrt{2} \sigma_t} \right) \right).
\]
Algorithm 3 EM-algorithm for DND

Require: data \( x_{1:N} \), velocities \( v_{1:N} \), initial mean \( \mu \), initial cov \( \Sigma \)

1: while not converged do
2:    for all data points \( x_i, v_i \) do // Start E-step
3:        compute constants \( c_1^{(i)}, d_2^{(i)}, ..., d_4^{(i)} \) (B.1)
4:    compute new mean \( \mu(c_1, d_3, d_4) \) (3.12) // Start M-step
5:    compute new covariance matrix \( \Sigma(c_1, d_2, d_3, d_4) \) (3.13)
6: return mean \( \mu \), covariance matrix \( \Sigma \)

Therefore, the constants \( c_1^{(i)}d_4^{(i)} \) and \( c_1^{(i)}d_3^{(i)} \) could be further simplified. For instance, \( c_1^{(i)}d_4^{(i)} \) equals one (proof skipped here) and so (3.12) can also be written as

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} \left( x_i + c_1^{(i)}d_3^{(i)}v_i \right).
\]

For estimating the covariance matrix \( \Sigma \), we compute the derivative with respect to its inverse \( \Sigma^{-1} \).

\[
\frac{\partial E_t \left[ \log p \left( [x_{1:N}, v_{1:N}] ; t, \theta, \mu, \sigma \right) \right]}{\partial \Sigma^{-1}}
= \sum_{i=1}^{N} c_1^{(i)} \left( d_2^{(i)} \frac{\partial c_2^{(i)}}{\partial \Sigma^{-1}} + d_3^{(i)} \frac{\partial c_3^{(i)}}{\partial \Sigma^{-1}} + d_4^{(i)} \frac{\partial c_4^{(i)}}{\partial \Sigma^{-1}} \right)
= \frac{1}{2} \sum_{i=1}^{N} c_1^{(i)} \left( -d_2^{(i)}v_i v_i^T + d_3^{(i)}v_i(\mu - x_i)^T + d_4^{(i)}(\mu - x_i)(\mu - x_i)^T + d_4^{(i)} \Sigma \right) = 0.
\]

Rearranging then leads to the solution

\[
\Sigma = \frac{1}{N} \sum_{i=1}^{N} c_1^{(i)} \left( d_2^{(i)}v_i v_i^T - d_3^{(i)}v_i(\mu - x_i)^T - d_4^{(i)}v_i^T(\mu - x_i^T) + d_4^{(i)}(\mu - x_i)(\mu - x_i)^T \right). \tag{3.13}
\]

In summary, the parameters of the distribution can be estimated iteratively by first computing the \( c \) and \( d \) constants for each data point according to Appendix B.1 (E-step). Second, a new estimate for the parameters of the distribution can be found by computing \( \mu \) and \( \Sigma \) according to (3.12) and (3.13) (M-step). The algorithm is summarized in Algorithm 3.

3.3.2 Extension for Orientations

The Euclidean distance measure used in (3.3) is not suitable for 3D orientations. In this section, we show that by making some reasonable approximations, we can make our algorithm applicable also for orientations.

In order to be applicable, we have to define a projection \( x + tv \) and a difference vector for orientations that can be written in the form \( x + tv - \mu \). We define the target orientation in the inertia frame with the rotation matrix \( R_{FI} \). The matrix \( R_{VI}(t) = R_{VS}(t)R_{SI} \) represents the start orientation rotated with the angle \( t \) around the angular velocity axis. The rotation matrix is also given in the inertia frame. Hence, the projection parameter \( t \) has a different meaning than for Euclidean task-spaces. Instead of projecting
a position along its velocity vector, it rotates an orientation by an angle around the angular velocity axis. By writing the matrices as vectors $r \in \mathbb{R}^{9 \times 1}$, we can define a difference vector with

$$r_{VI}(t) - r_{FI} = d \cos(t) + e \sin(t) + f - r_{FI}$$

$$\approx d(\cos(\alpha) - \sin(\alpha)(t - \alpha)) + e(\sin(\alpha) + \cos(\alpha)(t - \alpha)) + f - r_{FI},$$

$$x = x + tv - \mu,$$

$$x = \alpha \cos(\alpha)(-d - e) + \alpha \sin(\alpha)(-d + e) + f,$$

$$v = \cos(\alpha)(d + e) + \sin(\alpha)(-d + e),$$

$$\mu = r_{FI}.$$  

The values of the constants $d$, $e$ and $f$ can be found in Appendix B.2. Now our difference vector can be written in the form $x + tv - \mu$ and we can estimate the target orientation with the same algorithm as in the previous section. Still, some details have to be taken care of. First, we approximated the sine and cosine terms with a first-order Taylor approximation around $\alpha$. We therefore have to evaluate how good the approximation is. Second, the approximation introduced the parameter $\alpha$ and it is not clear how to choose it. Third, estimating the parameters of the distribution with our standard algorithm will result in a value for $\mu$ which does not describe a proper orientation. Therefore, after applying our standard decomposition method, we reshape the target vector to a matrix and find the closest true rotation matrix to our matrix using the approach of Higham [1989].

In the following, we introduce an intuitive way of choosing $\alpha$. A natural way of measuring the difference between two orientations is the axis angle $\theta(t)$ of the relative transformation $R_{FV} = R_{FI}(R_{VI})^T$

$$\theta(t) = \cos^{-1}\left(\frac{1}{2}(\text{Tr}(R_{FV}) - 1)\right)$$

$$= \cos^{-1}\left(\frac{1}{2}(a \cos(t) + b \sin(t) + c - 1)\right).$$  

The constants $a$, $b$ and $c$ can be derived straightforwardly. For further details, see B.2.1. In order to project the current orientation as closely as possible to the target orientation, we compute the derivative of (3.15) with respect to $t$ and set it to zero

$$\frac{\partial \theta}{\partial t} = 0.5a \sin(t) - 0.5b \cos(t)$$

$$\Rightarrow t = \arctan(b/a).$$  

Hence, if we knew the target orientation without any uncertainty, we could compute a distance measure between the current orientation and the target in closed form. For the Taylor approximation, we can therefore make use of a trick. If we neglect the uncertainty $\Sigma$, we can set the target orientation to the current estimate of the mean $\mu$. Subsequently, we compute $\hat{t}$ according to (3.16) and use it for the Taylor approximation $\alpha = \hat{t}$. Therefore, we get a good approximation by developing the Taylor series about a value close to the true $t$. The approximation allows us to integrate orientations in our method in a straightforward way.

### 3.4 Movement Primitive Sequence Learning

In the previous sections, we introduced our task-decomposition method. Applying the method results in a set of MPs and a HMM which reflects potential sequential orderings of the MPs. In fact, we apply the
method three times with data from different task-spaces, as the MPs controlling the position/force of the end-effector, its orientation and the joint angles of the fingers are learned independently of each other. While extracting the MPs of these three different entities independently of each other simplifies learning and leads to simple reusable MP, the MPs cannot be treated independently of each other when executing a skill on a real robot. For instance, the end-effector may only be allowed to move after an object has been grasped. Therefore, the decision when to execute which MP for one entity has to be conditioned on the state of the two other entities.

In order to account for the necessary synchronization of the MPs, we utilize the sequence graph concept presented in the previous chapter and adapt it for our purpose. Our overall aim is to learn a skill that has a reactive behavior. Instead of following a pre-computed path, the system is supposed to decide online when to stop a movement and which movement to start next. Thus, it has to decide when to activate which of the MPs based on the current state of the robot and the state of the environment (e.g., current positions of objects in the scene). For a successful execution of a learned skill, the MPs have to be activated at the correct time points and in the correct order. The decision has to be made based on the feature state $f \in \mathbb{R}^{N_f \times 1}$, where $N_f$ is the dimension of the feature space. In theory, this feature state can be comprised of arbitrary values, but in this chapter, it will be equivalent to the task-space data $x$. Thus, it implicitly encodes the state of the robot in relation to all objects in the scene (including the forces) and contains the joint angles of the fingers as well as the measured forces.

In the standard formulation of the sequence graph, a node corresponds to a MP and each node is associated with a local classifier. When executing a skill, one node in the graph is considered active and the associated classifier decides when to transition to a succeeding node, leading to the activation of another MP. In order to synchronize the activations of the MPs of the three different entities, we use a single sequence graph where the active node activates three MPs, one for each controlled entity. This process is depicted in Figure 3.4. First, we use the HMMs resulting from the task-decomposition for labeling the demonstrations with the most likely MPs over time. From these labels, we generate the sequence graph representing the sequential structure of the MPs. Finally, we train the local classifiers for each node, where a classifier maps the feature state to three activation vectors $f \rightarrow \{a_{P/F}, a_{O/T}, a_{H}\}$, one for each controlled entity. Therefore, when executing a learned skill on a robot, a transition leads to the activation of (up to) three new MPs. We use Logistic Regression for training, but in general
any classifier can be used. Note that there are also alternative more sophisticated ways to synchronize the sequences (e.g., generate three graphs and couple their transitions), but finding the best way to synchronize the controlled entities is beyond the scope of this thesis.

### 3.5 Evaluation of the Approach

For evaluating our approach, we performed kinesthetic demonstrations on a gravity compensated seven degree of freedom (DoF) Barrett WAM robot with a four DOF hand. We performed three different tasks: box flipping, box stacking and unscrewing a light bulb. For all tasks, we evaluate the decomposition and reproduction of the task. The purpose of the first task is to evaluate if our method is able to distinguish between position and force control. For the box stacking task, the focus is on finding the correct coordinate frames. The light bulb unscrewing task is a longer and more complex task which requires both, i.e., performing movements relative to multiple objects as well as distinguishing force from position control. For the box stacking task, we also compare our decomposition method to a baseline method and a state-of-the-art method.

For simplicity, we predefined the MPs controlling the fingers of the robot for all tasks, despite that teaching grasps is possible with our approach. During the demonstrations, we activated these MPs manually by pressing a key on a keyboard. Note that we predefined the MPs only for simplifying the teaching process. We still applied our task-decomposition to the resulting finger joint angles data. The kinesthetic demonstrations were recorded with 200Hz. As the force-torque measurements are quite noisy, we filtered the data using a Hann filter with a window size of 100. Due to the noisy force sensor and the different units (Newton vs. meters) the force data was additionally scaled by the factor $1/40$, so that 4 N difference correspond to a position difference of 10 cm. For all experiments, force was chosen as control variable for a dimension of a task-space if the target force was above the threshold of 5.0 N and the effector was not moving. An effector was considered to be not moving if the average velocity was below the threshold of $10^{-3}\text{ m/s}$ (see Section 3.2.3).

#### 3.5.1 Box Flipping

For the box flipping task, the sequence of subtasks demonstrated by the teacher is shown in Figure 3.5. In order to flip the box, the teacher first pushed it against the obstacle. Then, he flipped it by pushing the box against the obstacle while rotating it. We demonstrated the task five times with slightly varying starting positions of the box. Two coordinate frames relative to the obstacle were defined for the task-decomposition. A Cartesian frame and a cylindrical coordinate frame whose axis was aligned with the long side of the obstacle, as shown in Figure 3.6. Kober et al. [2015] evaluated their approach on a similar box flipping task. They also used a cylindrical coordinate frame as it works very well for rotatory movements such as opening a door. Additionally, they stated that it is very robust with respect to inaccuracies in the rotation axis which is important when using force control. In contrast to their approach, we did not have to align the demonstrations in time to decompose the task. The orientation of the end-effector and the fingers were held constant throughout the demonstrations and are therefore neglected here.

Our task-decomposition algorithm resulted in four MPs. Three of the five demonstrations and the corresponding results are depicted in Figure 3.7. The results show that the decomposition is consistent over all demonstrations, even though the demonstrations are slightly over-segmented. The MPs closely resemble the behavior of the teacher (see Table 3.1). Initially, the ○-MP approaches the box. Subsequently, the ○-MP pushes the object against the box. Then, the ●-MP flips the box and the ●-MP moves the end-effector to its final position. For the first two MPs, the algorithm chose the Cartesian frame, while for the latter two, it chose the Cylindrical frame. The frame choices can be better understood when looking at the demonstrations plotted spatially (see Figure 3.7b). The box flipping resulted in a (blue) curved
Figure 3.5.: Illustration of teaching and reproduction of the box flipping task. The task was to initially move the end-effector to a position close to the box. Subsequently, the box was pushed against the obstacle. Then, the box was flipped. Finally, the end-effector was moved to its final position.

Figure 3.6.: The two coordinate frames of the box flipping task shown from the side. The origin of the Cartesian frame is at the lower edge of the obstacle. The $z$-axes of both frames are identical and correspond to the lower edge of the obstacle (indicated by a black dot). Here, the origin is at the center of the lower edge. Note that the frames are attached to the obstacle and not to the box.

Line in Cartesian space and a straight line in the cylindrical space, which is why the algorithm chooses the cylindrical frame for the ●-MP. For the remainder of the task, the teacher tried to move the end-effector in a straight line. Still, the algorithm chose the cylindrical frame for the final ●-MP. As shown in the plots, the final positions slightly varied over the demonstrations and the teacher did not really move the end-effector in a straight line. The low confidence of 51.5% shows that the demonstrations seem to converge slightly better to a desired attractor goal in the Cylindrical coordinate frame.

Only for the box flipping MP (●), the algorithm chose force control for one dimension of the coordinate frame. The reason is that while this MP was active, the radial distance to the origin of the coordinate frame was constant and hence the corresponding task coordinates did not change. As the target force of the MP along the radial axis of the coordinate frame exceeded the predefined threshold of 5.0 N and no velocity was measured, force control was chosen for this dimension of the task-space.

<table>
<thead>
<tr>
<th>MP</th>
<th>Description</th>
<th>Frame</th>
<th>Confidence</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>●</td>
<td>Approach Box</td>
<td>Cartesian</td>
<td>95.2%</td>
<td>-</td>
</tr>
<tr>
<td>●</td>
<td>Push Box</td>
<td>Cartesian</td>
<td>58.3%</td>
<td>-</td>
</tr>
<tr>
<td>●</td>
<td>Flip Box</td>
<td>Cylindrical</td>
<td>98.4%</td>
<td>Radial</td>
</tr>
<tr>
<td>●</td>
<td>Approach Final Position</td>
<td>Cylindrical</td>
<td>51.5%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1.: Resulting description, coordinate frame and force selection for each MP of the box flipping task. Only the MP that is active when flipping the box is applying a force along the radial axis of the cylindrical coordinate frame. The confidence corresponds to the mixture weight of the winner frame.
Figure 3.7.: Experimental results for the box flipping task. The MP plot shows the active MP in different colors. It can be seen from the plots that the decomposition of the task is consistent throughout all demonstrations.
After decomposing the task and learning to sequence the MPs, the learned skill was successfully reproduced on the real robot. The found MPs were sufficient for performing the necessary movements and the transitions between MPs were triggered at the correct states. For the sequence learning, the following features were used: The end-effector position in the cylindrical frame and the Cartesian frame as well as the data from the force sensor at the wrist of the robot.

3.5.2 Box Stacking

The goal of the second task is to stack four boxes on top of each other. Position and orientation of the boxes are tracked with Augmented Reality (AR) markers using the ArUco library [Garrido-Jurado et al., 2014]. We performed three demonstrations of the task. For each demonstration, the initial positions and orientations of the boxes were chosen randomly. The stacking sequence was the same for all demonstrations. First, the green box was put on the yellow box. Then, the red box was put on the green box and finally, the blue box was put on the red box. Figure 3.8 shows a demonstration of the task. For a successful stacking of the boxes, it is important that all MPs use the correct coordinate frames. The task does not require any force control and therefore the force data is omitted here.

As an example, Figure 3.9 depicts the data of one demonstration and the corresponding sequence of most likely MP activations resulting from the task-decomposition. In total, our algorithm extracted seven position MPs, four orientation MPs and the two hand MPs corresponding to the ones we defined for grasping and opening the fingers. The MPs can be described as follows. In the beginning, the end-effector approaches the green box (●) with opened fingers (○). During this phase, the orientation is also controlled relative to the green box. After grasping the box (●), the end-effector is moved to a position above of the yellow box (●), with the orientation also aligned to the yellow box. Subsequently, it is lowered a few centimeters (●) and the box is released. To avoid overturning the box stack, the end-effector is then moved up again (●) before moving on to the next box. This scheme is continued until the task is complete. Three of the seven position MPs approach the different boxes that are supposed to be stacked on the yellow box. The remaining four MPs all represent positions above of the yellow box with different heights. The different heights result from the growing size of the box stack and are consistent with the data.
For the box stacking task, we also compared our method against three other approaches. As baseline, we clustered the end-points of the segments using a HMM with GMMs as state emissions. Thus, in contrast to our approach, this approach does not take into account the entire segment and its direction. The second approach is the TP-GMM, introduced by Calinon et al. [2012] and for instance used by Rozo et al. [2016]. The TP-GMM is a hierarchical Gaussian Mixture Model with two layers. On the higher layer, each mixture represent an MP. On the lower layer, the mixtures represent the trajectory in the different task-spaces. The main difference to our approach is the semantic of an MP. While in our approach an MP describes a goal-directed movement, the TP-GMM models a joint distribution of the position and velocities. By conditioning on the current position, the model can also be used to generate desired velocities, allowing the model to be used for the reproduction directly. The third approach is the BP-AR-HMM utilized by Niekum et al. [2015b] for decomposing a task into a set of MPs. Their approach uses the Beta-Process Autoregressive HMM for segmenting the demonstrations in the world frame. After training, they cluster the end-points of all segments assigned to a single MP in each coordinate frame. The cluster with the minimum variance is chosen as coordinate frame for the MP. In contrast to our approach, the baseline and the TP-GMM, the authors first segment the demonstrations in the world frame and later assign coordinate frames to the resulting MPs. For both approaches, we did our best to tune the parameters of the corresponding methods. We did not implement the methods ourselves, but instead used the well-tested code the authors provide on their website. The TP-GMM is implemented in the PbDlib2. The Matlab code for the BP-AR-HMM is provided by Scott Niekum3.

The decomposition resulted in a total of 13 MPs for our approach and the baseline approach, 9 MPs for the BP-AR-HMM and 65 MPs for the TP-GMM (for position, orientation and hand). The number of MPs for our approach, the baseline method and the TP-GMM has been determined using the Bayesian Information Criterion. For the BP-AR-HMM, we changed the hyperparameters of the method until we were satisfied with the results. A comparison of the resulting decompositions for all approaches is shown in Figure 3.10. While our approach clearly discriminates the steps the teacher performed for stacking the boxes (e.g., align green box over yellow box before stacking), the baseline approach merges some of these steps to a single MP. Even though the resulting MPs are similar to the MPs of our approach,

2 http://www.idiap.ch/software/pbdlib
In this snippet of the box stacking task decompositions, the green box was stacked on the yellow box. The decompositions are shown spatially in the coordinate frame of the yellow box. The colors correspond to the colors from Figure 3.9. Compared to our approach, the baseline approach merges the red and green MP to a single MP. The TP-GMM in general needs more MPs, as it models a path instead of MP targets. As it is difficult to visualize the parameters of the auto-regressive model, the BP-AR-HMM is not shown here.

For one full demonstration, the most likely coordinate frames over time are shown in the lower plots. The colors indicate the active coordinate frame (frame of the yellow, green, red or blue box). Our approach clearly distinguishes between phases of getting the different boxes and stacking them on the yellow box. The other approaches either do not separate the phases in such a clear way or (TP-GMM) or pick the wrong coordinate frame in some task phases (baseline and BP-AR-HMM).

Figure 3.10: Comparison of our method with a baseline approach and two state-of-the-art approaches. For the baseline approach, we clustered the end-points of each segment using a HMM with GMMs as state emissions. Further discussions of the results can be found in Section 3.5.2.
Figure 3.11.: The three different experimental setups for the light bulb unscrewing task. For each setup, the light bulb holder and box were put to different locations on the two tables.

<table>
<thead>
<tr>
<th>MP</th>
<th>Description</th>
<th>Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach Light Bulb</td>
<td>Light Bulb</td>
<td></td>
</tr>
<tr>
<td>Pull Bulb (Force in z)</td>
<td>Light Bulb</td>
<td></td>
</tr>
<tr>
<td>Lift Bulb</td>
<td>Light Bulb</td>
<td></td>
</tr>
<tr>
<td>Approach Box</td>
<td>Box</td>
<td></td>
</tr>
<tr>
<td>Approach Final Position</td>
<td>Box</td>
<td></td>
</tr>
<tr>
<td>Screw</td>
<td>World</td>
<td></td>
</tr>
<tr>
<td>Unscrew</td>
<td>World</td>
<td></td>
</tr>
<tr>
<td>Open Fingers</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Close Fingers</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2.: Resulting coordinate frame and description for each MP. Only the MP that is active during unscrewing applies a force, as the teacher was pulling the light bulb during this phase of the task. Two MPs control the orientation of the end-effector and the fingers, respectively.

coordinate frames to the individual MPs. As a result, segments which could be assigned to the same MP may be assigned to different MPs, as they are dissimilar in the world frame. Therefore, we believe that the coordinate frame assignment should be integrated into the segmentation process.

As a proof of concept, we reproduced the task on the real robot on a setup that was not demonstrated to the robot (see Figure 3.8). The reproduction showed that the robot can reproduce the task correctly. All MPs are represented in the correct coordinate frame and sequenced in the correct order. The boxes were successfully stacked on top of each other, even though they were not stacked as accurately as in the demonstrations. Most likely, the reason for the small displacement (approx. 0.5 cm to 1.0 cm) was due to the imprecision of the Kinect sensor used for tracking the objects.

3.5.3 Light Bulb Unscrewing

For the unscrewing task, the human teacher demonstrated the following sequence of subtasks. First, he approached the light bulb with the end-effector. Subsequently, the robot's hand was closed. Next, the teacher rotated the wrist of the robot arm in order to turn the bulb. During this movement, he also pulled the light bulb (by applying a force along the $z$-axis), to test whether it is still in its holder. After turning the light bulb, the fingers were opened and the wrist was rotated back. This unscrewing cycle was repeated until the light bulb got loose. Next, the light bulb was pulled out of the holder and the end-effector was moved to a box where the hand was opened again. For the demonstrations, we put the light bulb holder and the box to three different positions and performed three kinesthetic demonstrations for each setup. The setups are depicted in Figure 3.11. Two objects were tracked in the scene, the light bulb holder and the box.
Our method extracted nine MPs from the demonstrations, as shown in Table 3.2. Four MPs control the position of the end-effector and one MP controls the position of the end-effector along the $x$- and $y$-axes, while applying a force along the $z$-axis. Additionally, two MPs control the orientation of the end-effector and two MPs the finger configuration. Figure 3.12 depicts the most likely MP for each point in time for one of the nine demonstrations. Except for small time gaps between changes of position, orientation and/or finger MPs, the MP sequences exactly reflect the subtask sequence the teacher performed and thus we can associate each MP with a meaningful description in Table 3.2. Note that the time gaps are not incorrect but instead reflect the behavior of the teacher. For instance, it is not possible to unscrew the bulb before closing the fingers. Therefore, the teacher usually waits for a short moment until he or she is sure the fingers are closed before starting to unscrew, causing the aforementioned time gaps in the data.

Even though the number of unscrewing repetitions varied over the demonstrations, all demonstrations were decomposed in a similar way. We illustrated this in Figure 3.13, which shows all demonstrations spatially. As all subtasks performed by the teacher can be described relative to either the light bulb or the box, the world frame was not chosen for any MP controlling the position of the end-effector. During the demonstrations, the teacher was standing at a fixed position and aligned the orientations equally for all demonstrations. However, the objects and thus also their corresponding coordinate frames were rotated for the different setups. As a result, our algorithm chose the world frame for all orientation MPs.

Figure 3.12: Task-decomposition over time for one of the nine demonstrations. From the top, the plots show the position of the end-effector, the measured forces at the wrist, the orientation of the end-effector and the finger joint angles, respectively. The dashed lines indicate the zero-velocity crossings and contact changes. The plot on the bottom shows the most likely MP for each point in time. All MPs can be associated with a meaningful description (see Table 3.2).
Figure 3.13.: Task-space trajectories for all nine demonstrations of the light bulb unscrewing task. Plots (a) and (b) show the end-effector positions in the light bulb coordinate frame and box coordinate frame, respectively. The colors indicate to which MP each segment is assigned to. The markers correspond to the mean $\mu$ of the MP targets and the ellipsoids indicate their covariance matrices $\Sigma$. Note that the position target of the blue MP is hard to see because it coincides with the target of the red MP. The targets are only plotted in the coordinate frame that was assigned to each MP. Plots (c) and (d) show the orientations of the end-effector and the finger configurations, respectively (both in the world frame). As for this task all three fingers were aligned equally, only the joint angle of one finger is shown in (d).

The MPs controlling the DoFs of the hand are not associated with a coordinate frame as they directly control the joints.

For all position MPs, the resulting target forces are depicted in Table 3.3. Only for the blue MP the target force along the $z$-axis is large enough so that the MP is force-controlled along this axis. The MP corresponds to the teacher pulling the light bulb while unscrewing. When reproducing the task, this force leads to an acceleration of the robot’s arm as soon as the light bulb gets loose, enabling the system to detect the loose bulb without any external sensors. The drawback is that we cannot detect whether the light bulb is still in the hand of the robot or if it slipped during reproduction.

For the reproduction of the task, we set the light bulb holder to five different positions and performed two trials for each position. In all ten trials, the robot was able to unscrew the light bulb and successfully put it in the container box.

3.5.4 Discussion of the Experiments

The experimental results show that our method segments the demonstrations properly and finds a meaningful decomposition for all tasks. The reproduction showed that our system can learn to perform the tasks from scratch in an unsupervised fashion. Still, the method has some properties that need to be discussed and some limitations that need further research.
Table 3.3: Resulting target forces in Newton in the corresponding frames of the position MPs. Only the ●-MP is force-controlled along the z-axis because the desired force is large enough.

<table>
<thead>
<tr>
<th>MP</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>●</td>
<td>0.08</td>
<td>-1.43</td>
<td>-0.51</td>
</tr>
<tr>
<td>●</td>
<td>-1.08</td>
<td>0.30</td>
<td>7.12</td>
</tr>
<tr>
<td>●</td>
<td>1.08</td>
<td>-1.35</td>
<td>0.02</td>
</tr>
<tr>
<td>●</td>
<td>0.06</td>
<td>0.01</td>
<td>-0.17</td>
</tr>
<tr>
<td>●</td>
<td>-0.24</td>
<td>-0.85</td>
<td>-0.88</td>
</tr>
</tbody>
</table>

As already mentioned, we scaled the force data before training to compensate for the noisy sensor and the different units (Newton vs. meters). Additionally, the scale factor reflects an important issue occurring in kinesthetic demonstrations. While it is easy to guide a gravity compensated robot to a desired position, applying desired forces is difficult. For instance, in the light bulb task we tried to pull the bulb always with the same force. Still, the forces were roughly in a range of 5 to 15 N. Without scaling the force data, the method may incorrectly assign two pulling segments to different MPs, as they converge to very different force targets. We evaluated different scale factors and observed that the decomposition is the same for a broad range of values (1/20 to 1/80 yield the same results). Hence, there does not seem to be a need for fine-tuning the scale parameter for different tasks. Still, we state that from the force data of a kinesthetic demonstration, it is usually only clearly distinguishable whether the teacher wanted to push or pull in a certain direction or did not apply a force at all.

One limitation of the system is that the teacher has to know at least a little bit about the assumptions we make about the demonstrations. The teacher should be aware that he or she should pause between successive movements instead of co-articulating between them. The reason is that the decomposition relies on the segmentation, which uses ZVCs. Hence, no segments will be found if the end-effector does not stop between successive movements. Second, our MPs represent point-to-point movements in task-space. There is no need to move the end-effector in completely straight lines, but the teacher should at least roughly perform point-to-point movements. While this requirement seems to be very restrictive, a broad range of tasks can be performed using our framework.

### 3.6 Conclusion

To conclude this chapter, we will briefly summarize our proposed approach. Then, an epilogue will discuss some open problems and cover suggestions for future work.

#### 3.6.1 Summary of this Chapter

In this chapter, we presented an approach for learning sequential skills from unlabeled kinesthetic demonstrations of a task. In order to learn a skill, the proposed approach decomposes the task into a set of MPs. Subsequently, the system learns to sequence these MPs such that the task can be reproduced on a real robot. While the sequence learning is based on the sequence graph idea presented in the last chapter, the focus of this chapter was on finding a set of MPs which adequately represent the demonstrations.

We assume a MP has a goal in task space coordinates that should be reached if it is activated. A goal can be a desired position of a robot body, joint angle, force or a combination thereof and can be defined relative between bodies using coordinate frames. From the demonstrations, these parameters (control variables, coordinate frames, attractor goal) are found without supervision for each MP. The core of the decomposition method is the Directional Normal Distribution (DND). The probability distribution allows to simultaneously determine the most likely sequence of MPs as well as their composition, i.e., their
coordinate frames, control variables and target coordinates from the demonstrations. Determining the control variables allows to distinguish phases of force from position control, enabling a robot to explicitly apply forces only when needed. The resulting MP sequences resemble very closely the natural structure of the task.

We evaluated our approach on three different tasks: box flipping, box stacking and light bulb unscrewing. The evaluation showed that our method successfully learns to perform these tasks from very few demonstrations. Additionally, we compared our method to a baseline method, the Task-Parametrized Gaussian Mixture Model (TP-GMM, [Calinon et al., 2012]) and the Beta-Process Autoregressive Hidden Markov Model (BP-AR-HMM, [Niekum et al., 2015b]). In contrast to these approaches, our method correctly learned in which coordinate frame the robot should be controlled throughout all task phases. This property is essential as it ensures that the learned skill can be generalized to object positions and orientations which differ from the demonstrations.

3.6.2 Epilogue

Most sections of this chapter are based on a paper which is currently under review in the Robotics & Autonomous Systems Journal [Manschitz et al., 2017a, submitted]. This paper in turn is based on an earlier conference paper [Manschitz et al., 2016]. Certain aspects of the proposed approach could be improved or extended, as discussed in this section.

In order to model the segmented demonstrations, we make use of HMMs and learn the parameters of the model by using the Baum Welch algorithm. This algorithm only finds a local maximum of the log-likelihood function and therefore relies on a good initialization of the parameters. In our experiments, we ran the algorithm multiple times with different initializations and then picked the resulting model which yielded the highest likelihood. For more complex tasks, many initializations may be necessary for finding a good parameter set, resulting in a time-consuming optimization process. Spectral learning algorithms for HMMs (e.g., [Song et al., 2010]) might be a remedy for this issue, as they do not rely on heuristics for finding a good initial estimate of the parameters. Another idea is to evaluate the quality of all possible segmentations instead of just a few of them. While this idea sounds computationally expensive, Lioutikov et al. [2015, accepted] proposed an approach which reduces the algorithmic complexity and makes the problem tractable.

Pre-segmenting demonstrations by finding the ZVCs or by using other heuristics can help to reduce the complexity of the learning problem. Additionally, a pre-segmentation often leads to more meaningful segments in the context of robotics. Still, such heuristics may not be appropriate in all situations and might lead to wrong segmentations. Therefore, it is an important research problem to integrate robotic priors such as the ZVCs into the segmentation in a purely data-driven way [Jonschkowski and Brock, 2015]. Ideally, the priors should bias the system towards segmentations which are more likely in the context of robotics. If the data contradicts the prior knowledge, the segmentation should be adapted such that it still results in meaningful segments which allow for reproducing the task.

Our approach is specifically tailored to point-to-point movements. The evaluations showed that a wide range of tasks can be performed with these kind of movements. If the teacher is aware of this property and performs the demonstrations accordingly, our approach finds a meaningful set of MPs which can be utilized for reproducing the task on a real robot. Still, due to this constraint, our system can for instance not follow a desired force profile or generate movements of arbitrary shape. An important problem therefore is to extend the approach to support these kind of movements. Similar to TP-GMMs, one idea for such an extension is to mix the activations of multiple MPs instead of explicitly deciding which MP to activate for each point in time. In fact, this idea is picked up in the following chapter and will lead to a novel MP representation we call Mixture of Attractors.
In the previous two chapters, we presented a framework for learning sequential skills from unlabeled kinesthetic demonstrations of a task. In order to be able to learn a skill successfully, the teacher had to consider two constraints of our approach when demonstrating a task. First, he or she had to pause between successive movements so that the algorithm could later identify them as individual movements. Demonstrating a task in this way sometimes feels unnatural. As an example, consider the task of writing the word “hello”. Here, there is no need to stop between writing the individual letters. In fact, it even feels more natural to blend smoothly between writing the letters. The phenomenon of blending smoothly between successive movements will be referred to as co-articulation throughout this chapter. Second, the teacher was only allowed to perform point-to-point movements. Due to these constraints, a skill could not be learned if a task involved movements of arbitrary shape. In addition, the dynamics of the demonstrations were ignored. Hence, no skills could be learned for tasks that for instance require the robot to slow down or speed up in different task phases.

In this chapter, we introduce Mixture of Attractors, a novel movement primitive (MP) representation, which allows for learning such skills from a few demonstrations. The representation allows for learning object-directed movements of arbitrary shape and smooth blending between successive movements. Additionally, it inherently supports multiple coordinate frames, enabling the system to generalize a skill to unseen object positions and orientations. In contrast to most existing approaches, neither a heuristic nor a good initialization of parameters is needed to choose the coordinate frames. Instead, a skill is learned by solving a convex optimization problem. The approach is evaluated and compared to other MP representations on data from the Omniglot handwriting data set and on real demonstrations of a handwriting task. The evaluations show that the presented approach outperforms other state-of-the-art concepts in terms of generalization capabilities and accuracy. This chapter is mainly based on the work presented in Manschitz et al. [2017b, accepted].

4.1 Introduction

Despite impressive results in the recent years, some of the main challenges in the Learning from Demonstration domain remain unsolved. For instance, learning complex tasks usually requires more demonstrations than a user would be willing to provide. One reason for the large number of required demonstrations is that learning a skill requires finding a mapping of a potentially large input space (e.g., camera input), to a potentially large output space (e.g., desired joint positions). Depending on the task and robot, such a mapping can become highly non-linear and almost arbitrarily complex. If only a few demonstrations of a task are performed, then only a small fraction of the input space is covered with data. Learning an input to output mapping from this sparse data often results in skills that are able to perform a task if the environmental conditions are about the same as in the demonstrations. Yet, it is often not clear how the system will generalize to unseen situations.

Different approaches exist for improving the data efficiency of the algorithms and to increase the generalization capabilities of a skill. Many approaches have in common, that they either aim at reducing the dimension of the input and/or output space or change the parametrization of the input to output mapping. A third option is to limit an approach to a certain class of problems. This limitation allows for using task or problem knowledge to bias a system towards decisions which are beneficial for the desired class, but may prevent the method from being applicable in a more general context.

Our method aims at learning skills for tasks that require handling multiple objects. We assume a task is demonstrated a few times with varying object positions and orientations, as depicted in Figure 4.1.
Figure 4.1.: The system learns a handwriting skill from kinesthetic demonstrations by learning a set of attractors and their continuous activations over time. The attractors can be defined in different coordinate frames, enabling the system to generalize the learned skill to unseen whiteboard positions. The plot shows the learned attractor activations for the handwriting task (thin lines). Blue lines correspond to attractors represented in the world frame, red in the IAS frame and yellow the HRI frame. The thick lines show the sum of the attractors defined in the individual coordinate frames.

From these demonstrations, the system is supposed to learn a skill which generalizes to unseen positions and orientations of the involved objects.

The main contribution of the chapter is a novel MP representation, which we call Mixture of Attractors (MoA). MoA represents movements in multiple coordinate frames. When learning a skill, a weighting of the coordinate frames is learned that explains the demonstrations well. For instance, in a task phase where the robot is supposed to manipulate an object, the weights of the coordinate frame attached to this object will be large, allowing the robot to manipulate the object at arbitrary positions. Moreover, a continuous representation of the weights is learned, allowing the robot to smoothly blend between successive movements. The proposed learning algorithm for MoA is formalized as convex optimization problem. Therefore, it does not rely on a good initialization of the parameters, nor on any heuristics on choosing the coordinate frames.

4.1.1 Related Work

MPs are a tool for increasing the data efficiency of skill learning algorithms. They are basic reusable building blocks that can be used for generating complex movements. By using MPs, the movement generation can be parametrized which leads to a complexity reduction of the learning problem. Over the last decade(s), many different MP representations have been proposed. Among the most prominent ones are Dynamic Movement Primitives (DMPs, [Ijspeert et al., 2002, 2013]), Gaussian Mixture Models (GMMs, [Calinon and Billard, 2007]), Stable Estimator of Dynamical Systems (SEDS, [Khansari-Zadeh and Billard, 2011]), Interaction Primitives [Amor et al., 2014] or Probabilistic Movement Primitives (ProMPs, [Paraschos et al., 2013]). In the following section, we discuss some of the approaches utilizing MPs for learning skills from demonstrations. With the approach presented in this chapter, we aim at con-
tributing to three important aspects in the learning from demonstration domain: learning from few demonstrations, coordinate frame selection and co-articulated movements.

Movement Primitives

Discussing the pros and cons of all or even only the most important MP representations is out of the scope of this thesis. Still, we would like to briefly review DMPs and GMMs, as they are closely related to our approach. A benchmark on some of the aforementioned MP representations is provided by Lemme [2014]. In the benchmark, the author evaluates the generalization capabilities and robustness against perturbations of DMPs, GMMs, ProMPs, Control Lyapunov Function-based Dynamic Movements (CLF-DMs, [Khansari-Zadeh and Billard, 2014]) and Neural imprinted Vector Fields (NiVFs, [Lemme et al., 2013, 2014a]).

DMPs represent a one-dimensional movement with the Dynamical System (DS)

\[
\tau \ddot{x}(t) = \alpha_x (\beta_x (g - x(t)) - \dot{x}(t)) + f(z),
\]

(4.1)

where \(\tau\) is a time constant and \(\alpha_x\) and \(\beta_x\) are control parameters. If the forcing term \(f\) equals zero, the DS corresponds to a stable spring-mass-damper system with an unique attractor \(g\). The forcing term can be used for shaping the movement. The movement is driven via the canonical system

\[
\tau \dot{z}(t) = -\alpha_z z(t),
\]

(4.2)

where \(z\) is a phase variable which is set to one at the start of a movement and converges to zero for \(t \to \infty\). Given \(K\) basis functions \(\Psi_k\), the forcing term is expressed as

\[
f(z) = \frac{\sum_{k=1}^{K} \Psi_k(z) w_k}{\sum_{k=1}^{K} \Psi_k(z)} (g - x_0),
\]

(4.3)

(4.4)

where \(\sigma_k\) is the width of the basis function and \(c_k\) its center. If a movement is more than one-dimensional, each dimension is modeled with a DMP and the individual movements are coupled with each other by driving them with the same canonical system. The parameters \(w = [w_1, w_2, \ldots, w_K]\) can be learned from data using locally weighted regression. We would like to point out one interesting property of DMPs here. First, the movement is conditioned on the difference between the start and desired goal position of a movement. Hence, the MP representation allows for adapting a movement to varying initial and final positions. If start and end position are the same, the forcing term vanishes and the DMP degrades to a point attractor. This problem occurs for instance if a rhythmic should be performed. In that case, a different type of forcing function has to be used, as shown by Ijspeert et al. [2013]. DMPs have been used for learning skills for tasks such as table-tennis [Muelling et al., 2013], pancake flipping [Kormushev et al., 2010] or the game of ball-in-a-cup [Kober and Peters, 2009]. MoA also represents a movement with a DS and uses a formulation similar to (4.1). In contrast to DMPs, MoA can represent arbitrary movements without changing the formulation of the DS (e.g., rhythmic and non-rhythmic movements). In addition, the different dimensions of a movement are coupled directly with each other.

GMMs have also been extensively used as MP representation, for instance to learn skills for mini-golf [Kronander et al., 2011], floor sweeping [Silvério et al., 2015] or ball hitting [Calinon et al., 2010]. The underlying idea is to model the data with a joint distribution over positions \(x\) and velocities \(v\)

\[
z = [x^T, v^T]^T,
\]

\[
p(x, v) = \sum_{k=1}^{K} \pi_k p(x, v|\theta_k) = \sum_{k=1}^{K} \pi_k \mathcal{N}(z|\mu_k, \Sigma_k).
\]

(4.5)
Subsequently, a movement can be generated via Gaussian Mixture Regression, by conditioning the velocity on the current position

\[ \hat{v} \sim p (v|x). \]  

(4.6)

The parameters of the GMM, the mixture prior \( \pi \) and the means and covariance matrices of the individual Gaussian distributions \( \mu_k \) and \( \Sigma_k \) with \( k = 1, \ldots, K \), can be learned with an Expectation-Maximization (EM) algorithm which maximizes the log-likelihood of the model. GMMs have been mainly used for learning reactive time-invariant behaviors where the velocity is directly conditioned on the current position. If the state \( x \) is augmented with time information, a movement can also be modulated temporally (e.g., [Calinon and Billard, 2008, Mühlig et al., 2012]). GMMs allow for generating smooth movements and due to their probabilistic formulation an optimal number of mixtures can be estimated directly from the data via model selection methods. One drawback of GMMs is that the EM algorithm only finds a local optimum of the parameters. For complex tasks, the algorithm often has to be run multiple times with different initializations in order to find a good set of parameters. In contrast, MoA learns a skill by solving a convex optimization problem and therefore does not rely on a proper initialization of the parameters. In addition, we do not assume that the individual data points from a trajectory are independent. Instead, we integrate the temporal dependency of succeeding data points directly into the cost function.

Learning from few Demonstrations

One of the main challenges in learning skills from demonstrations is to extract as much information as possible from the demonstrations. A human teacher usually is not willing to provide tens or hundreds of demonstrations. Ideally, only a handful demonstrations should be sufficient to learn a skill. Lee et al. [2015] use Principal Component Analysis for reducing the dimensionality of the input data before segmenting the demonstrations into a set of MPs. A similar approach is proposed by Drumwright et al. [2004] who use Isomaps for reducing the dimensionality. This idea is picked up by Melchior and Simmons [2010]. The authors propose a method for embedding robot trajectories in a low-dimensional space by extending Isomap with a neighbor-finding technique which is better suited for the time-series data resulting from human demonstrations. Chebotar et al. [2014] learn an expected tactile trajectory from demonstrations and integrate it into the execution of a skill. Reducing the dimensionality of the tactile feedback allows for learning from fewer demonstrations.

Extracting a set of MPs from the demonstrations is a frequently used technique for decomposing the overall learning problem into smaller parts which might be easier to learn (e.g., [Akgun and Thomaz, 2016, Hangl et al., 2016, Huang et al., 2016, Manschitz et al., 2016]). Kappler et al. [2015] learn to activate MPs based on sensory input which may be high-dimensional. Yet, they assume the MPs are learned at a previous stage. Kim et al. [2013] learn a skill from few potentially inaccurate demonstrations. Tanwani and Calinon [2016] introduce the semi-tied GMM and use it for learning a skill from demonstrations. One main difference compared to a normal GMM is the decomposition of the covariance matrix into two terms: a common latent feature matrix shared by all mixtures and a mixture-specific diagonal matrix. As not a full covariance matrix is estimated for each mixture component, the overall dimensionality is reduced. Colomé and Torras [2014] learn skills with DMPs and introduce a coordination matrix which allows for coupling the otherwise independent dimensions of the representation. As the authors show, the coordination matrix increases the data-efficiency as fewer independent parameters have to be learned.

The movements generated by many of the aforementioned MP representations are usually modulated temporally (e.g., DMPs or ProMPs). In that case, the input dimension is inherently reduced to one, which simplifies the learning process. In this chapter, we also modulate the movements temporally. The reason why our approach is able to learn complex tasks from only a handful demonstrations is the way coordinate frames are integrated into the learning process.
When controlling a robot in task-space, the generalization capabilities of a system can be greatly improved if the MPs operate in task-spaces which are defined relative to objects. If each object is associated with a coordinate frame and a task-space which controls the robot relative to this coordinate frame, the system is inherently able to generalize the movements to setups which have not been seen in the demonstrations. As the teacher usually does not want to specify which MP performs a movement relative to which object, this parameter also has to be learned from the demonstrations. As we also dealt with coordinate frame selection methods in the previous chapter, the following paragraphs will be similar to those of Section 3.1.1.

In the approach presented by Cederborg et al. [2010], a movement can be performed relative to an object, relative to a starting position or in a robot frame. A movement is modeled with a GMM which is trained incrementally. One GMM is trained in each of these coordinate frames and the robot is controlled in the frame which yields the lowest training error. The coordinate frame is fixed throughout task execution and therefore it is not possible to learn skills which require switching between the frames such as picking up an object and moving it to another location. A more general approach is proposed by Dong and Williams [2011, 2012]. Here, demonstrations are first segmented into smaller parts based on contact information. Next, the segments are clustered based on the similarity of relevant movement variables at the beginning and end of the segments (e.g., distance between end-effector and an object). The segments corresponding to a single cluster are aligned in time using Dynamic Time Warping and the corresponding movement is then represented using a probabilistic flow field. When executing a task, a movement is selected based on the similarity between the current and expected state of the movement variables at the beginning of the segments assigned to a cluster. Akin to this approach, Niekum et al. [2015b] also extract a set of MPs from the demonstrations and select an appropriate coordinate frame for each MP. The end-points of the segments assigned to an individual MP are clustered in each frame and the coordinate frame leading to the lowest inter-cluster distance is chosen as winner.

One common idea shared by the aforementioned approaches is that the importance of a variable of interest correlates with its precision (inverse variance) across different demonstrations. For instance, if a teacher grasps an object, the distance between his or her hand and the object will be consistently approximately zero in all demonstrations. Kober et al. [2015] picked up this idea and assign segments to MPs based on a score function which rewards convergence (similar end-points but different starting points) and penalizes divergence of the individual segments. The authors do not only pick proper coordinate frames for all MPs, but also choose the control variables for them. For instance, a MP may control the velocity or position of an end-effector or control the applied force. Ureche et al. [2015] propose a similar score function which compares the variance of a variable over a time-window with the variance over all trials. They postulate a variable is significant for a task if it changes its value significantly within a single demonstration and systematically across demonstrations. Mühlig et al. [2009] also take additional criteria other than the variance into account. For instance, they consider a kinetic criterion which incorporates effort and discomfort into the selection of a task-space. They show the advantage of this criterion in a bi-manual manipulation task where the teacher demonstrates one phase of the task only with one arm. In this phase, the second arm is not moving, yielding low variance. The authors state that the movement of the arm is irrelevant for this task phase and their criterion ensures that it is not considered as important. Such task-space selection mechanisms are out of the scope of this chapter. Instead, we concentrate on selecting the proper coordinate frames throughout task execution.

The aforementioned approaches explicitly decide in which coordinate frame the robot should be controlled for each segment or point in time. An exception is the approach proposed by Mühlig et al. [2009]. Here, a task blending matrix continuously weights the frames over time. The advantage of such a representation is that a smooth transition can be ensured when switching between different coordinate frames. A similar behavior is achieved by the Task-Parametrized Gaussian Mixture Model TP-GMM, which was introduced by Calinon et al. [2012]. It generalizes the GMM to support multiple coordinate
frames and is for instance used by Rozo et al. [2015]. Here, a probability distribution over the coordinate frame weights is learned which varies over time. Our approach also does not select the coordinate frames explicitly. Instead, it learns to activate a set of attractors represented in different coordinate frames over time in a way which is most consistent with the demonstrations. Estimating the activations is formulated as convex optimization problem which does not rely on a good initialization of the parameters, which for instance is the case for the TP-GMM.

Co-Articulated Movements

When performing a sequence of movements, humans tend to co-articulate between successive movements, in particular if a task has to be performed at high speed or with low accuracy [Sosnik et al., 2004]. In the context of skill learning, co-articulation renders the problem of movement identification more difficult, as the start and end of movements becomes less obvious. Approaches which rely on heuristics such as zero velocity crossings for detecting transitions between MPs may suffer from such co-articulated movements. If no transition is detected between two successive movements, such approaches would interpret them as a single movement. The resulting MP may be unusable in different situations, especially if the two movements were supposed to be performed relative to different objects.

In the latter case, also the movement generation becomes more difficult. If two MPs are defined in different coordinate frames and are supposed to be executed in a sequence, it is often not clear how to transition between them. The same is true if the MPs come from a library and for instance their initial conditions (e.g., acceleration) are different. Nemec and Ude [2012] extend the DMP formulation such that two consecutive MPs can be joined together in a continuous way. Muelling et al. [2010, 2013] use a gating network which allows for mixing a set of MPs. They do not use their approach for sequencing MPs, but for generalizing table-tennis strikes to unknown situations. Ewerton et al. [2015] present the Mixture of Interaction Primitives framework, which can also be utilized for generalizing from a set of MPs.

Two MP representations which explicitly support co-articulated movements are GMMs and SEDS. Calinon and Billard [2007] encode a movement as joint probability distribution over the positions and velocities by using GMMs. A movement is generated by conditioning the velocity on the current position. SEDS also makes use of GMMs, but additionally guarantees convergence to a desired target at the cost of a larger computational effort. Both representations support co-articulated movements as the movements generated by them are generally smooth. ProMPs can also blend between two successive MPs. Yet, it is not clear how to learn a blending factor from demonstrations. Our approach learns to activate a set of attractors so that the generated movement follows the demonstrated behavior. If the human teacher transitioned smoothly between two successive movements, the resulting MP activations will change slowly, leading to the same behavior.

4.1.2 Properties of the Mixture of Attractors Representation

MoA combines many of the advantages of other existing representations. The system learns to continuously activate a set of attractors over time by solving a convex optimization problem. The attractors can be represented in different coordinate frames and therefore allow for generalizing a movement to arbitrary object locations. The learned attractor activations closely resemble the demonstrations. If a human teacher co-articulates between successive movements, the activations will reflect this behavior and will lead to a smooth transition when executing the skill on a real robot. Altogether, our system is able to learn complex skills from only a few demonstrations and is able to generalize a skill to novel setups. To the best of our knowledge, MoA is the first MP representation which can represent complex object-directed movements and does not rely on a good initial parameter estimation.

The remainder of the chapter is organized as follows. In Section 4.2, the MoA MP representation is introduced formally. Next, Section 4.3 shows how the representation can be used for robot control. The
approach is then evaluated in Section 4.4 before concluding and giving a short outlook on future work in Section 4.5.

4.2 Mixture of Attractors

The basic idea behind MoA is to represent a movement as composition of very simple Dynamical Systems (DS). We refer to an attractor as a spring-mass-damper system of the form

\[ \ddot{x}(t) = \alpha(\beta(g - x(t)) - \dot{x}(t)), \]  

where \( \alpha \) and \( \beta \) are positive controller parameters. The parameters can be set to guarantee the stability of the DS (\( \beta = \alpha/4 \), see Ijspeert et al. [2013]). In that case, the DS converges to its attractor goal \( g \) for \( t \rightarrow \infty \). In this chapter, \( x \) corresponds to the Cartesian position of the robot’s end-effector. Instead of having a single attractor, we assume that a movement is generated by a linear combination of \( K \) attractors

\[ \ddot{x}(t) = \sum_{k=1}^{K} a_k(t) \alpha(\beta(g_k - x(t)) - \dot{x}(t)). \]  

Hence, MoA defines a movement by a set of \( K \) attractor goals \( g_k \) and their activations \( a_k(t) \). Note that the activations explicitly depend on the time which allows for shaping the trajectory and generate complex movements. We assume the activations of each time-step sum up to one and therefore, the equation can also be written as

\[ \ddot{x}(t) = \alpha(\beta(Ga(t) - x(t)) - \dot{x}(t)), \]  

where the attractor goals are summarized in the matrix \( G = [g_1, \ldots, g_K] \) and the attractor activations of one time step are summarized in the vector \( a(t) \). In the following sections, we show how the attractor goals and activations can be learned from demonstrations and discuss some of the properties of the MP representation.

4.2.1 Trajectory Tracking

We introduce the learning method by assuming we want to follow a desired trajectory. Later, we focus on learning skills which go beyond pure replaying of a demonstration and extend the approach to support multiple coordinate frames. The first step is to time-discretize (4.9) using

\[ \ddot{x}_i \approx \frac{x_i - 2x_{i-1} + x_{i-2}}{h^2} \quad \text{and} \quad \dot{x}_i \approx \frac{x_i - x_{i-1}}{h}, \]  

where \( h \) is the step-size and \( i \in \mathbb{N} \) is the time step. Inserting (4.10) in (4.9) leads to

\[ x_i = \frac{2 + \alpha h}{1 + \alpha h + \alpha^2 h^2} x_i - \frac{1}{1 + \alpha h + \alpha^2 h^2} x_{i-1} + \frac{\alpha \beta h^2}{1 + \alpha h + \alpha^2 h^2} Ga_i \]

\[ = c_1 x_{i-1} + c_2 x_{i-2} + c_3 Ga_i, \]  

where \( c_1, c_2 \) and \( c_3 \) are constants to keep the equation compact. We want to learn the parameters \( G \) and \( a_i \), so that we track a demonstrated trajectory \( \tau = \{y_1, y_2, \ldots, y_N\} \) as closely as possible. Here, \( N \) is the length of the demonstration. In this section, we assume to know the goals \( G \) and want to estimate...
the movement primitive activations $a_i$. In order to track the trajectory, we minimize the mean squared error (MSE) over time between the demonstrated trajectory and the trajectory generated by MoA

$$J = \sum_{i=1}^{N} (x_i - y_i)^T (x_i - y_i).$$

(4.12)

The aim of this section is to minimize the cost function with respect to the activations $a_i$. Note that our system is fully determined by the attractor goals, their activations over time and the start points $x_1$ and $x_2$. Therefore, as a first step $x_i$ is expressed in terms of these variables

$$x_i = \lambda_i x_2 + \mu_i x_1 + \sum_{j=1}^{N} \gamma_{i,j} G a_j.$$  

(4.13)

The scalar constants $\lambda_i$, $\mu_i$ and $\gamma_{i,j}$ can be specified recursively

$$\lambda_i = c_1 \lambda_{i-1} + c_2 \lambda_{i-2}, \quad \lambda_1 = 0, \quad \lambda_2 = 1,$$

$$\mu_i = c_1 \mu_{i-1} + c_2 \mu_{i-2}, \quad \mu_1 = 1, \quad \mu_2 = 0,$$

$$\gamma_{i,j} = c_1 \gamma_{i-1,j} + c_2 \gamma_{i-2,j} + c_3 \delta_{i,j}, \quad \gamma_{1,j} = 0, \quad \gamma_{2,j} = 0,$$

where $\delta$ is the Kronecker delta with $\delta_{i,j} = 1$ for $i = j$ and $\delta_{i,j} = 0$ otherwise. Given a trajectory $\tau$, we can compute the constants, set $x_1 = y_1$, $x_2 = y_2$ substitute $\hat{y}_i = y_i - \lambda_i x_2 - \mu_i x_1$ and plug this term into the cost function

$$J = \sum_{i=1}^{N} \left( \sum_{j=1}^{N} \gamma_{i,j} G a_j - \hat{y}_i \right)^T \left( \sum_{j=1}^{N} \gamma_{i,j} G a_j - \hat{y}_i \right).$$

(4.14)

If we concatenate all movement primitive activations in a single vector $a = [a_1^T, \ldots, a_N^T]^T$ and concatenate $\hat{G}_i = [\gamma_{i,1} G, \ldots, \gamma_{i,N} G]$, then (4.14) can be rearranged to

$$J = \sum_{i=1}^{N} \left( \hat{G}_i a - \hat{\gamma}_i \right)^T \left( \hat{G}_i a - \hat{\gamma}_i \right)$$

$$= a^T \left( \sum_{i=1}^{N} \hat{G}_i^T \hat{G}_i \right) a - 2 \left( \sum_{i=1}^{N} \hat{\gamma}_i^T \hat{G}_i \right) a + \sum_{i=1}^{N} \hat{\gamma}_i^T \hat{\gamma}_i$$

$$= \frac{1}{2} a^T H a + f^T a + \text{const},$$

(4.15)

which can be minimized via Quadratic Programming (QP). For the optimization, constraints have to be added to ensure the individual activations are in the range $[0, 1]$ and the activations for each time step $i$ sum up to one. Therefore, the overall minimization problem is

$$\min_a \frac{1}{2} a^T H a + f^T a, \text{ such that } \begin{cases} \|a_i\|_1 = 1, \\ 0 \leq a \leq 1. \end{cases}$$

(4.16)

The optimization problem (4.16) can now be solved using an out of the box standard QP solver. Please note that the matrix $H$ is a sum of the form $\sum \hat{G}_i^T \hat{G}_i$. Therefore, the matrix is positive semi-definite.
and a standard QP solver is guaranteed to find a global minimum. In order to prove this, we show that
\[ a^T H a \geq 0 \] is true for all \( a \)

\[
\begin{align*}
    a^T \left( \sum_{i=1}^{N} \hat{G}_i^T \hat{G}_i \right) a &= \sum_{i=1}^{N} a^T \hat{G}_i^T \hat{G}_i a = \sum_{i=1}^{N} (\hat{G}_i a)^T \hat{G}_i a \\
    &= \sum_{i=1}^{N} z_i^T z_i = \sum_{i=1}^{N} \sum_{d=1}^{N K} z_{i,d}^2 \geq 0,
\end{align*}
\]

where we used \( z_i = \hat{G}_i a \) and \( N K \) is the length of vector \( a \).

### 4.2.2 Parametrizing the Activations

So far, the optimizer could freely choose the activations for each point in time. This freedom may lead to jumps in the activations, potentially resulting in jerky movements. In order to generate more natural, smooth movements, the activations can be parametrized. In that case, the optimizer is only allowed to change the activations at fixed points in time (e.g., every 50ms). We call these points support points. In between support points, the activations are interpolated. If we summarize all activations of the support points in a matrix \( S \in \mathbb{R}^{K \times N_S} \), where \( N_S \) is the number of support points and \( K \) the number of attractors, the activations at time-step \( i \) are interpolated according to

\[ a_i = Sw_i. \] (4.19)

Here, \( w_i \) is a weight vector for time-step \( i \). It determines how the activations will be interpolated. In order to generate smooth movements, we use normalized Radial Basis Functions (RBFs)

\[
w_{i,s} = \frac{e^{-\gamma^2(t_i-t_s)^2}}{\sum_{j=1}^{N_S} e^{-\gamma^2(t_i-t_j)^2}},
\] (4.20)

where \( w_{i,s} \) is the \( s \)th value of vector \( w_i \), \( t_i \) is the time at time step \( i \) and \( t_s \) is the (temporal) center of the RBF. The bandwidth \( \gamma \) of the RBF is a hyperparameter that determines how smoothly the weights change over time.

Our aim is now to reformulate the cost function (4.15), so that we can find the support point activations by again solving a QP. In order to do so, we first rewrite the matrix of the support point activations \( S \) as a vector \( s \) by concatenating the rows of the matrix. Reformulating (4.19) in terms of \( s \) results in

\[
a_i = \begin{pmatrix} w_i^T & 0^T & 0^T & \cdots & 0^T & 0^T \end{pmatrix} s = W_i s.
\]

(4.21)

Next, we plug (4.21) into (4.14)

\[
\begin{align*}
    \hat{J} &= \sum_{i=1}^{N} \left( \sum_{j=1}^{N} \gamma_{i,j} G W_j s - \hat{y}_i \right)^T \left( \sum_{j=1}^{N} \gamma_{i,j} G W_j s - \hat{y}_i \right) \\
    &= \sum_{i=1}^{N} (A_i s - \hat{y}_i)^T (A_i s - \hat{y}_i),
\end{align*}
\]

(4.22)

(4.23)

\[
A_i = \sum_{j=1}^{N} \gamma_{i,j} G W_j.
\]

(4.24)
and rewrite the equation to emphasize the similarity to (4.15)

\[
\hat{J} = s^T \left( \sum_{i=1}^{N} \Lambda_i^T \Lambda_i \right) s - 2 \left( \sum_{i=1}^{N} \hat{y}_i^T \Lambda_i \right) s + \sum_{i=1}^{N} \hat{y}_i^T \hat{y}_i + \text{const}
\]

\[
= \frac{1}{2} s^T \hat{H}s + f^T s + \text{const}. \quad (4.25)
\]

The modified cost function can now be minimized via Quadratic Programming

\[
\min_s \frac{1}{2} s^T \hat{H}s + f^T s, \quad \text{such that } \begin{cases} 
\|s_j\|_1 = 1 & \forall \ j = \{1, \ldots, N_s\} \\
0 \leq s \leq 1
\end{cases}
\]

\[
(4.26)
\]

where \( s_j \) are the activations of the \( j \)th support point (\( j \)th column of \( S \)). Note that these activations are spread over the activation vector \( s \) as we constructed it by concatenating the matrix \( S \) row-wise. The size of the matrix \( \hat{H} \) is \( KN_S \times KN_S \), while the matrix \( H \) from the original formulation in (4.16) has a size of \( KN \times KN \). As \( N_S < N \), parametrizing the activations does not only lead to smoother movements, but also reduces the computational costs and memory requirements of the optimization. As the form of \( \hat{H} = \sum_{i=1}^{N} \hat{y}_i^T \Lambda_i^T \Lambda_i \hat{y}_i \) is equivalent to that of \( H \), proof (4.18) still holds and the QP is convex.

### 4.2.3 Support for Multiple Coordinate Frames

In the previous sections, the goal matrix \( G \) was constant over time. In order to support multiple coordinate frames, we can relax this assumption. An attractor can be defined in a coordinate frame which is not the world frame. In that case, its attractor goal can be transformed into the world frame for each time-step. Hence, the goal matrix at time-step \( i \) becomes \( G_i \), where the columns of the matrix correspond to the attractor goals transformed into the global world frame. The only change in the formulation of the QP has to be made for (4.24), where \( G \) is replaced with the time-indexed matrix \( G_j \)

\[
\Lambda_i = \sum_{j=1}^{N} \gamma_{i,j} G_j W_j. \quad (4.27)
\]

Changing the fixed goal matrix \( G \) to a matrix which varies over time does not change the fact that the quadratic matrix \( \hat{H} \) is positive semi-definite. The reason is that it is still constructed by the term

\[
\hat{H} = \sum_{i=1}^{N} \Lambda_i^T \Lambda_i. \quad (4.28)
\]

Therefore, the problem can still be solved in a globally optimal manner. Support for multiple coordinate frames can also be added to the non-parametrized formulation of MoA. Here, only the time-indexed goal matrices have to be inserted into \( \hat{G}_i = [\gamma_{i,1} G_1, \ldots, \gamma_{i,N} G_N] \). We would like to point out that the QP has to be solved only once. In a real-world task, if a coordinate frame is associated with an object, the attractor goals defined in this frame automatically move together with this object. Therefore, a movement which is defined relative to these attractors is automatically adapted to changing object positions and orientations without solving the QP again.
4.3 Using Mixture of Attractors for Robot Control

So far, we introduced the MoA framework and showed how the activations can be learned to track a demonstrated trajectory. In this section, we show how MoA can be used for learning a skill from demonstrations of a task. To do so, we discuss two aspects that were not covered in this chapter so far. First, we show how the number of attractors and their goals can be learned from demonstrations of the task. Second, we discuss how many attractors should be defined in which coordinate frame. At the end of the section, we present the final skill learning algorithm.

First of all, we would like to point out that a skill is learned using multiple demonstrations of a task. So far, the attractor activations were learned by minimizing the MSE between a trajectory generated by MoA and a single demonstration. For learning a skill, the MSE of $M$ demonstrations add up to

$$ J = \sum_{m=1}^{M} \sum_{i=1}^{N} (x_i^{(m)} - y_i^{(m)})^T (x_i^{(m)} - y_i^{(m)}), \quad (4.29) $$

where we assumed that all demonstrations have the same length $N$. As the MSE of the different demonstrations simply add up, the form of the QP does not change when minimizing $J$. Therefore, for $M$ demonstrations, we can compute $M$ independent QPs and then compute the sum of all $\hat{H}$’s and $\hat{f}$’s to form a single QP which has the same form as $(4.26)$.

4.3.1 Choosing the Number of Attractors and their Goals

No matter how many attractors are chosen, the points $Ga$ generated by MoA will always lie within the convex hull of their attractor goals, as the activations sum up to one. For two linearly independent attractors, the system would generate points on a line. For three linearly independent attractors points within a triangle. A generic solution to estimate the number of attractors in a $D$ dimensional space is to choose it so that any trajectory within this space can be generated by the system. Therefore, we
propose to use $2^D$ attractors, where $D$ is the dimension of the space the MPs operate on\(^1\). We propose to choose the attractor goals by computing the minimum and maximum values for each dimension of the demonstrations. The attractor goals then build the corner points of the bounding box of the demonstrations. If multiple coordinate frames are used, $2^D$ attractors are chosen for each coordinate frame independently. The attractor goals are illustrated in Figure 4.2 for a simple $2D$ toy example.

### 4.3.2 Learning the Importance of the Coordinate Frames

When learning a skill, we associate the world and each object in the scene with one coordinate frame. The attractor activations should be learned in a way that yields the best generalization performance. For instance, if a task requires approaching an object, the activations of the attractors which control the robot in the coordinate frame of this object should be large during this phase of the task. The approach presented in this section inherently ensures this property. A common approach for choosing coordinate frames is to compare the variance of the data over multiple demonstrations in the individual coordinate frames (e.g., Kober et al. [2015], Ureche et al. [2015]). For a certain task phase, the movement will be represented in the frame that has the lowest variance. Our approach leads to similar results without relying on a heuristic to decide which coordinate frame to choose for which phase of a task. Instead, the optimization converges to a solution where the activations of the attractors represented in a coordinate frame will be large if the variance is low.

Our main assumption is that the demonstrations are aligned in time and the movement will be modulated temporally. For aligning the demonstrations, we use Dynamic Time Warping (DTW). As the demonstrations are represented in different coordinate frames, it is not straightforward to align them temporally. As cost function to measure the distance between two points $x_i$ and $\hat{x}_i$ from different demonstrations we measure the Euclidean distance in each frame $k$ and use the overall minimum as cost term

$$
\text{DTW}(i,j) = \min_k \left\| x_i^{(k)} - \hat{x}_j^{(k)} \right\|_2,
$$

where $x_i^{(k)}$ is the $i$th data point of a demonstration represented in the $k$th coordinate frame. After aligning the demonstrations in time, the attractor goals are computed for each frame separately according to the previous section and subsequently transformed into the world frame for all non-world frames. The $2^D$ attractor goals of frame $k$ at time step $i$ will be noted as $G_i^{(k)}$. The attractor goals of the frames are stacked together, resulting in a single goal matrix

$$
G_i = \left[ G_i^{(1)}, \ldots, G_i^{(K)} \right]
$$

for each time step. Now, the attractor activations can be computed according to (4.26). The process of estimating the activations is illustrated in Figure 4.2 by using a simple toy example. The optimizer can freely choose the attractor activations over time, but has to explain all demonstrations with the same sequence of activations. As it is not possible to do so in a single coordinate frame, the optimizer converges to a solution where the frame activations (sum of attractor activations represented in the same frame) vary over time. Therefore, when learning a skill with MoA, our system never explicitly selects coordinate frames for different phases of a task. Instead, by defining the attractors in different coordinate frames, the importance of the individual coordinate frames emerges automatically as a result of the optimization process.

---

\(^1\) In general, a set $D + 1$ attractors can be found which covers the demonstrations. For instance, for a $2D$ space, a triangle can be found which cover the demonstrations. We use a $2^D$ bounding box as it is more intuitive and we represent movements only in $2D$ and $3D$ space in this chapter.
Algorithm 4 MoA Learning Algorithm

Require: $M$ Trajectories $\tau^{(m)} = \{x_1^{(m)}, \ldots, x_N^{(m)}\}$, $K$ Coordinate Frames

Hyperparameters: Number of support points $N_S$, bandwidth $\gamma$, DS parameters $\alpha$ and $\beta$

1: Align trajectories using DTW (4.30)
2: Compute support point weights $w_{1:N}$ (4.20)
3: for each Frame $k$ do
4: Compute attractor goals $G^{(k)}$ (Section 4.3.1)
5: $\hat{H} = 0$, $\hat{f} = 0$
6: for each Trajectory $m$ do
7: for each Frame $k$ do
8: Convert goals to world frame $G^{(k)}_{1:N}$
9: Concatenate goal matrices to single matrix for each time-step $G_{1:N}$ (4.31)
10: $[\hat{H}, \hat{f}] += \text{generateQP}(x_{1:N}^{(m)}, w_{1:N}, G_{1:N})$ (4.26)
11: Solve QP($\hat{H}, \hat{f}$) to find support point activations $S$
12: return Attractor goals $G$, Support point activations $S$

4.3.3 Choosing the Hyperparameters

When using the suggested bounding box method for choosing the positions and numbers of the attractors goals, the only hyperparameters a user has to choose are the number of support points and the bandwidth $\gamma$ of the corresponding RBF. In all experiments presented in this chapter, the bandwidth of each RBF was set so that the function evaluates to a value $\alpha = 0.1$ at the center’s of the neighboring RBFs. The numbers of support points were chosen by increasing the number until we were satisfied with the results. In future work, we plan to develop a method for optimizing the hyperparameters in a principled manner.

4.3.4 Final Algorithm

The MoA learning algorithm is summarized in Algorithm 4. Input to the algorithm are $M$ demonstrations and the coordinate frames. The only hyperparameters that have to be set are the parameters of the Dynamical System $\alpha, \beta$, the number of support points $N_S$ and the bandwidth of the RBFs. Usually, $\alpha$ is set to achieve a desired stiffness of the system and $\beta$ is set to $\alpha/4$ so that the DS is stable. First, the demonstrations are aligned in time using DTW. Next, the weights of the support points are computed for each time-step. The attractor goals are computed for each frame separately. Then, the goals of the frames are transformed into the world frame for each time-step and demonstration. Finally, the QP is generated and solved. The learned skill is composed of the resulting support point activation matrix $S$, and the attractor goals $G$.

4.4 Evaluation of the Approach

For evaluating MoA, we performed two experiments.

The aim of the first experiment was to compare some of its properties to Dynamic Movement Primitives (DMPs) and Gaussian Mixture Models (GMMs). These MP representations have similar properties to MoA, which allows for a fair comparison. The comparison is carried out on letters from the Omniglot handwriting data set. In a second experiment, we evaluated the generalization capabilities of the system on a real robot handwriting task. The task is demonstrated kinesthetically and later reproduced on a real seven degrees of freedom (DoF) Barrett WAM robot. Additionally, we compare the generalization capabilities with two state-of-the-art approaches.
Figure 4.3.: Results on the Omniglot handwriting data set. The upper plots show the demonstrations and reproduced trajectories in 2D space for two letters of the data set. For MoA, additionally the attractor goals are shown. All methods except for MoA-S are time-dependent. For the time-independent MoA-S, the gray lines show the attractor landscape. Here, the movements converge to the gray dots. The lower plots show the corresponding mean squared error over time (average and ± one standard deviation).

4.4.1 Handwriting Evaluation

The Omniglot data set was introduced by Lake et al. [2015] as a 2D data set for one-shot learning. It contains over 1500 different handwritten characters from 50 different alphabets. Each character was drawn online using Amazon’s Mechanical Turk by 20 different people. The images come with stroke data as sequences of 2D coordinates associated with time information $t$. We use the data set to compare MoA with DMPs. Both MP representations are trained on characters from the Latin alphabet. Before training, we removed all characters that were not drawn continuously (e.g., more than one stroke was used as the participant lifted the pen). The remaining characters were preprocessed as follows. First, we shifted each character so that the mean of the image is at $[0, 0]$. For each character, we computed the average standard deviation from the mean and subsequently scaled each image to have the same standard deviation. As a last preprocessing step, we aligned the trajectories in time using DTW. The preprocessing of the data was the same for all methods.

For a fair comparison, the movements generated by all methods were modulated temporally. For the GMM approach, a joint probability $p(t, v)$ was learned. The movements were then generated by conditioning the current velocity on the time $p(v|t)$. For MoA and DMPs, the basis functions were activated temporally. We did our best to tune the hyperparameters of all methods. For the GMM approach, we in-
increased the number of Gaussians to 15 until the Mean Squared Error (MSE) between the generated and demonstrated movements did not increase anymore. For MoA and DMPs we used the method suggested in Section 4.3.3, which resulted in 20 support points. In contrast to MoA, the movements generated by DMPs are conditioned on a desired start and end point. To add this property to our MP representation, we associated a coordinate frame with the start and end points of each demonstration, respectively. As these points vary over the demonstrations, the attractor goals (transformed into the world frame) are automatically shifted together with the origins of the coordinate frames. As the MPs represent movements in 2D space, four attractors were used for each coordinate frame. The locations of the attractor goals were set according to the bounding box method suggested in Section 4.3.1. In addition to the aforementioned MP representations, we also trained a second variant of MoA, where the weights of the basis functions were not conditioned on time, but on the current spatial position \(x_t\). We will refer to this variant as MoA-S. Here, we also used 20 support points. The centers of the basis functions were found by clustering the demonstrations with kMeans and choosing the centers of the clusters as centers of the basis functions.

The results for three exemplary characters from the Latin alphabet are shown in Figure 4.3. The MSE between the drawn characters and the ones generated by the different time-dependent MP representations are in the same range with MoA slightly outperforming the other representations. DMPs perform worst for the letter ‘a’. The reason is that the letter is not drawn very consistently. As DMPs depend linearly on the difference between start and end point, they do not seem to be robust against movements that have similar start and end points, but different shapes. The time-independent variant MoA-S has the largest average error of all MP representations. While the generated movements reflect the general shape of the letters, they either converge to a spurious attractor ('a') or enter a cycle ('e' and 's'). Please note, however, that the focus of this chapter are time-dependent movements. Therefore, the intention of MoA-S was to evaluate if it is in principle possible to learn time-independent movements with our MP representation. We consider it future work to investigate in more detail MoA's applicability for learning and representing time-independent movements, for instance by analyzing important properties such as asymptotic stability (e.g., Medina and Billard [2017], Perrin and Schlehuber-Caissier [2016]). The conclusion from the Omniglot experiment is that the sequences of MP activations resulting from the MoA optimization process lead to movements which closely follow the demonstrations.

One interesting property of MoA which was not discussed so far is that it allows for generating movements where start and point are equivalent such as drawing a circle. DMPs shape a movement with a forcing function of the form \(f(z) = g(x, w)(g - x_0)\) (see (4.3)), where \(w\) are the parameters, \(x\) is the state of the system, \(x_0\) is the initial state and \(g\) is the attractor goal. If attractor goal and initial state are the same, this forcing function evaluates to zero. In that case, another forcing function can be used [Ijspeert et al., 2013], but the type of forcing function has to be chosen beforehand. Hence, it is not possible to train a MP with the standard forcing function and then perform a movement with equivalent start and end points. To illustrate that MoA does not have this limitation, we took the activations resulting from the MoA-F variant, placed the coordinate frames of both start and point at the same arbitrary
Figure 4.5.: Pictures of the six setups used for demonstrating the handwriting task (left). On the right, the setup for the reproduction is shown. For the demonstrations, we used a red pen and for the reproduction a green pen. The differences between the demonstrations and reproduction can be explained with the utilized controller and are not a result of the learning process.

location and simulated the resulting movement. Figure 4.4 depicts the movements generated by MoA. The main conclusion from the Omniglot experiment is that the sequences of MP activations resulting from the MoA optimization process lead to movements which closely follow the demonstrations.

4.4.2 Robot Handwriting Evaluation

In a second experiment, we demonstrated a handwriting task on a Barrett WAM robot via kinesthetic teaching. As end-effector, a pen was attached to the robot, as shown in Figure 4.1. The task was to first write “IAS” on one whiteboard and subsequently write “HRI” on a second whiteboard. The intention of the experiment was to evaluate the generalization capabilities of our method. Therefore, the whiteboards were placed at different locations on the table for each demonstration (see Figure 4.5). The learned skill was then reproduced on a setup which was different from the demonstrations. Each whiteboard was associated with a coordinate frame. During the demonstrations, we recorded the $3D$ position of the tip of the pen in world coordinates and relative to each whiteboard. In order to generalize the skill to unseen whiteboard positions, the system has to learn to control the tip of the pen in the correct coordinate frame in each phase of the task. For instance, when writing “IAS”, the pen has to be controlled in the coordinate frame of the corresponding whiteboard.

Overall, we performed six demonstrations of the task. The data was recorded with a frequency of 40 Hz. Before training, the demonstrations were aligned in time using DTW. The movement generated by our system was modulated temporally by the activation of 75 equally distributed support points. First, we trained our system using all six demonstrations. Subsequently, we put the whiteboards to positions which were different from the demonstrations and executed the skill on the real robot. The results are shown in Figure 4.5b. The robot was able to generalize to the unseen setup and mastered the task for the new whiteboard positions. The system learned to control the pen in the correct coordinate frame for each phase of the task and therefore was able to generalize the skill to the new situation. During execution, the orientation of the end-effector was determined by a predefined null-space configuration, as we focus on learning Cartesian positions in this chapter.
Next, we trained two state-of-the-art methods on all demonstrations and evaluated their generalization capabilities in simulation. The first method is the TP-GMM [Calinon et al., 2012]. The method uses Gaussian distributions to model the data spatially in the different coordinate frames. For a fair comparison with our approach, we augmented the state-space with time. When reproducing a skill, we conditioned the desired position on the current time, so that the movement was also modulated temporally. We used 75 Gaussians for training, as more Gaussians did not lead to an improvement of the results anymore. The second method is an approach by Ureche et al. [2015]. Here, the authors explicitly choose the coordinate frames over time based on the variance of the demonstrations. For a fixed time window and each frame, they compare the variance in this time window to the variance of the entire demonstration. The frame with the lowest value of the corresponding cost function is chosen as winner. For each resulting segment, we use DMPs to represent the movements in the corresponding frames. In the following, this approach will be referred to as VAR-DMP. Figure 4.6 shows the resulting coordinate frame selections of all three approaches. Additionally, the generated trajectories for one demonstration setup and the test setup are shown. The resulting frame activations of all three approaches look quite similar and all approaches generalize the learned skill to the test setup. VAR-DMP successfully writes the two words, but does not learn the transition phase when changing the coordinate frame. As a consequence, the generated movement is less smooth and sometimes points in the wrong direction for a short period of time (e.g., in the beginning or after writing the S of IAS). TP-GMM performs slightly worse compared to MoA. One reason why MoA follows the shape of the movement more accurately is that it takes the attractor activation recursively into account, whereas TP-GMM treats successive data points as they were independent.

In order to evaluate if our system can learn the handwriting skill from fewer demonstrations, we additionally trained it individually on all 63 possible subsets of demonstrations (e.g., demonstration 1, 2, and 4) and evaluated the generalization capabilities of the learned skill in simulation. Figure 4.6
Figure 4.7: Comparison of the sparsity of the frame activations for MoA and TP-GMMs. The solid lines show the mean of the sparsity, while the marks show the results for the individual combinations of the demonstrations. With an increasing number of demonstrations, the discrimination of the coordinate frames becomes better. We observed that a sparsity of at least 0.9 (dashed line) is required to generalize to the test setup.

shows the frame activations and generated trajectory for one exemplary subset. While some of the learned skills were able to reproduce the task for the test setup, others were not. All skills were able to reproduce the task on the setups they were trained on. For the handwriting task, a good metric for quantifying the generalization capabilities is to measure the sparsity of the individual coordinate frame activations. Ideally, the pen should be controlled in the world frame in the beginning of the task, as the robot always started from the same initial joint configuration. When writing the two words IAS and HRI, the pen has to be controlled in the corresponding coordinate frames of the whiteboards. Except for the transition phases between these three task phases, the activations of the coordinate frames should be constant. Therefore, we measure the average sparsity of the activations as metric for the generalization capabilities for the handwriting task

\[
J_{\text{sparsity}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} \left\| a_i^{(k)} \right\|_1^2, \tag{4.32}
\]

where \( a_i^{(k)} \) are the activations of the attractors which are represented in coordinate frame \( k \). In our case, \( K = 3 \). A fully sparse solution would result in \( J_{\text{sparsity}} = 1 \), while an equally distributed solution would result in \( J_{\text{sparsity}} = 1/K \). Figure 4.7 shows the average sparsity for all training instances. The solutions become sparser if the skill is trained on more demonstrations. Depending on how dissimilar the whiteboard positions are in each demonstration, two demonstrations can be sufficient for learning a solution which is as sparse as the solution for all six demonstrations. We consider it future work to investigate why certain combinations lead to more sparse solutions than others and why the variance of the sparsity is larger compared to the TP-GMM.

4.5 Conclusion

This section summarizes this chapter and highlights its main contributions. The chapter will be concluded by an epilogue which discusses some open problems and gives suggestions for future work.

4.5.1 Summary of this Chapter

In this chapter, we presented the Mixture of Attractors (MoA) movement primitive representation. Due to its integration of multiple coordinate frames, MoA can be utilized for learning complex object-directed
skills from only a handful demonstrations. The resulting skills generalize well to unseen object positions and orientations. In addition, the system blends smoothly between successive movements. Learning a skill is formalized as convex optimization problem. Therefore, in contrast to most other approaches, no heuristic is needed for choosing the coordinate frames and the quality of the skill does not depend on an initial estimate of parameter values.

We evaluated our approach in simulation and on a real robot. In a first experiment, we trained MoA on handwritten letters from the Omniglot dataset. Here, the attractor activations resulting from the MoA optimization process led to movements which closely resemble the demonstrations. MoA outperformed DMPs, a widely used state-of-the-art MP representation, in terms of the MSE. In a second experiment, we evaluated the generalization capabilities of MoA on a kinesthetically demonstrated handwriting task. The learned skill was executed on a real Barrett WAM robot on a setup which was not demonstrated. From only a few demonstrations, MoA learned the important aspects of the task and outperformed two state-of-the-art approaches in terms of accuracy and/or generalization capabilities.

4.5.2 Epilogue

As shown in this chapter, MoA is a promising MP representation with many advantageous benefits compared to other representations. The evaluation on the Omniglot handwriting dataset revealed that the movements generated by MoA are very similar to those generated by DMPs. Due to MoAs support of multiple coordinate frames, movements can be conditioned on a desired start or end point or can be performed relative to objects in a scene, resulting in better generalization abilities compared to DMPs. In addition, MoA is able to represent cyclic or rhythmic movements where start and end points are equivalent without the need of changing the formulation. On the other hand, DMPs have other advantages such as convergence to a desired goal position for $t \to \infty$. While this property could also be enforced for MoA by adding a constraint to the QP (4.26), a detailed comparison of both approaches might reveal other properties which demarcate both representations. More general, a comparison of other prominent MP representations with MoA is yet to be made.

Certain aspects of the proposed method could be improved or extended in future work to scale to larger domains or improve learning performance. For example, A manipulation task is often comprised of phases where a teacher has to closely follow a desired path (e.g., when writing a letter), as well as phases where such an accurate tracking is not required (e.g., when lifting the pen between writing two letters). So far, this characteristic is not reflected in the DS we use for generating a movement. One interesting direction for future work therefore is to integrate noise into the formulation. If we add Gaussian distributed noise with mean zero and variance $\Sigma_i$ for time step $i$ to (4.9), we can assume a movement is generated by

$$x_i = c_1 x_{i-1} + c_2 x_{i-2} + c_3 G_i \alpha_i + \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, \Sigma_i).$$

(4.33)

Hence, the noise introduces a stochastic dependency of data point $x_i$ on the previous two data points and the attractor activations

$$p(x_i | x_{i-1}, x_{i-2}, \alpha_i) \sim \mathcal{N}(c_1 x_{i-1} + c_2 x_{i-2} + c_3 G_i \alpha_i, \Sigma_i).$$

(4.34)

Instead of minimizing the MSE between the generated movement and the demonstrations, the activations can now be estimated by maximizing the log-likelihood

$$\log \mathcal{L}(a_{1:N} | x_{1:N}) = \log p(x_{1:N} | a_{1:N}) = \log \left( p(x_1)p(x_2) \prod_{i=3}^{N} p(x_i | x_{i-1}, x_{i-2}, \alpha_i) \right)$$

$$= \text{const} - \frac{1}{2} \sum_{i=3}^{N} (x_i - \mu_i(\alpha_i))^T \Sigma_i^{-1} (x_i - \mu_i(\alpha_i)),$$

(4.35)
where we used $\mu_i(a_i) = c_1 x_{i-1} + c_2 x_{i-2} + c_3 G_i a_i$. The similarity of the log-likelihood (4.36) with the original MSE cost function (4.12) is apparent. The log-likelihood formulation (4.36) has two interesting properties compared to the original MSE formulation. First, the variance of the demonstrations $\Sigma_i$ can be considered in a natural way. Second, it may pave the way for future research. For instance, placing a prior on the attractor activations might allow for learning the importance of the coordinate frames from a single demonstration.

We mentioned before that the memory footprint of the QP optimization is mainly determined by the quadratic matrix $\hat{H}$ in (4.26) whose size depends on the number of support points and the number of attractor goals. While the number of attractor goals depends on the dimension of the task-spaces and is therefore task-independent, the number of support points grows with the length and complexity of a task. In order to scale MoA to larger domains, we therefore consider it future work to find a different optimization method which is less memory demanding. One idea would be to replace the activations with a softmax function. As the cost function is differentiable, gradient descent could be used for finding the activations. Introducing the softmax function also allows for removing the hard constraints on the activations, as the outcome of the function is between zero and one for all attractors and the activations inherently sum up to one. Another idea would be to exploit the convex hull of the attractor goals. By applying Radon’s theorem [Tverberg, 1966], the problem may be decomposed into multiple smaller problems that can be solved more efficiently.

One downside of MoA is that in order to learn a weighting of the coordinate frames, the demonstrations have to be aligned in time using DTW. Such an alignment is only possible if the sequence of movements is the same for all demonstrations, which is not necessarily the case for a wide range of tasks. For instance, in repetitive tasks a movement may be repeated a couple of times until a goal is achieved (e.g., unscrewing a light bulb). Another example are tasks where the subtask order is not important. When preparing a salad, it does not matter if the cucumber or the tomatoes are chopped first. If the teacher is not aware of the underlying assumptions we made, he or she might demonstrate such a task in a way which makes the time-alignment impossible. It is notable here that this issue is not specific to MoA. It applies to all approaches which take the variance of the data in different coordinate frames into account (e.g., [Ureche et al., 2015]). We consider it future work to either extend DTW to support such demonstrations or to make the required time alignment superfluous.

Even though we did not use MoA for directly controlling the joints of the robot in this chapter, we would like to mention one interesting property of MoA when using it for joint control. For a robot with one degree of freedom, two attractors are sufficient to represent any movement. If these attractors are set within the joint limits of the robot, the movements generated by the system never violate these joint limits if the dynamical system is stable. This statement is also true for an arbitrary number of degrees of freedom. In addition, it may be possible to add constraints to the optimization process which ensure that certain undesired joint configurations are not reached. We consider it future work to evaluate MoA’s suitability for robot joint-control.
5 Conclusion

This thesis contributes to the state-of-the-art in the domain of Learning from Demonstration. Our specific focus was on learning sequential skills for robot manipulation tasks. In the following section, we summarize our contributions to the state-of-the-art and discuss open problems which were either out of the scope of the thesis or are directly related to the proposed methods presented in the thesis.

5.1 Summary of the Contributions

The individual chapters of this thesis treat different aspects of sequential skill learning. In Chapter 2 we looked at the skill learning problem from a high-level perspective. We dealt with the question of how to coordinate a set of single MPs in order to perform a sequential task. For this purpose, we introduced the concept of a sequence graph. In a sequence graph, each node is associated with a MP and a classifier. When executing a learned skill on a robot, the task of a classifier is to decide when to transition to a succeeding node in the graph, leading to the activation of a different MP. Hence, the task of the classifiers is to orchestrate the individual MPs. In the chapter, we evaluated different sequence graph structures and evaluated the performance of various types of linear and non-linear classifiers in simulation and in real robot experiments. One important insight from the experiments was that finding a good graph structure for a task is crucial for the overall quality of a skill. While in general a compact structure is beneficial, it also increases the chances of perceptual aliasing. This phenomenon occurs if it is not possible to find a unique mapping from the perceptual input to a corresponding movement. The evaluations showed that our approach can learn fairly complex tasks such as light bulb unscrewing from labeled demonstrations. In addition, the approach can also be utilized for teaching an error recovery strategy to the robot.

In Chapter 2, we concentrated on the coordination of the individual MPs. For this purpose, we assumed the individual MPs were known beforehand. In Chapter 3, this assumption was relaxed. We presented our probabilistic task-decomposition method which extracts a set of MPs from kinesthetic demonstrations of a task. For each MP, the method chooses an appropriate coordinate frame and the control variables (e.g., position or force) for all dimensions of the task-space associated with the coordinate frame. The number of MPs is not known beforehand and estimated via model-selection. At the core, the method is based on a probability distribution we call Directional Normal Distribution (DND). In the chapter, we presented the distribution and an Expectation-Maximization algorithm for inferring its parameters from data. In the context of skill learning, the mean of a DND can be interpreted as the most likely attractor goal of a MP and the covariance matrix as the uncertainty about the mean. For learning a skill, we combined the task-decomposition method with the sequence graph concept presented in the previous chapter. Instead of labeling the demonstrations manually with the active MPs, the task-decomposition method allows for computing the most likely sequence of MPs. Hence, the demonstrations are labeled automatically with the most likely MPs and subsequently fed into the sequence learning approach, resulting in the final skill. We evaluated the approach on three different tasks: box stacking, box flipping and light bulb unscrewing. The evaluations showed that our approach can efficiently learn skills from only two to six demonstrations and can generalize them to setups which were not demonstrated to the robot. They also showed that the resulting MPs are meaningful in a sense that each of them can be associated with a meaningful description (e.g., grasp an object). This insight is supported by the fact that the sequences of most likely MP activations for the light bulb unscrewing task are very similar to the manual labels used for the light bulb experiment in Chapter 2. In contrast to many other state-of-the-art methods, our task-decomposition approach does not require a time-alignment of the individual demonstrations. Therefore, it allows for learning skills for tasks where the demonstrated movement sequences differ between the demonstrations.
In the first chapters of the thesis, movements were represented by simple point attractors. While the sequencing graph concept is independent of the underlying MP representation, the task-decomposition approach presented in Chapter 3 can only be applied to those tasks which can be represented with point-to-point movements. Therefore, in Chapter 4, we presented the Mixtures of Attractors (MoA) MP representation. In contrast to the MP representation used in the preceding chapters, MoA allows for learning complex object-directed movements of arbitrary shape. The basic idea is to generate a movement by continuously changing the activations of a set of attractors over time. Object-directed movements can be generated by defining these attractors in different coordinate frames. We showed that learning the attractor activations with MoA can be formalized as convex optimization problem. Therefore, the optimization does not depend on a good initial estimate of the parameters. It is a unique characteristic of our approach that the importance of the individual coordinate frames emerges automatically from the optimization process without relying on a heuristic for choosing the frames. The sequence of attractor activations resulting from the optimization lead to smooth movements and smooth transitions between different object-directed movements. We evaluated MoA on a handwriting dataset and with a real robot experiment. The evaluations on the handwriting dataset showed that the movements generated by MoA closely resemble the demonstrations. We compared MoA to Dynamic Movement Primitives (DMPs) and found that the movements generated by MoA lead to smaller errors and better generalization capabilities compared to DMPs. For the real robot experiment, we demonstrated a handwriting task to a seven degrees of freedom Barrett WAM robot with a pen as end-effector. The evaluations showed that our system was able to learn the task from only two to six demonstrations and to generalize the learned skill to a setup which was not demonstrated to the robot. We compared our approach to two other approaches. Here, MoA outperformed one method in terms of generalization capabilities. The second method could be utilized for successful skill learning, but generated movements which were less smooth compared to those generated by MoA.

In summary, we tackled different skill learning aspects in a top-down manner. Starting from the high-level coordination of single movements, we moved on to learning the composition of the individual movements (e.g., coordinate frame and control variables). Finally, we also learned the shape of the movements in relation to objects in the scene. Altogether, the methods presented in this thesis contribute to bringing us closer to the dream of having autonomous robots in our homes.

5.2 Open Problems for Future Research

While we tackled many aspects of skill learning for sequential robot manipulation tasks, some other aspects were left untouched and can be considered open research problems. In addition, our research also raised new interesting questions that will be briefly described in the following section. Please note that some open problems which are directly related to our approaches were already discussed in the epilogue sections of the preceding chapters.

5.2.1 Extracting Relevant Task-Spaces from Demonstrations

In all the experiments presented in this thesis, we controlled the robot’s end-effector in task-space coordinates. The reason is that for many tasks, the exact position of the other body parts of the robot are not relevant for task success. Therefore, they are usually not consistent over the demonstrations and considering them would render the learning problem more difficult. For the task-decomposition approach presented in Chapter 3, we predefined a pool of possible task-space candidates from which the algorithm could choose the best match for each MP. These candidates controlled either the position/force or the orientation of the end-effector, or the degrees of freedom of the robot’s hand. While this pool of task-spaces was sufficient for our experiments, other tasks may for instance require moving the robot’s elbow to a desired position. We consider it future work to expand the pool of possible task-spaces. In
addition, a method is needed which allows for deciding if certain task-spaces are relevant for a task or if they should be removed from the possible pool of task-spaces.

5.2.2 Transferring Knowledge to new Tasks

So far, new skills were learned completely from scratch and no knowledge was transferred between different tasks. Transferring such knowledge may help to reduce the necessary number of demonstrations for a new skill or may even improve learning performance in general. As an example, consider the handwriting task from Chapter 4. If we demonstrated a similar task where we wrote two different words on the two whiteboards, the knowledge about the importance of the individual coordinate frames of the handwriting task might be transferable to the new task. Transferring knowledge between tasks might also allow for refining skills if necessary. If only one small aspect of a task changes, it is conceivable that either only this aspect is demonstrated or that a full demonstration is provided, but the existing skill is reused and adapted.

5.2.3 Improving Performance over Time

Currently the behavior of the system is fixed after learning. Such a system is problematic for two reasons. First, learning a skill perfectly from demonstrations is often impossible. Even humans have to practice skills first, e.g., for instance to find out what forces to apply. Especially the direct interaction with objects is difficult, as important properties such as friction or mass distributions cannot be visually observed. Kinesthetic demonstrations alleviate this issue but do not resolve it, as the data (e.g., forces) resulting from an interaction are rather noisy. One logical next step would be applying reinforcement learning (RL) methods, as they allow for learning or improving a skill via trial and error. Even though RL methods were out of the scope of this thesis, we believe that it should be at least relatively straightforward to use the Mixtures of Attractors MP representation for RL. MoA’s attractor activations are inherently in the range $[0, 1]$ and, therefore, can be approximated using softmax functions. The parameter of these softmax functions are differentiable, enabling for instance the use of policy gradient methods. In fact, Kormushev et al. [2010] already applied RL to a Dynamical System formulation which is very similar to that of MoA and therefore their work might serve as a basis for further research. Another possible application of RL is the improvement of a learned sequence graph, e.g., by adding or removing connections between the individual nodes or by refining the parameters of the individual classifiers which determine the transition behavior between MPs. Applying RL methods in this context is less straightforward and requires hierarchical models [Daniel et al., 2012, 2013, Sutton et al., 1999].

5.2.4 Recovering from Bad Demonstrations

Learning skills from kinesthetic demonstrations does not only require good algorithms for learning from data. It also requires the teacher to perform good demonstrations. Ideally, the demonstrations should provide the system a desired behavior under certain environmental conditions. The more the demonstrations deviate from what the teacher expects the robot to do, the more likely the system is to reproduce an undesired behavior. In order to be more robust against bad demonstrations, a method for detecting and discarding outliers might be helpful. It is also conceivable that the method can be combined with an approach for interactive corrections we mentioned earlier.

5.2.5 Integration of Transition Learning into Task-Decomposition

In Chapter 3, a skill was learned by first applying the proposed task-decomposition method to extract a set of MPs. Subsequently, the sequence graph concept presented in Chapter 2 was applied for learning
when to transition between the individual MPs. One issue we observed in our experiments was that the task-decomposition resulting from maximizing the log-likelihood of our model is not necessarily optimal for learning the transition behavior. For instance, the task-decomposition method may indicate a transition between two MPs prematurely, in which case the classifier resulting from the transition learning may not find a proper separating border between the two classes in the feature space anymore. In order to improve the overall skill quality, one idea would be to feed the quality of the sequence graph back into the task-decomposition and to optimize both methods in alternating order until convergence. We consider it an important research problem to develop such a method.

5.2.6 Planning Ahead

The purely reactive behaviors learned in the first part of the thesis are not necessarily optimal. Often, it is beneficial to decide which movement to perform based on potential succeeding movements. For instance, if an object has to be grasped and moved somewhere else, a human would pick a grasp and orientation dependent on the desired final position of the object and not just based on the object's current position. Such a decision requires to plan ahead at least a few steps. In order to equip our system with such an ability, planning methods have to be taken into account. While it is usually not possible to plan an entire behavior in advance, some planning might help for learning skills with better generalization capabilities. Therefore, two key questions to answer are how to balance learning and planning, and how far to plan ahead.

5.2.7 Bi-Manual Manipulation

Throughout the thesis, our focus was on learning skills for single arm robots. In order to use one of the presented methods for bi-manual manipulation tasks, further considerations have to be taken into account. In Chapter 3, we learned the MPs controlling the position and orientation of the end-effector independently of each other. One benefit of the independence is that the individual MPs are reusable in more situations. For instance, it is possible to approach the same object using the same position MP but with different orientation MPs. We already picked up this independence idea and proposed an approach where a set of MPs is learned independently for each arm, resulting in two sequence graphs [Bied, 2017]. In a succeeding step, the sequence graphs are coupled with each other such that MPs from the different graphs can be started at the same time if necessary. While the independence assumption is a straightforward way of extending the task-decomposition approach to bi-manual manipulation tasks it clearly neglects the fact that the arms have to interact with each other during some task phases. Therefore, it can be seen only as one step in the direction of learning bi-manual skills and we consider it future work to fully support learning such skills with our framework.

5.2.8 Cause and Effect of Robot Interaction

Many problems in robot learning arise from the fact that robots directly interact with the environment. Decisions such as activating or deactivating a MP are usually made based on the robot's state and that of the environment, which in turn is directly affected by the robot's actions. Without further context (just by inspecting the data without knowledge about the task), it is often unclear if a change in the environment is caused by the robot or by an external stimulus. As an example, consider an increasing magnitude of a force signal measured at the robot's wrist during a kinesthetic demonstration. Without knowledge about the task or the intention of the human teacher, it is not clear if the force is actively generated by the teacher or for instance by a second person which is pushing an object against the robot. Resolving such causality issues requires a fundamental understanding of task and environment, which is out of the scope of this thesis. In order to acquire such an understanding, physics simulations may be of importance, as they could allow for rejecting physically implausible decisions.
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B Derivation of Constants

This chapter contains the derivations of some constants used within the task-decomposition approach presented in Chapter 3.

B.1 Constants for EM-algorithm

For deriving the EM-algorithm, the integral
\[ \int_0^\infty p(t|\[x, v], \theta) \log p([x, v], t|\theta, \mu_t, \sigma_t) \, dt \]
has to be evaluated, which leads to
\[ = \int_0^\infty c_1 e^{-\frac{(t-\mu_t)^2}{2\sigma_t^2}} (c_2(\Theta) t^2 + c_3(\Theta) t + c_4(\Theta)) \, dt \]
\[ = c_1 (c_2(\Theta) d_2 + c_3(\Theta) d_3 + c_4(\Theta) d_4), \]
where we used the constants
\[ c_1 = \frac{1}{\sqrt{(2\pi)\sigma_t}} \frac{1}{1 - \Phi\left(\frac{-\mu_t}{\sigma_t}\right)}, \]
\[ c_2 = -\frac{1}{2} v^T \Sigma^{-1} v - \frac{1}{2\sigma_t^2}, \]
\[ c_3 = \frac{1}{2} v^T \Sigma^{-1} (\mu - x) + \frac{1}{2} (\mu - x)^T \Sigma^{-1} v + \frac{\mu_t}{\sigma_t^2}, \]
\[ c_4 = -\frac{1}{2} \log \left((2\pi)^{d+1} \sigma_t^2 |\Sigma|\right) - \log \left(1 - \Phi\left(-\frac{\mu_t}{\sigma_t}\right)\right) \]
\[ - \frac{1}{2} (\mu - x)^T \Sigma^{-1} (\mu - x) - \frac{\mu_t^2}{2\sigma_t^2}, \]
\[ d_2 = \mu_t \sigma_t^2 e^{-\frac{\mu_t^2}{2\sigma_t^2}} + \sqrt{\frac{\pi}{2}} \sigma_t \left(\mu_t^2 + \sigma_t^2\right) \left(1 + \text{erf}\left(\frac{\mu_t}{\sqrt{2\sigma_t}}\right)\right), \]
\[ d_3 = \sigma_t^2 e^{-\frac{\mu_t^2}{2\sigma_t^2}} + \sqrt{\frac{\pi}{2}} \mu_t \sigma_t \left(1 + \text{erf}\left(\frac{\mu_t}{\sqrt{2\sigma_t}}\right)\right), \]
\[ d_4 = \sqrt{\frac{\pi}{2}} \sigma_t \left(1 + \text{erf}\left(\frac{\mu_t}{\sqrt{2\sigma_t}}\right)\right). \]

For more information, the reader is referred to Section 3.3.1.

B.2 Constants for Orientations

The start orientation rotated with an angle \( t \) around the angular velocity axis \( a = [a_x, a_y, a_z]^T \), given in the inertia frame can be defined as
\[ R_{VI}(t) = R_{VS}(t) R_{SI}, \]
where the entries of the matrix $R_{VS}(t)$ are

\[
\begin{align*}
R^{(0,0)}_{VS}(t) &= (1 - a^2) \cos(t) + a_x^2, \\
R^{(0,1)}_{VS}(t) &= -a_xa_y \cos(t) + a_z \sin(t) + a_xa_y, \\
R^{(0,2)}_{VS}(t) &= -a_xa_z \cos(t) - a_y \sin(t) + a_xa_z, \\
R^{(1,0)}_{VS}(t) &= -a_xa_y \cos(t) - a_z \sin(t) + a_xa_y, \\
R^{(1,1)}_{VS}(t) &= (1 - a^2) \cos(t) + a_y^2, \\
R^{(1,2)}_{VS}(t) &= -a_ya_z \cos(t) + a_x \sin(t) + a_ya_z, \\
R^{(2,0)}_{VS}(t) &= -a_xa_z \cos(t) + a_y \sin(t) + a_xa_z, \\
R^{(2,1)}_{VS}(t) &= -a_ya_z \cos(t) - a_x \sin(t) + a_ya_z, \\
R^{(2,2)}_{VS}(t) &= (1 - a^2) \cos(t) + a_z^2,
\end{align*}
\]

with $R^{(i,j)}_{VS}(t)$ being the entry of the $i$th row and $j$th column. The matrix can be written in the form $R_{VS}(t) = D \cos(t) + E \sin(t) + F$ with

$$D = \begin{pmatrix} 1 - a^2_x & -a_xa_y & -a_xa_z \\ -a_xa_y & 1 - a^2_y & -a_ya_z \\ -a_xa_z & -a_ya_z & 1 - a^2_z \end{pmatrix},$$
$$E = \begin{pmatrix} 0 & a_z & -a_y \\ -a_z & 0 & a_x \\ a_y & -a_x & 0 \end{pmatrix},$$
$$F = \begin{pmatrix} a^2_x & a_xa_y & a_xa_z \\ a_xa_y & a^2_y & a_ya_z \\ a_xa_z & a_ya_z & a^2_z \end{pmatrix}.$$

Therefore, we can write

\[
R_{VI}(t) = R_{VS}(t)R_{SI} = (D \cos(t) + E \sin(t) + F) = DR_{SI} \cos(t) + ER_{SI} \sin(t) + FR_{SI}.
\]

The values of the constant vectors $d$, $e$ and $f$ used in (3.14) can then be found by multiplying the matrices and vectorizing the resulting matrices.

### B.2.1 Axis Angle Derivation

The axis angle between the rotated coordinate system and the target coordinate system is defined as

\[
\theta(\phi_\omega) = \cos^{-1}\left(\frac{1}{2} \left(\text{Tr}(R_{FV}) - 1\right)\right) \tag{B.1}
\]
\[
= \cos^{-1}\left(\frac{1}{2} \left(\text{Tr}(R_{FS}(R_{VS})^T) - 1\right)\right) \tag{B.2}
\]
We are only interested in the trace of the resulting transformation matrix $R_{FV} = R_{FV}^{(0,0)} + R_{FV}^{(1,1)} + R_{FV}^{(2,2)}$, which can be written as follows

$$R_{FV}^{(0,0)} = R_{FS}(0, 0)(a_x^2(1 - \cos(t)) + \cos(t))$$
$$+ R_{FS}(0, 1)(a_x a_y (1 - \cos(t)) - a_z \sin(t))$$
$$+ R_{FS}(0, 2)(a_x a_z (1 - \cos(t)) + a_y \sin(t)),$$

$$R_{FV}^{(1,1)} = R_{FS}(1, 0)(a_x a_y (1 - \cos(t)) + a_z \sin(t))$$
$$+ R_{FS}(1, 1)(a_y^2(1 - \cos(t)) + \cos(t))$$
$$+ R_{FS}(1, 2)(a_y a_z (1 - \cos(t)) - a_x \sin(t)),$$

$$R_{FV}^{(2,2)} = R_{FS}(2, 0)(a_x a_z (1 - \cos(t)) - a_y \sin(t))$$
$$+ R_{FS}(2, 1)(a_y a_z (1 - \cos(t)) + a_x \sin(t))$$
$$+ R_{FS}(2, 2)(a_z^2(1 - \cos(t)) + \cos(t)).$$

The terms can be sorted and rearranged

$$R_{FV}^{(0,0)} = a_0 \cos(t) + b_0 \sin(t) + c_0,$$
$$R_{FV}^{(1,1)} = a_1 \cos(t) + b_1 \sin(t) + c_1,$$
$$R_{FV}^{(2,2)} = a_2 \cos(t) + b_2 \sin(t) + c_2.$$

Here, we used

$$a_0 = R_{FS}^{(0,0)} (1 - a_x^2) - R_{FS}^{(0,1)} a_x a_y - R_{FS}^{(0,2)} a_x a_z,$$
$$a_1 = R_{FS}^{(1,1)} (1 - a_y^2) - R_{FS}^{(1,0)} a_x a_y - R_{FS}^{(1,2)} a_y a_z,$$
$$a_2 = R_{FS}^{(2,2)} (1 - a_z^2) - R_{FS}^{(2,0)} a_x a_z - R_{FS}^{(2,1)} a_y a_z,$$
$$b_0 = R_{FS}^{(0,1)} a_z - R_{FS}^{(0,2)} a_y,$$
$$b_1 = R_{FS}^{(1,2)} a_x - R_{FS}^{(1,0)} a_z,$$
$$b_2 = R_{FS}^{(2,0)} a_y - R_{FS}^{(2,1)} a_x.$$

$$c_0 = R_{FS}^{(0,0)} a_x^2 + R_{FS}^{(0,1)} a_x a_y + R_{FS}^{(0,2)} a_x a_z$$
$$c_1 = R_{FS}^{(1,0)} a_x a_y + R_{FS}^{(1,1)} a_y^2 + R_{FS}^{(1,2)} a_y a_z$$
$$c_2 = R_{FS}^{(2,0)} a_x a_z + R_{FS}^{(2,1)} a_y a_z + R_{FS}^{(2,2)} a_z^2$$

Using $a = a_0 + a_1 + a_2$, $b = b_0 + b_1 + b_2$ and $c = c_0 + c_1 + c_2$, the axis angle becomes

$$\theta(t) = \cos^{-1} \left( \frac{1}{2} (a \cos(t) + b \sin(t) + c - 1) \right).$$

This axis angle representation is used in Section 3.3.2 to compute a minimum angle $t$ for the current estimate of the parameters.
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