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Zusammenfassung

Diese Arbeit leistet Beiträge zu zwei unabhängige Themen: (1) Beweisbar sichere und effiziente Signaturverfahren und (2) die Analyse von Algorithmen zur Multiplikation ganzer Zahlen.


Abstract

This work contributes to two independent topics: (1) Provably secure and efficient signature schemes and (2) the analysis of certain integer multiplication algorithms.

It is uncertain whether quantum computers are feasible that are powerful enough to solve non-trivial problems. In 1994, Shor [Sho94] proposed a quantum algorithm for solving both the integer factorization problem and the discrete logarithm problem in polynomial time. This algorithm clearly renders signature schemes like RSA, DSA or ElGamal completely insecure as soon as powerful quantum computers come into existence.

In this thesis we propose signature schemes that are provably secure and efficient. The security of the described schemes relies on the security of hash function and the pseudorandom bit generator used. We also study and compare certain integer multiplication algorithms. The motivation of this comparison is the use of modular exponentiation – which, in turn, needs the multiplication of large integers – in often used signature schemes like RSA, DSA, and ElGamal. Our study is more detailed than just the asymptotic behaviour, since we take multiplication and addition of base-words into account.
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Introduction

Now a days the extended use of electronic media requires mechanisms which assure that the certain electronic information comes from who is supposed to. The legality of contracts and documents in general, requiring autograph signatures for its validity could be transferred to electronic media with the appropriate elements. An autograph signature can be stored in order to ratify any document where such a signature appears. This cannot be the case in the electronic world, since an electronic file can be copied as many times you want. Cryptography is a helpful tool to reach the goal of digital signatures. In the 70’s cryptography of public key or asymmetric was introduced. Since then some digital signature schemes have appeared. Roughly speaking, a signature scheme allows to verify whether or not a document has been digitally signed with a certain signing key. The connection between a signing key and a certain person stays out of the scope of this dissertation.

Many of the signature schemes appearing in the literature are based on the integer factorization problem (FP) or on the discrete logarithm problem (DLP). In the middle 90’s a quantum algorithm was presented to solve the FP and DLP in quantum polynomial time. The obvious consequence of the existence of quantum computers is that those signature schemes like the world wide used RSA or like ElGamal or like ECDSA would not be secure any more. At the moment of writing this dissertation there not exist “big” quantum computers. Only some quantum systems of seven qu-bits has been developed for implementing a harmless version of the quantum factoring algorithm. Such an implementation is still far away for being a threat to cryptography. At this point two questions appear: (1) Cryptosystems based on FP or DLP can be still used during the develop of quantum
systems into “big” quantum computers? (2) Can signature schemes be provided which are efficient and secure though quantum computers?

Trying to answer the first question we could say that the bigger the keys of such schemes are the more secure they are. Unfortunately, an increase of the key length effects the efficiency of the scheme. Thus, an analysis of elements which permit the efficient use of those cryptosystems is required. Regarding to question two, there exist signature schemes based on hash functions and none quantum algorithm for finding pre-image or collision in quantum polynomial time is known, yet. Some disadvantages of those signature schemes are the limited number of possible signatures and the number and size of their elements which result in a less efficient scheme in compare with conventional schemes. Intuitively, a one-time signature scheme is one that guarantees that it is secure if it is not used more than once. A multi-time signature scheme is one that cannot be employed more than certain number of times.

In the late 70’s Merkle proposed a signature scheme, although he did not give any formal proof of its security. Basically, his scheme helps to transform a one-time signature scheme into a multi-time one. The security of that scheme is based on that of their both underlying hash function and one-time signature scheme. Since there exist one-time signature schemes whose security is based on the security of hash functions, the security of the Merkle signature scheme can rely only on the security of the underlying hash functions.

Goldwasser, Micali and Rivest introduced concepts of types of attacks and forgeries on signature schemes. Basically, a signature scheme is secure if it is computationally difficult to produce a forgery. On the other hand, the security of hash functions rely on properties like one-way-ness and collision resistance. Intuitively, we can say that a function is one-way if the obtainment of a pre-image of a given value is not computationally feasible. In a similar way we say that a function is collision resistance if the obtainment of any couple of different values which result in the same image is not computationally feasible. Formal definitions of these concepts on families of functions are made in an asymptotical and in a concrete way. We work with concrete definitions, where the computational feasibility is measured as the advantage of any adversary modeled as a probabilistic
algorithm in obtaining the required pre-image or the required collision within a limited time of computation.

Outline

This work consists of two independent chapters.

In Chapter 1 we focus on signature schemes. The goal of that chapter is to provide provably secure and efficient signature schemes. The security of the analyzed and the proposed schemes rely on the cryptographic properties of the underlying hash functions and pseudorandom number generators. We give concrete security of the proposed schemes. First we describe the Lamport-Diffie one-time signature scheme and after that we provide an improvement to that scheme. We also give a formal proof of the security of our proposal and show some experimental results concerning its efficiency. Then, we describe the original multi-time signature scheme proposed by Merkle and provide a formal proof of its security. Finally, we propose some variants of the original Merkle signature scheme and provide formal proofs of the security of each of them. We also give some estimates of their efficiency. We review definitions of the cryptographic security of hash function, pseudorandom generators and signature schemes which are concrete instead of asymptotical. We avoid the Random Oracle Model.

Since exponential modular multiplications are required in ElGamal and RSA alike cryptosystems and in those operations integer multiplications are involve, we analyze in Chapter 2 some multiplication algorithms. The goal in that chapter is to estimate which algorithm is faster for certain bit length. We take into account multiplications and additions of “digits” of the integers to be multiplied.
Chapter 1

Signature Schemes

In this Chapter we propose some improvements to the Lamport-Diffie one-time signature scheme (LDots) and to the Merkle multi-time signature scheme. We also provide a proof of their cryptographic security. Finally, we show some experimental results about their efficiency.

1.1 Introduction

Conventional signature scheme such RSA and ECC are widely used all around the world. The conventional signature schemes (css) do not have any restriction in the number of signatures that can be created during the lifetime of the private and public keys. These css are based on problems like the discrete logarithm problem (DLP) or the integer factorization problem (FP).

In the middle of the eighties the concept of quantum computer was introduced. Until the beginning of the nineties is when an advantage of quantum computers over classical ones was presented. In the middle of the nineties Shor presented a quantum algorithm for solving the FP and the DLP in polynomial time. A quantum system of seven qu-bits was created around 2001 for implementing Shor’s algorithm. That quantum system is far away to be a threat to RSA or ECDSA alike cryptosystems. We do not know whether quantum computers which process hundreds of qu-bits are physically possible or not. In any case our goal is to provide efficient signature schemes whose security relies on their primitives like
cryptographically secure hash functions and pseudorandom number generators.

Merkle proposed in [Mer90] a multi-time signature scheme. Roughly speaking, his proposed scheme transforms any one-time signature scheme (ots) into a multi-time one (mts). In his original work he employed the Lamport-Diffie one-time signature scheme (LDots). He sketched the security of his proposal, but a formal proof was not given.

Goldwasser, Micali and Rivest provided in [GMR88] the notions of different classes of attacks and forgeries. They also proposed a signature scheme which is not (type of forgery) "existentially forgeable" under (type of attack) "adaptive chosen message attack" if certain problem is difficult to solve. Intuitively, if factoring integers is computationally difficult, then their proposed scheme is secure in the sense that any efficient algorithm which produces forged signatures yields to an efficient algorithm for factoring.

We consider the proposal of Merkle. We provide a formal proof of its security under the GMR model. We develop improved versions of the original proposal, provide proof of the security of each version and, finally, give some experimental results about the efficiency of each version.

A hash function is employed in each proposed scheme. Such a function is required to be collision resistant. Actually that assumption could be relaxed, since the collision needed to forge any proposed scheme is quite particular. For the sake of clarity, the underlying hash function will be required as collision resistant instead of resistant to a particular type of collisions.

In Section 1.2 we review some definitions and fix notation for this Chapter. In Section 1.3 we provide an improvement to the LDots, give a formal proof of its security and discuss its efficiency. In Section 1.4 we review the original Merkle signature scheme (oMss) and provide a formal proof of its security. In Section 1.5 we discuss the efficiency of the oMss. In Section 1.6 we present our improvements to the oMss and discuss their security and efficiency. In Section 1.7 we show some experimental results and compare them with analogous ones made with RSA. Finally, in Section 1.9 we present pseudo code for the proposed schemes.
1.2 Definitions and Notation

In this section we review the definitions of hash functions, signature schemes, pseudorandom bit generators, and cryptographic security.

Hash functions have an important role in cryptography. For instance, they are used in signature schemes, maybe either as a primitive of such scheme or as an auxiliary function for signing messages of any length. Loosely speaking, and ideal hash function $\mathcal{H}$ has as input a bit string of any length and as output a bit string of fixed length, i.e., $\mathcal{H} : \{0,1\}^* \rightarrow \{0,1\}^s$, for some $s \in \mathbb{N}$. The output value $\mathcal{H}(x)$ must be easy to compute for any $x$. $\mathcal{H}$ is one-way if a pre-image of $\mathcal{H}(x)$ is not feasible to obtain with the only knowledge of $\mathcal{H}(x)$, of course. $\mathcal{H}$ is collision resistant if a couple $(x, y)$, where $x \neq y$, is difficult to find such that $\mathcal{H}(x) = \mathcal{H}(y)$. In practice we are restricted to inputs of finite bit length and have limited computational resources.

Informally, we say that a scheme or a function or a family of functions has $(t, \epsilon)$-property $\mathcal{P}$ if no Adversary $\mathcal{A}$, modeled as a probabilistic algorithm which runs within time $t$, succeeds with probability larger than $\epsilon$ in breaking property $\mathcal{P}$. Here, we adopt the convention that the time complexity is the total worst-case execution time of $\mathcal{A}$ plus the size of its code, all measured in some fixed model of computation.

We have adopted the definition of one-way and collision resistant functions from [RS04].

**Definition 1.1** Let $\mathcal{H} = \mathcal{K} \times \{0,1\}^m \rightarrow \{0,1\}^s$ be a family of functions. $\mathcal{H}$ is $(t, \epsilon)$ one-way if $\forall \mathcal{A}$ which run within time $t$, the advantage $\text{Adv}(\mathcal{A})$ of the adversary $\mathcal{A}$ is

$$\Pr[H_K(M') = H_K(M) | M' \leftarrow \mathcal{A}(K, H_K(M)); M \in_R \{0,1\}^m; K \in_R \mathcal{K}] < \epsilon.$$ 

Here, $\mathcal{A}$ is an adversary modeled by a probabilistic algorithm.

**Definition 1.2** Let $\mathcal{H} = \mathcal{K} \times \{0,1\}^m \rightarrow \{0,1\}^s$ be a family of functions. $\mathcal{H}$ is $(t, \epsilon)$ collision resistant if $\forall \mathcal{A}$ which run within time $t$, the advantage $\text{Adv}(\mathcal{A})$ of the adversary $\mathcal{A}$ is
\[ \Pr[(H_K(M') = H_K(M)) \land (M' \neq M)] \leq \epsilon. \]

Here, \( \mathcal{A} \) is an adversary modeled by a probabilistic algorithm.

Now we regard definitions concerning to signature schemes. Loosely speaking, a signature scheme is given as a triple \((\text{Gen}, \text{Sig}, \text{Ver})\) of probabilistic polynomial-time algorithms. \text{Gen} creates a signing key and a verifying key. \text{Sig} creates signatures of messages with the private key. \text{Ver} verifies with the public key whether a signature and a message are related through the corresponding private key. There are a variety of types of signature forgeries and attacks on signature schemes. We focus on the security of signature schemes against existential forgery under adaptive chosen message attacks. Roughly speaking, a signature scheme is secure in this sense if it is not computationally feasible to forge any signature of some message, given the public key and access to a sign oracle. A one-time signature scheme is a signature scheme which is guaranteed to be secure as long as the private key of an instance is not used more than once. A pseudorandom bit generator is a probabilistic polynomial-time algorithm whose output looks random.

Now we recall some definitions. Let \( \mathcal{M}, \mathcal{K}_S, \mathcal{K}_V \) and \( \mathcal{S} \) be the space of messages to be signed, the space of signing keys, the space of verification keys and the space of signed messages, respectively.

**Definition 1.3** A signature scheme \( \text{Sign} \) is a triple, \((\text{Gen}, \text{Sig}, \text{Ver})\), of probabilistic polynomial-time algorithms which satisfy the following conventions:

**Key generation algorithm Gen.** Given as input the security parameter \( 1^s \) and maybe some other information \( I \), \text{Gen} outputs a pair \((X, Y) \in \mathcal{K}_S \times \mathcal{K}_V\). \( X \) is called the signing or private or secret key and \( Y \) is called the verification or public key. \( s \) is the security parameter.

**Signing algorithm Sig.** Having as input \((M, X) \in \mathcal{M} \times \mathcal{K}_S\), \text{Sig} outputs an element \( \sigma \in \mathcal{S} \) which is called a signature (of the message \( M \) with the signing key \( X \)).

**Verification algorithm Ver.** Given as input \((M, \sigma, Y) \in \mathcal{M} \times \mathcal{S} \times \mathcal{K}_V\), \text{Ver} outputs an element in the set \( \{\text{true}, \text{false}\} \). \( \text{Ver}(M, \text{Sig}(M, X), Y) = \text{true} \forall (X, Y) \) obtained by \text{Gen} and all \( M \in \mathcal{M} \).
Goldwasser, Micali and Rivest formalized in [GMR88] the concept of security. They introduced notions like existential forgery and adaptive chosen message attack.

Roughly speaking, an existential forgery is when an adversary obtains a message $M$ and a valid signature $\sigma$ of $M$, but the adversary does not have any control of the obtained message. An adaptive chosen message attack is when the adversary chooses the message to be signed. His selection can be made after he has seen signed messages. In this sense we informally say that a signature scheme is secure if forgeries of signatures are extremely difficult to obtain. We have adopted the following definition.

**Definition 1.4 ([BMS03])** Let $\text{Sign} = (\text{Gen, Sig, Ver})$ be a signature scheme. $\text{Sign}$ is $(t, \epsilon, n)$ existentially unforgeable under adaptive chosen message attacks, if for any algorithm $\mathcal{F} = \{\mathcal{F}_1, \mathcal{F}_2\}$ running in time at most $t$ its advantage $\text{Adv}\text{Sig}_\mathcal{F}$ in forging a signature is

$$
Pr[\text{Ver}(\mathcal{F}_2(T), PK) = 1 \mid (SK, PK) \leftarrow \text{Gen}(1^s); T \leftarrow \mathcal{F}_1^{\text{Sig}(\cdot, SK)}(1^s, PK)] < \epsilon,
$$

where $\mathcal{F}_1$ requests no more than $n$ signatures from $\text{Sig}$ and the message output by $\mathcal{F}_2$ is different from the messages signed by $\text{Sig}$. The probability is taken over the coin tosses of $\text{Gen}$, $\text{Sig}$, $\mathcal{F}_1$ and $\mathcal{F}_2$. Here $\mathcal{F}_2(T)$ outputs a message/signature pair.

We take the definition of one-time signature scheme from [EGM90] and reformulate it as follows.

**Definition 1.5** Let $\text{Sign} = (\text{Gen, Sig, Ver})$ be a signature scheme. We say that $\text{Sign}$ is a $(t, \epsilon)$ one-time signature scheme or ots scheme for short, if $\text{Sign}$ is $(t, \epsilon, 1)$ existentially unforgeable under adaptive chosen message attack.

If we want to save space for the private key in some specific signature scheme, we need to re-compute the keys from a kind of seed. That is why a definition of a deterministic key generation algorithm is needed.

**Definition 1.6** Let $\text{Gen}$ be a deterministic polynomial-time algorithm and let $\text{Sig}$, $\text{Ver}$ be two probabilistic polynomial-time algorithms. If $\text{Gen}$, $\text{Sig}$ and $\text{Ver}$ satisfy the following conventions:
1. **Deterministic key generation algorithm** $\text{Gen}$. On input the security parameter $1^s$, a seed $\in \{0,1\}^s$ and maybe some other information $I$, $\text{Gen}$ outputs a pair $(X,Y) \in \mathcal{K}_S \times \mathcal{K}_Y$. $X$, $Y$ and $s$ are called as in definition 1.3 on page 8 and $s$ is call the seed for the generation algorithm.

2. **Signature scheme.** Define the algorithm $\text{Genp}$ as follow. Given as input $1^s$ and maybe some other information $I$, $\text{Genp}$ chooses seed $\in \{0,1\}^s$ at random and calls $\text{Gen}$ with input $1^s$, seed and maybe $I$. Then $(\text{Genp, Sig, Ver})$ forms a signature scheme.

We call $(\text{Gen, Sig, Ver})$ a signature scheme with deterministic key generation.

With the previous notation, we call $(\text{Gen, Sig, Ver})$ a one-time signature scheme with deterministic key generation if $(\text{Genp, Sig, Ver})$ is a one-time signature scheme.

In the rump session of Eurocrypt 97, Anderson introduced the idea of forward security [And02]. The notion of a forward secure scheme is as follows. The use of a public key is divided into periods during its lifetime. The public key remains the same whereas the private key is changed when it passes from one period into the following one. If the private key is compromised in a certain period, the signatures which were made in previous periods remain secure, i.e. they cannot be forged.

Bellare and Miner [BM99] formalized these ideas and presented a forward secure scheme based on the hardness of factoring.

Krawczyk [Kra00] suggested the idea of using Merkle’s certification tree where the leaves are the period certificate information which includes the period’s public key and period’s number but not a signature in order to make a conventional signature scheme a forward secure one. Makin et al. [MMM02] construct a forward-secure signature scheme which is also based on a conventional signature scheme.

Bellare and Miner give in [BM99] the definition of a key-evolving signature scheme which consists of four process $(\text{Gen, Upd, Sig, Ver})$, where $\text{Gen}$ is the key generation process, $\text{Upd}$ is the update processes, $\text{Sig}$ is the signature process and $\text{Ver}$ is the verification process. The $\text{Gen}$ receives as input the security parameter, the number of periods and maybe other information. The $\text{Upd}$ process is called in order to update the private key.
Roughly speaking a key-evolving signature scheme is forward secure if any adversary who obtains the private key in a certain period cannot succeed in forging a signature of any of the previous periods. In this case, the adversary calls the $\text{Upd}$ process any time he wants.

**Definition 1.7 (key-evolving signature scheme [BM99])** A key-evolving signature scheme $\text{KESign} = (\text{KEGen}, \text{KEUpd}, \text{KESig}, \text{KEVer})$ consists of four algorithms. $(\text{KEGen}, \text{KESig}, \text{KEVer})$ forms a signature scheme with the following modifications:

**Key generator algorithm** $\text{KEGen}$ takes in addition as input the total number of periods $T$ over which the scheme will operate. The returned keys $PK$ and $SK_0$ are called base public key and base secret key, respectively.

**Signing algorithm** $\text{KESig}$ takes in addition the current period $\alpha$. The returned signature $\sigma$ must contain the value $\alpha$.

Besides the

**Secret key update algorithm** $\text{KEUpd}$ takes as input the secret signing key of the previous period $SK_{\alpha-1}$ to return the secret signing key of the current period $SK_{\alpha}$.

The secret key update algorithm is usually deterministic.

In case that it is not clear what period the signature $\sigma$ belongs to, we write $\langle \alpha, \sigma \rangle$ instead of $\sigma$ as an explicit representation of the period $\alpha$ when the signature was made.

An advantage of a key evolving scheme is that the private key is changing during the lifetime of the instance. If in a certain period the private key is compromised, then from the current private key must not be computational feasible to reconstruct the (part of the) private key of previous periods which permits to sign messages of those periods. Roughly, this kind of security is called “forward security”. We reformulate the definition given in [BM99].

**Definition 1.8** Let $\text{KESign} = (\text{KEGen}, \text{KEUpd}, \text{KESig}, \text{KEVer})$ be a key-evolving signature scheme. $\text{KESign}$ is a $(t, \epsilon, n)$ forward-secure signature scheme, if for any probabilistic algorithm $A = \{A_1, A_2\}$ running in time at most $t$ its advantage
\[\text{Adv}_{\text{KESSign}}(A) = Pr[\text{ExpForge}(\text{KESSign}, A) = 1] < \epsilon,\]

where \(A_1\) makes a total of at most \(n\) queries to the signing oracle across all the stages and the probability is taken over the coin tosses of \(\text{Gen}, \text{Sig}, A_1\) and \(A_2\). The experiment \(\text{ExpForge}\) is described in Table 1.1.

Table 1.1: Experiment for a forward secure signature scheme

Experiment \(\text{ExpForge}(\text{KESSign}, \{A_1, A_2\})\)

\[
(SK_0, PK) \leftarrow \text{Gen}(1^s, T, I)
\]
\(j \leftarrow 0\)
\(h \leftarrow \lambda\)
Repeat
\(j \leftarrow j + 1\)
\(SK_j \leftarrow \text{Upd}(SK_{j-1})\)
\((d, h) \leftarrow A_1^{\text{Sig}(\cdot, SK_j)}(PK, h)\)
Until \((d = \text{breakin})\) or \((j = T)\)
If \(d \neq \text{breakin}\) and \(j = T\) then \(j \leftarrow T + 1\)
\((M, \langle b, \zeta \rangle) \leftarrow A_2(SK_j, h)\)
If \(\text{Ver}(M, \langle b, \zeta \rangle, PK) = \text{true}\) and \(1 \leq b < j\) and \(M\)
was not queried of \(\text{Sig}(\cdot, SK_b)\) in period \(b\) then return 1
else return 0

We adopt the convention that a secret key in the period \(T+1\) is the null string, where \(T\) is the number of periods for the signature scheme.

Now, our intention is to provide forward-secure multi-time signature schemes. In contrast to a conventional signature scheme, a multi-time one has a limited number of possible signatures. An advantage of multi-time schemes is that they are much more efficient for signing or verifying than the conventional ones. In our proposals, the verification algorithm requires only the use of a hash function and, depending on the implementation of such hash function, a low cost of RAM. In our proposals we use a modified version of key-evolving signature scheme: Each period
consists of a certain number of signatures and the update algorithm is intrinsic to the signing algorithm. In this case, we can simplify the definition of the advantage of the adversary in definition 1.8.

**Remark 1.1** With the notation of the definition 1.8 on page 11 the advantage \( \text{Adv}_{\text{KE-Sign}}^{\text{sign}} \) can be simplified in our case. Recall that each period consists of a certain number of signatures and the secret key update algorithm is intrinsic to the signing algorithm. Thus

\[
\text{Adv}_{\text{KE-Sign}}^{\text{sign}}(\mathcal{A}) = \Pr[\text{Ver}(M, \langle b, \zeta \rangle) = \text{true} \mid (SK_0, PK) \leftarrow \text{Gen}(1^s, T, I); \\
(info, k) \leftarrow \mathcal{A}_1^{\text{KE-Sign}}(PK); \\
(M, \langle b, \zeta \rangle) \leftarrow \mathcal{A}_2(SK_k, info) \\
\text{and } b < k] < \epsilon,
\]

where \( SK \) represents the evolving private key used to sign messages by the oracle and \( SK_k \) represents the private key at the intrinsic period \( k \) due to the number of created signatures.

We will make use of an auxiliary tool in order to reduce the size of the private key and preserve the security of our proposed schemes. First, we recall the definition of computational indistinguishability.

**Definition 1.9** Let \( f : D_f \rightarrow \mathcal{R} \) and \( g : D_g \rightarrow \mathcal{R} \) be two functions. We say that \( f \) and \( g \) are \((t, \epsilon)\) computationally indistinguishable or simple \((t, \epsilon)\) indistinguishable if for every \( D \) distinguishing algorithm that given \( r \in \mathcal{R} \) return a bit, its advantage in distinguishing between \( f(U_{D_f}) \) and \( g(U_{D_g}) \) within time \( t \) is

\[|\Pr[D(f(U_{D_f})) = 1] - \Pr[D(g(U_{D_g})) = 1]| < \epsilon.\]

Here \( U_X \) is the uniform distribution on \( X \). The probability is taken on the coin tosses of \( D \).

In case that a function \( h : \mathcal{R} \rightarrow \mathcal{R} \) is the identity, we will simply write \( U_{\mathcal{R}} \) instead of \( h(U_{\mathcal{R}}) \).

Next, we recall the definition of pseudorandom bit generator \( (\text{prg}) \) and the definition introduced by Bellare and Yee in [BY03] concerning a forward-secure
pseudorandom bit generator \( g : \{0, 1\}^t \to \{0, 1\}^{t+t'} \) is cryptographically secure if \( g(U_t) \) and \( U_{t+t'} \) are computationally indistinguishable, where \( U_t \) denote the uniform distribution on \( \{0, 1\}^t \).

We reformulate the definition given in [BY03].

**Definition 1.10** Let \( g : \{0, 1\}^t \to \{0, 1\}^{t+t'} \) be a function. We say that \( g \) is a \( (t, e) \) pseudorandom bit generator if \( g \) and \( T_{t+t'} \) are \( (t, e) \) indistinguishable. Here \( T_{t+t'} \) is the identity function on \( \{0, 1\}^{t+t'} \).

A stateful generator \( \mathcal{G} = (\mathcal{G}_{\text{key}}, \mathcal{G}_{\text{next}}, b, n) \) consists of a pair of algorithms and a pair of positive integers. \( \mathcal{G}_{\text{key}} \) is a probabilistic algorithm which takes no inputs and outputs a bit string called initial state. \( \mathcal{G}_{\text{key}} \) is called the key generation algorithm and the initial state is also called seed. \( \mathcal{G}_{\text{next}} \) is a deterministic algorithm which given the current state, returns a pair of bit strings consisting of an output block and the next state. \( \mathcal{G}_{\text{next}} \) is called next step algorithm and the output block is a \( b \)-bit string. The generator \( \mathcal{G} \) may use up to \( n \) output blocks to produce a sequence \( \text{Out}_0, \ldots, \text{Out}_n \) for \( 0 \leq n' < n \) as follows: first \( \text{Out}_{t-1} \leftarrow \mathcal{G}_{\text{key}} \) and then \( (\text{Out}_i, \text{St}_i) \leftarrow \mathcal{G}_{\text{next}}(\text{St}_{i-1}) \) for \( 0 \leq i \leq n' \).

**Definition 1.11** A stateful generator \( \mathcal{G} = (\mathcal{G}_{\text{key}}, \mathcal{G}_{\text{next}}, b, n) \) is a \( (t, e) \) forward-secure pseudorandom bit generator, if for any probabilistic algorithm \( \mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2\} \) running in time at most \( t \)

\[
Adv^{\text{fsprg}}_\mathcal{G}(t) = \left| Pr[\text{Exp}_{\mathcal{G}}^{\text{fsprg}, 1}(\mathcal{A}) = 1] - Pr[\text{Exp}_{\mathcal{G}}^{\text{fsprg}, 0}(\mathcal{A}) = 1] \right| < \epsilon,
\]

where \( \text{Exp}_{\mathcal{G}}^{\text{fsprg}, 1} \) and \( \text{Exp}_{\mathcal{G}}^{\text{fsprg}, 0} \) are described in Table 1.2 on the next page. The probability is taken over the coins tosses of \( \mathcal{G}_{\text{key}}, \mathcal{A}_1 \) and \( \mathcal{A}_2 \).

In Proposition 1.1 a construction of a forward-secure pseudorandom bit generator from a cryptographically secure one is shown.

**Proposition 1.1 (Proven in [BY03])** Let \( G : \{0, 1\}^s \to \{0, 1\}^{s+b} \) be a \( (t_{\text{prg}}, e_{\text{prg}}) \) pseudorandom bit generator, let \( n \) be an integer such that \( 2ne_{\text{prg}} \leq 1 \). Define \( \mathcal{G} = \)
Table 1.2: Experiments for the forward secure pseudorandom bit generator

<table>
<thead>
<tr>
<th>Experiment ( \text{Exp}_{G}^{\text{fsprg-1}}(A) )</th>
<th>Experiment ( \text{Exp}_{G}^{\text{fsprg-0}}(A) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{t-1} \leftarrow G_{\text{key}} )</td>
<td>( S_{t-1} \leftarrow G_{\text{key}} )</td>
</tr>
<tr>
<td>( i \leftarrow -1; \ h \leftarrow \lambda )</td>
<td>( i \leftarrow -1; \ h \leftarrow \lambda )</td>
</tr>
<tr>
<td>Repeat ( i \leftarrow i + 1 )</td>
<td>Repeat ( i \leftarrow i + 1 )</td>
</tr>
<tr>
<td>( (S_{t}, O_{ut}) \leftarrow G_{\text{next}}(S_{t-1}) )</td>
<td>( (S_{t}, O_{ut}) \leftarrow G_{\text{next}}(S_{t-1}) )</td>
</tr>
<tr>
<td>( (d, h) \leftarrow A_{1}(O_{ut}, h) )</td>
<td>( (d, h) \leftarrow A_{1}(O_{ut}, h) )</td>
</tr>
<tr>
<td>Until ( (d = \text{guess}) ) or ( (i = n-1) )</td>
<td>Until ( (d = \text{guess}) ) or ( (i = n-1) )</td>
</tr>
<tr>
<td>( g \leftarrow A_{2}(S_{t}, h) )</td>
<td>( g \leftarrow A_{2}(S_{t}, h) )</td>
</tr>
<tr>
<td>Return ( g )</td>
<td>Return ( g )</td>
</tr>
</tbody>
</table>

Here \( \lambda \) is the null string and \( \mathcal{U}_b \) is the uniform distribution on the set of bit strings of length \( b \).

\((G_{\text{key}}, G_{\text{next}}, b, n)\), where \( G_{\text{key}} \) outputs \( S \in R \{0,1\}^s \) and on input \( S \), \( G_{\text{next}} \) obtains \( X \leftarrow G(S) \) and outputs \( (S', O) \), where \( X = S' || O, S' \in \{0,1\}^s \) and \( O \in \{0,1\}^b \). Then \( G \) is a \((t_{fsprg}, \epsilon_{fsprg})\) forward secure pseudorandom bit generator, where \( \epsilon_{fsprg} = 2\epsilon_{sprg} \) and \( t_{fsprg} = t_{sprg} + O(n \cdot (s + b)) \).

1.3 Improvement to the LDots

In this Section we recall the Lamport-Diffie one-time signature scheme (LDots). We provide an improved version of LDots, prove its security and show some experimental results about its efficiency.

Let \( H : \{0,1\}^* \rightarrow \{0,1\}^s \) be a hash function. Next we give the description of the LDots suggested by Merkle in [Mer90]. This scheme has as security parameter \( s \), which is the length of the output of the underlying hash function. We can assume that the hash function restricted to bit strings of size \( s \) is a one-way function.

**Key generation algorithm Gen.** Gen chooses \( x_i \in R \{0,1\}^s \) and computes \( y_i = \)
$H(x_i)$ for $0 \leq i < s'$, where $s' = s + 1 + \lceil \log_2 s \rceil$. \textbf{Gen} outputs the pair $(X,Y)$, where $X = (x_0, \ldots, x_{s'-1})$ and $Y = (y_0, \ldots, y_{s'-1})$. $X$ is the secret key and $Y$ is the verification key.

\textbf{Signature algorithm \text{Sig}.} Given as input a message $M \in \{0,1\}^n$ and the secret key $X = (x_0, \ldots, x_{s'})$, \text{Sig} computes $M \parallel Z = m_0 \cdots m_{s'-1}$, where $Z$ is the $1 + \lceil \log_2 s \rceil$-bit representation of the number of zeros in the bit representation of $M$. \text{Sig} outputs $\tau = (x_{i_1}, \ldots, x_{i_k})$, where $0 \leq i_1 < \cdots < i_k < s'$ and $m_j = 1$ iff $j \in \{i_1, \ldots, i_k\}$. $\tau$ is the signature.

\textbf{Verification algorithm \text{Ver}.} Given as input the message $M$, a signature $\tau' = (z_1, \ldots, z_l)$ and a verification key $Y = (y_0, \ldots, y_{s'-1})$, \text{Ver} computes $m_0 \cdots m_{s'-1}$ from $M$ as in the signature process. \text{Ver} outputs true if $l = k$ and $y_{i_j} = H(z_j)$ for $j \in \{\alpha \mid m_\alpha = 1\}$ and $k$ is obtained as in the signature process. \text{Ver} outputs false otherwise.

\textbf{On the efficiency of LDots.} The sizes of the private and public key are equal to $ss' = s^2 + s(1 + \lceil \log_2 s \rceil)$ bits. The size of the signature is $ls$, where $1 \leq l \leq s$ which depends on the message to be signed. Let $t_h$ and $t_{rg}$ be the time needed in average to compute a hash value and an $s$-bit random string, respectively. The time needed to generate a key pair is $s'(t_h + t_{rg})$. The time needed to sign a message is $lt_h$, where $1 \leq l \leq s$.

\textbf{On the security of LDots.} Intuitively, if an adversary wants to forge a signature with the only knowledge of the public key and maybe a signed message, then the adversary must compute at least one pre-image of the function $H$ for a randomly chosen input. Suppose that $M \parallel Z = m_0 \cdots m_{s'}$, then if $M = 0^s$, then the string $Z$, which is employed to count the number of zero bits in $M$, has at least a non zero bit. Now, if the adversary obtains a message $M'$ with a forged signature $\tau' = (z_0, \ldots, z_k)$, we deduce the following: We set $m_0 \cdots m_{s'} \leftarrow M \parallel Z$ and $m'_0 \cdots m'_{s'} \leftarrow M' \parallel Z'$, where $Z$ and $Z'$ are the number of zero bits of $M$ and $M'$, respectively. We know that $M \neq M'$, therefore there exists $0 \leq j < s$ such that $m_j \neq m'_j$. If $m_j = 1$ and $m'_j = 0$, then the adversary should obtain $x'$ such that $y_j = H(x')$ and give such $x'$ as part of the signature. If for $0 \leq j < s$ any time
that \(m_j \neq m'_{j}\), we have that \(m_j = 0\) and \(m'_{j} = 1\), then the number of zero bits in \(M'\) is lower than the one in \(M\). Therefore \(Z > Z'\) regarded as integers represented with \(1 + \lfloor \log_2 s \rfloor\) bits. Thus there exists \(s \leq j < s'\) such that \(m_j = 1\) and \(m'_{j} = 0\), which implies that the adversary should obtain \(x'\) such that \(y_j = H(x')\) in order to give it as part of the signature.

**Our improvement** We reduce the size of the private and the public keys and fix the length of the signature.

Let \(H\) be as before and set \(s'' = \left\lfloor \frac{s + 3\lfloor \log_2 s \rfloor}{2} \right\rfloor\). If \(M\) is the message to be signed, we represent \(M\) as quaternary digits (quits). Let \(Z\), \(O\) and \(T\) be the quit string representation of the number of zeros, ones and twos in the representation of \(M\) as quits, respectively. We use the concatenation \(M||Z||O||T\) to construct our signature in a similar way as it was previously presented. In Figure 1.1 this construction is depicted.

Figure 1.1: Representation of the construction of the auxiliary string \(M||Z||O||T\) for signing a message \(M\). Here \(l_s = \lfloor \log_2 s \rfloor\) and \(0 \leq m_i < 4\) for all \(0 \leq i < s''\).

\[
\begin{array}{c|c|c|c|c|c|}
\multicolumn{1}{c|}{s} & \multicolumn{1}{c|}{l_s} & \multicolumn{1}{c|}{l_s} & \multicolumn{1}{c|}{l_s} \\
\hline
m_0 \cdots m_{s''-1} = & M & Z & O & T \\
\hline
\downarrow H^{m_i}(x_i) \\
\hline
\text{Signature} = & (H^{m_0}(x_0), \ldots, H^{m_{s''-1}}(x_{s''-1}))
\end{array}
\]

Next we describe our first improvement to the Lamport-Diffie one-time signature scheme. In this version the key pair is randomly generated. As before, the security parameter \(s\) is the length of the output of the underlying hash function.

**Scheme 1.12** Improved Lamport-Diffie one-time signature scheme with randomly generated key pair (iLDots with random key).
Key generation algorithm Gen. Gen chooses $x_i \in \{0,1\}^s$ at random for $0 \leq i < s''$, where $s'' = \left\lceil \frac{s+3\lfloor \log_2 s \rfloor}{2} \right\rceil$. Gen outputs $Y = H(H^3(x_0), \ldots, H^3(x_{s''-1}))$ as the verifying key and $X = (x_0, \ldots, x_{s''-1})$ as the private key.

Signature algorithm Sig. Given as input a message $M$ and the private key $X = (x_0, \ldots, x_{s''-1})$, Sig computes $m_0 \ldots m_{s''-1} = M||Z||O||T$ as quits from $M$, where $Z$, $O$ and $T$ are the bit string representation of zeros, ones and twos, respectively, of the quits representation of $M$. Sig outputs the signature $\tau = (H^m(x_0), \ldots, H^m_{s''-1}(x_{s''-1}))$.

Verification algorithm Ver. Given as input a message $M$, a signature $\tau'$ and a public key $Y$, Ver computes $M||Z||O||T = m_0 \ldots m_{s''-1}$ as it is computed in the signature process. Suppose that $\tau' = (z_0, \ldots, z_{s''-1})$. Ver outputs true if $Y = H(H^3(m_0), \ldots, H^3_{s''-1}(z_{s''-1}))$ and false in other case.

In this version the public and private keys are reduced to $s$ bits and to $ss''$ bits, respectively. The signature is fixed to $ss''$ bits. Note that

$$s'' = \left\lceil \frac{s+3\lfloor \log_2 s \rfloor}{2} \right\rceil < \frac{s+3\lfloor \log_2 s \rfloor}{2} + 1 = \frac{s+1+\lfloor \log_2 s \rfloor}{2} + \frac{1}{2} + \lfloor \log_2 s \rfloor = \frac{s+1}{2} + \lfloor \log_2 s \rfloor$$

Now we give a version of the LDots with a deterministic key generation algorithm. In this version the private key is reduced to $s$ bits. As before, the security parameter $s$ is the length of the output of the underlying hash function.

Scheme 1.13 Improved Lamport-Diffie one-time signature scheme with deterministic key generation algorithm (iLDots with pseudorandom key).

Deterministic key generation algorithm Gen. Given as input a seed $g_{-1} \in \{0,1\}^s$, Gen computes $(g_i, x_i) \leftarrow PRG(g_{i-1})$ for $0 \leq i < s''$. Gen outputs $g_{-1}$ as the private key and $Y = H(H^3(x_0), \ldots, H^3(x_{s''-1}))$ as the verifying key.

Signature algorithm Sig. Sig remains the same as in Scheme 1.12 on the preceding page except that $x_i$ is computed from $g$ as in Gen for $0 \leq i < s''$.

Verification algorithm Ver. Ver remains the same as in Scheme 1.12 on the previous page.
1.3.1 Security

Next we give an intuitive idea of the security of the iDLots with random key. Then we give a formal proof of the security of the provided improvements of the LDots.

Roughly speaking, if an adversary gives a forged signature with only the knowledge of the public key and maybe a signed message, then the adversary should find a pre-image or a collision of the underlying hash function. Recall that the private key consists of random bit strings of size $s$. The message $M$ to be signed has a size of $s$ bits and three counters are taken into account for the signature. Such counters contain the number of zeros, ones and twos in the quit representation of $M$. The signature consists of $s^3$ bit strings of size $s$. The adversary could try to use a signed message to create a forgery, since he is able to modify the message. If the quit $m'_j$ of the new message $M'$ is lower than the corresponding quit $m_j$ of $M$ for some $j$, i.e., $m'_j < m_j$, then the adversary needs to be able to obtain a pre-image of $H^{m_j}(x_j)$ or a collision of $H$ in order to give a forged signature. Recall that the adversary knows $z_j = H^{m_j}(x_j)$ and he must give $z'_j$ as part of the forged signature, such that $H^{3-m_j}(z_j) = H^{3-m'_j}(z'_j)$ or $H(\ldots, H^3(x_j), \ldots) = H(\ldots, H^3(z'_j), \ldots)$. On the other hand, if $m'_j > m_j$ for all $j$ such that $m_j \neq m'_j$ in the quit representation of $M$ and $M'$, then at least one of the three counters related with $M'$ must be lower than the corresponding counter related with $M$, i.e. the number of zeros, ones or twos in $M$ is lower than the corresponding one in $M'$. Therefore there must exist $m_j$ and $m'_j$ in the quit representation of such counter of $M$ and $M'$, respectively, such that $m'_j < m_j$. Thus, as before, the adversary should be able to obtain a pre-image of $H^{m_j}(x_j)$ or a collision of $H$ in order to give a forged signature.

Our goal is to prove that the existence of a forger of the iDLots with random key implies the existence of an efficient algorithm for finding either a collision or a pre-image of a random input for the underlying hash function $H$. As you can see in the previous paragraph, the forger must obtain a pre-image of some hash value, not necessary from a random input, i.e. such a hash value could be one of $H^3(x)$ and $H^2(x)$ for some $x \in_R \{0,1\}^s$. In this case we require that for a random $x$, $H(x)$ and $H^2(x)$ be computationally indistinguishable and so are $H(x)$ and $H^3(x)$.

In Proposition 1.2 we show that the Scheme 1.12 on page 17 is a one-time
signature scheme. Its security is based on its underlying hash function $H$. In Proposition 1.3 on page 23 we show that the Scheme 1.13 on page 18 is a one-time signature scheme. This time, its security is based on its underlying hash function $H$ and its cryptographically secure pseudorandom bit generator $prg$.

**Proposition 1.2** Let $H : \{0,1\}^n \rightarrow \{0,1\}^s$ be a $(t_{ow}, c_{ow})$ one-way and a $(t_{cr}, c_{cr})$ collision resistant hash function, such that (i) $H_1$ and $H_2$ are $(t_{in}, c_{in})$ indistinguishable, and $H_1$ and $H_3$ are $(t_{in}, c_{in})$ indistinguishable, where $c_{in} \leq \frac{1}{3} \min\{c_{cr}, c_{ow}\}$ (ii) $24s^2 \max\{c_{cr}, c_{ow}\} \leq 1$ and $t_{ow}, t_{cr}, t_{in} \geq t + t_S + t_G + 5t_h$ for some $t$, where $t_S$ is the time needed to sign a message, $t_h$ is the time needed to compute a hash value and $t_G$ is the time needed to compute a pair of keys. Here $H_i : \{0,1\}^n \rightarrow \{0,1\}^s$ is a function defined as $H_i(x) = H(x) \forall x \in \{0,1\}^s$ and $1 \leq i \leq 3$. Let $\text{Sign} = (\text{Gen}, \text{Sig}, \text{Ver})$ be the iLDots with random key as described in Scheme 1.12 on page 17, then $\text{Sign}$ is a $(t, c)$ one-time signature, where $c = 2As^2 \max\{c_{cr}, c_{ow}\}$.

**Proof**

The idea of the proof is as follows. If $\text{Sign}$ is not secure, then there exists a forger $F$ and with help of this forger we are able to construct an algorithm $A$ for computing either a pre-image of a given $y$ or a collision of $H$. Thus, given $y$ as input, $A$ computes a random instance of the iLDots including $y$ in certain part of that process. $A$ obtains a public key $Y$ and a large part off the corresponding private key $X$. $A$ calls the forger $F$ with $Y$ as input and uses $X$ and $y$ in case that $F$ asks to sign the only allowed query. With high probability, $F$ returns a forgery, i.e., a message $M'$ and a forged signature $\tau'$ such that $\text{Ver}(M', \tau', Y) = true$. $\tau'$ is used by $A$ in order to obtain with high probability either a pre-image of $y$ or a collision of $H$.

Now, if $\text{Sign}$ is not a one-time signature scheme, i.e., if $\text{Sign}$ is existentially forgeable under a one adaptive chosen message attack, then we are able to provide an algorithm $A$ which efficiently finds either a collision of $H$ or a pre-image of $H(x)$ for a randomly chosen $x \in \{0,1\}^n$. Here $H$ is the underlying hash function of $\text{Sign}$.

Suppose that there exist a forger algorithm $F = \{F_1, F_2\}$ such that

$$Pr[\text{Ver}(F_2(T), Y) = true \mid (X, Y) \leftarrow \text{Gen}; T \leftarrow F_1^{\text{Sign}(\cdot)}(Y)] \geq \epsilon$$
A works as follows. Generating a random instance of the iLDots: Given as input $y = H(x)$ for some $x \in \{0, 1\}^s$, $A$ chooses $0 \leq i_0 < s''$ and $1 \leq m \leq 3$ at random. Then $A$ sets $y_{i_0} := H^{3m}(y)$, chooses $x_i \in \{0, 1\}^s$ and computes $y_i = H^3(x_i)$ for $i \neq i_0$ and $0 \leq i < s''$. The public key is $Y = H(y_0, \ldots, y_{s''-1})$.

Obtainment of a forgery through the employment of $F$: $A$ calls $F$ in order to obtain a forgery with probability of at least $\epsilon$. Let $M'$ and $T'$ be the forgery. We write $\tau' = (z_0, \ldots, z_{s''-1})$ and $m'_0, \ldots, m'_{s''-1} = M'||Z'||O'||T'$, where $Z', O'$ and $T'$ are the counters of zeros, ones and twos regarded as quit strings. At this point we make a distinction. What happens if $F$ does not make a query? In that case note that the cardinality of the set $\{j \mid m'_j = 0 \text{ for } 0 \leq j < s''\}$ is greater than or equal to 1, since $Z' \neq 0$ as the counter of zeros implies that a quit in $M'$ must be zero. Thus the probability that $m'_0 = 0$ is at least $\frac{1}{s''}$.

Finding a pre-image without a query from $F$: If $H^m(z_{i_0}) = y$, then $A$ outputs $H^{m-1}(z_{i_0})$ as a pre-image of $y$. Finding a collision without a query from $F$: Otherwise, $A$ computes $x'_1 = H^{j-m}(y)$, $x'_j = H^3(z_{i_0})$ for $m \leq j \leq 3$, $x'_j = y_0 || \cdots || y_{s''-1}$ and $z'_1 = H^{3-m}(z_0) || \cdots || H^3(z_{i_0}) || \cdots || H^{3-m''-1}(z_{s''-1})$ and finally computes $x'_0 = H(x'_4)$ and $z'_0 = H(z'_0)$. Recall that $x'_0 = z'_0$ since $\tau'$ is a forgery and at this point we assume that $x'_m = y \neq H^m(z_{i_0}) = z'_m$. Therefore, there exists $j_0$ such that $x'_{j_0} \neq z'_{j_0}$ and $x'_j = z'_j \forall j > j_0$ and then $A$ outputs $(x'_{j_0}, z'_{j_0})$ as a collision. Thus, in case that $F$ does not require any signature we have the following. Set $p = Pr[y = H^m(z_{i_0}) \mid \tau' \leftarrow F]$. If $p \geq \frac{1}{2}$, then $A$ succeeds in finding a pre-image $H^{m-1}(z_{i_0})$ of $y = H(x)$ with probability of at least $\frac{1}{s''} \geq \epsilon_{ow}$ within time $t_{ow}$. On the other hand, if $p < \frac{1}{2}$, then $A$ succeeds in finding a collision of $H$ with probability of at least $\frac{1}{s''}$ within time $t_{cr}$.

Now, what happens if $F$ does make a query? In that other case, we denote by $M$ the message to be signed and by $m_0, \ldots, m_{s''-1}$ the quits of the concatenation of $M||Z||O||T$, where $Z, O$ and $T$ are the counters of zeros, ones and twos regarded as quit strings. The condition on $M$ and $M'$ implies that $M \neq M'$, and so there exists an $i$ such that $m_i \neq m'_i$.

Notice that there exists $0 \leq j_0 < s''$ such that $0 \leq m'_{j_0} < m_{j_0} \leq 3$. Indeed, if $m'_t < m_t$ we are done. Else, first let us define the following sets $B_k = \{j \mid m_j = m'_j \}$.
$k$; $m_j$ in the quit representation of $M$} and $B'_k = \{j \mid m'_j = k; m'_j$ in the quit representation of $M'$} for $0 \leq k \leq 3$. Note that the cardinality of $B_0, B_1$ and $B_2$ are the numbers represented by $Z, O$ and $T$, respectively. Analogously we have the relation between $B'_0, B'_1$ and $B'_2$ with $Z', O'$ and $T'$. Thus, if $m_j < m'_j$ for all $m_j$ and $m'_j$ in the quit representation of $M$ and $M'$, respectively, we have that the cardinality of $B'_k$ is greater than the cardinality of $B'_k$, where $k = \min \{m_j \mid m_j < m'_j; 0 \leq j < \frac{3}{2}\}$. In this case, the corresponding counter of $B'_k$ and the one of $B'_k$ contain one each of them a quit $m_{j_0}$ and $m'_{j_0}$, respectively, such that $m_{j_0} > m'_{j_0}$ as affirmed. In this case, the probability that $i_0 = j_0$ is at least $\frac{1}{3^t}$ and the probability that $m = m_{j_0}$ is $\frac{1}{3}$. If $y$ were obtained from $H_m(U_0)$, where $U_0$ is the uniform distribution on $\{0, 1\}^s$, then the adversary would have obtained a public key and a signature as described in Scheme 1.12. In that case, the probability that $i_0 = j_0$ and $m = m_{j_0}$ given a forgery by $\mathcal{F}$ is at least $\frac{r}{3^{t+1}}$, i.e. $Pr[i_0 = j_0$ and $m_{j_0} = m \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_m(U_0); m \leftarrow \{1, 2, 3\}] \geq \frac{r}{3^{t+1}}$. Recall that $y$ is obtained from $H_1(U_0)$ and not from $H_m(U_0)$, if $m = 2, 3$. In this case we assure that the probability of $i_0 = j_0$ and $m = m_{j_0}$ given a forgery by $\mathcal{F}$ is at least $\frac{r}{3^{t+1}} - 3\epsilon_m$, i.e. $Pr[i_0 = j_0$ and $m_{j_0} = m \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_1(U_0); m \leftarrow \{1, 2, 3\}] \geq \frac{r}{3^{t+1}} - 3\epsilon_m$. To prove this assertion we will build a distinguisher $\mathcal{D}_m$ of $H_1$ and $H_m'$ employing $\mathcal{F}$ under the assumption that $Pr[i_0 = j_0$ and $m_{j_0} = m \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_1(U_0); m \leftarrow \{1, 2, 3\}] < \frac{r}{3^{t+1}} - 3\epsilon_m$. Here $m' = 2, 3$. Basically $\mathcal{D}_m'$ constructs a key as $\mathcal{A}$ does and uses $\mathcal{F}$ in order to obtain a forgery. If $i_0 = j_0$ and $m_j = m'$, then $\mathcal{D}_m'$ returns 1. $\mathcal{D}_m'$ returns 0 otherwise. In this case we have that $Pr[\mathcal{D}_m'(H_1(U_0)) = 1] = Pr[i_0 = j_0$ and $m_{j_0} = m' \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_1(U_0); m = m'; m \leftarrow \{1, 2, 3\}] = Pr[i_0 = j_0$ and $m_{j_0} = m \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_1(U_0); m \leftarrow \{1, 2, 3\}]Pr[m = m' < \frac{1}{3}(\frac{r}{3^t} - \epsilon_m)$, within time $t_{in}$. On the other hand $Pr[\mathcal{D}_m(H_m(U_0)) = 1] = Pr[i_0 = j_0$ and $m_{j_0} = m' \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_m(U_0); m = m'; m \leftarrow \{1, 2, 3\}] = Pr[i_0 = j_0$ and $m_{j_0} = m \mid$ forgery $\leftarrow \mathcal{F}; \mathcal{F}$ makes one query; $y \leftarrow H_m(U_0); m \leftarrow \{1, 2, 3\}]Pr[m = m' \geq \frac{1}{3} \frac{r}{3^t};$, within time $t_{in}$. Therefore, we have that $Pr[\mathcal{D}_m'(H_1(U_0)) = 1] - Pr[\mathcal{D}_m'(H_m(U_0)) = 1] > \epsilon_m$, within time $t_{in}$. That contradicts that $H_1$ and $H_m'$ are $(t_{in}, \epsilon_m)$ computationally
indistinguishable.

Now as before we obtain from \( \mathcal{F} \) a forgery \( M' \) and \( \tau' \) and we write \( \tau' = (z_0, \ldots, z_{s' - 1}) \) and \( m'_0 \cdots m'_{s' - 1} = M' \| Z' \| O' \| T' \), where \( Z', O' \) and \( T' \) are the counters of zeros, ones and twos regarded as quit strings. **Finding a pre-image:** If \( H^{m - m'_0}(z_0) = y \), then \( \mathcal{A} \) outputs \( H^{m - m'_0}(z_0) \) as pre-image of \( y \). **Finding a collision:** Otherwise, \( \mathcal{A} \) computes \( x'_j = H^{i - m}(y), z'_j = H^{j - m'_0}(z_0) \) for \( m \leq j \leq 3 \), \( x'_4 = y_0 \cdots y_{s' - 1} \) and \( z'_4 = H^{s - m_0}(z_0) \| \cdots \| H^{s - m'_0}(z_0) \| \cdots \| H^{s - m'_{s' - 1}}(z_{s' - 1}) \) and finally computes \( x'_5 = H(x'_4) \) and \( z'_5 = H(z'_4) \). Recall that \( x'_5 = x'_6 \) since \( \tau' \) is a forgery and at this point we assume that \( x'_m = y \neq H^{m - m'_0}(z_0) = z'_m \). Therefore, there exists \( j_0 \) such that \( x'_{j_0} \neq z'_{j_0} \) and \( x'_j = z'_j \) \( \forall j > j_0 \) and then \( \mathcal{A} \) outputs \( (x'_{j_0}, z'_{j_0}) \) as a collision. Thus in case that \( \mathcal{F} \) does not require a signature and \( m = 1 \) we have the following. Set \( p = Pr[y = H^{m - m'_0}(z_0) \mid \tau' \leftarrow \mathcal{F}] \), if \( p \geq \frac{1}{2} \), then \( \mathcal{A} \) succeeds in finding a pre-image \( H^{m - m'_0}(z_0) \) of \( y = H(x) \) with probability of at least \( \frac{\varepsilon}{6s'} - \frac{\varepsilon m}{2} \geq \varepsilon_{ow} \) within time \( t_{ow} \). On the other hand, if \( p < \frac{1}{2} \), then \( \mathcal{A} \) succeeds in finding a collision of \( H \) with probability of at least \( \frac{\varepsilon}{6s'} - \frac{\varepsilon m}{2} \geq \varepsilon_{cr} \) within time \( t_{cr} \).

Finally, let \( \rho = Pr[\mathcal{F} \text{ does not require a signature}] \). Recall that \( \mathcal{F} \) outputs a forgery with probability at least \( \varepsilon \). Therefore, if \( \rho \geq \frac{1}{2} \), then \( \mathcal{A} \) succeeds in finding a pre-image or a collision with probability of at least \( \frac{\varepsilon}{12s'} \geq \max\{\varepsilon_{ow}, \varepsilon_{cr}\} \) within time \( t \leq \min\{t_{ow}, t_{cr}\} \). Now, in case that \( \rho < \frac{1}{2} \) and \( m = 1 \), then \( \mathcal{A} \) succeeds in finding a pre-image or a collision with probability of at least \( \frac{\varepsilon}{12s'} - \frac{\varepsilon m}{4} \geq \max\{\varepsilon_{ow}, \varepsilon_{cr}\} \) within time \( t \leq \min\{t_{ow}, t_{cr}\} \).

\( \square \)

**Proposition 1.3** Let \( H : \{0, 1\}^* \rightarrow \{0, 1\}^s \) be a \( (t_{ow}, \varepsilon_{ow}) \) one-way and a \( (t_{cr}, \varepsilon_{cr}) \) collision resistant hash function and let PRG be \( (t_{prg}, \varepsilon_{prg}) \) pseudorandom bit generator, such that (i) \( 4s^8 \max\{12s_{cr}, 12\varepsilon_{ow}, \varepsilon_{prg}\} \leq 1 \), (ii) \( t_{ow}, t_{cr} \geq t + t_S + t_G + 5t_h \), (iii) \( t_{prg} = t + t_G + t_v + O(2ss') \) for some \( t \) and (iv) \( H_1 \) and \( H_2 \) are \( (t_{in}, \varepsilon_{in}) \) indistinguishable, and \( H_1 \) and \( H_3 \) are \( (t_{in}, \varepsilon_{in}) \) indistinguishable, where \( \varepsilon_{in} \leq \frac{1}{2} \min\{\varepsilon_{cr}, \varepsilon_{ow}\} \). Here \( t_h \) is the time needed to compute an \( H \) value, \( t_G \) is the time needed to compute a pair of keys, \( t_S \) is the time needed to sign a message and \( t_v \) is the time needed to verify a signature. \( H_1 \) is defined as in Proposition 1.2, where \( i = 1, 2, 3 \). If \( \text{Sign} = (\text{Gen}, \text{Sig}, \text{Ver}) \) is as described in Scheme 1.13, then \( \text{Sign} \) is a \( (t, \varepsilon) \) one-time signature with deterministic generation key algorithm, where
\[ \epsilon = 4s'' \max \{12\epsilon_{ow}, 12\epsilon_{cr}, \epsilon_{prg}\}. \]

**Proof**

The idea of the proof is as follows. In Proposition 1.2 is shown that the iLDots with random key is secure if the underlying hash function is secure, as well. If the iLDots with pseudorandom key is existentially forgeable under a one adaptive chosen message attack by a forger \( \mathcal{F} \), we are able to construct a distinguisher for the forward-secure pseudorandom bit generator obtained from PRG. The distinguisher \( \mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2\} \) works as follows: \( \mathcal{A}_1 \) collects all the \( s'' \) values he is allowed to receive. \( \mathcal{A}_1 \) passes those values to \( \mathcal{A}_2 \) and \( \mathcal{A}_2 \) generates from those values a key pair \((X, Y)\). \( \mathcal{A}_2 \) gives the public key \( Y \) to the forger \( \mathcal{F} \) and maybe uses the private key \( X \) to sign the only one allowed query of \( \mathcal{F} \). If \( \mathcal{F} \) returns a forgery, \( \mathcal{A}_2 \) returns 1, which means that with "high" probability the \( s'' \) values were obtained by the forward-secure pseudorandom bit generator, since it is supposed that the iLDots with pseudorandom key is not secure. Otherwise, \( \mathcal{A}_2 \) returns 0, which means that with "high" probability the \( s'' \) values were obtained at random, since it is proven that the iLDots with random key is secure.

Now, suppose that the signature scheme is not \((t, \epsilon)\) one-time. Using the notation of Definition 1.6 on page 9, there exists an algorithm \( \mathcal{F} = \{\mathcal{F}_1, \mathcal{F}_2\} \) such that

\[
\Pr[\text{Ver}(M, \sigma', Pu) = 1 \mid (Pr, Pu) \leftarrow \text{Gen}; T \leftarrow \mathcal{F}_1^{\text{Sig}^{(Pr)}}(Pu); (M, \sigma') \leftarrow \mathcal{F}_2(T)] \geq \epsilon
\]

within time \( t \).

Under the assumption that \( H \) is a \((t_{ow}, \epsilon_{ow})\) one-way and a \((t_{cr}, \epsilon_{cr})\) collision resistant hash function, we construct a distinguisher \( \mathcal{A} \) for the \((t_{fsprg}, \epsilon_{fsprg})\) forward-secure pseudorandom bit generator \( \mathcal{G} = (G_{key}, G_{next}, s, s'') \) obtained from PRG, where \( t_{fsprg} = t + t_g + t_v \), \( \epsilon_{fsprg} = 2s''\epsilon_{prg} \), and \( \mathcal{G} \) is as in Proposition 1.1 on page 14.

We construct the distinguisher \( \mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2\} \) as follows: \( h \) is initialized as the null string \( \lambda \). Given as input \( Out \) and \( h \), \( \mathcal{A}_1 \) updates \( h \leftarrow h || Out \) and outputs \((\text{not}\_\text{guess}, h)\). Generating a random instance of iLDots either with random key or with pseudorandom key: Given as input \( St \) and \( h \), \( A_2 \) obtains \( Out_i \) from \( h \) for \( 0 \leq i < s'' \) and computes \( Y = H(H^3(Out_0), \ldots, H^3(Out_{s'-1})) \)
as the verifying key and retains \( X = (Out_0, \ldots, Out_{n'-1}) \) as the secret key. Using \( F \) to try to obtain a forgery: \( A_2 \) calls \( F_1(Y) \) and uses \( X \) for signing the unique allowed query from \( F_1 \). \( A_2 \) uses the output \( T \) from \( F_1 \) as input for \( F_2 \) in order to try to obtain a forgery \((M, \tau)\). Distinguishing the input between the pseudorandom bit generator and the uniform distribution: If \( A_2 \) obtains a forged signature, then outputs 1. In other case it outputs 0.

Note that in \( \text{Exp}_G^{\text{sprg}-0}(A) \), \( A_2 \) obtains a random instance of the iLDots with random key and that in \( \text{Exp}_G^{\text{sprg}-1}(A) \), \( A_2 \) obtains a random instance of the iLDots with pseudorandom key.

Now, because the assumption of the existence of \( F \), we have that

\[
Pr[\text{Exp}_G^{\text{sprg}-1}(A) = 1] \geq \epsilon, 
\]

within time \( t_{\text{sprg}} \).

Because of the assumption on \( H \), we have that

\[
Pr[\text{Exp}_G^{\text{sprg}-0}(A) = 1] < \frac{\epsilon}{2},
\]

within time \( t_{\text{sprg}} \), since \( \text{Sign} \) is \((t, \frac{\epsilon}{2}, 1)\) existentially unforgeable under adaptive chosen message attacks as proven in Proposition 1.2 on page 20.

Therefore,

\[
Pr[\text{Exp}_G^{\text{sprg}-1}(A) = 1] - Pr[\text{Exp}_G^{\text{sprg}-0}(A) = 1] > \frac{\epsilon}{2} \geq 2s^*\epsilon_{\text{sprg}} = \epsilon_{f_{\text{sprg}}}
\]

within time \( t_{\text{sprg}} \), which contradicts Proposition 1.1 on page 14.

\[\square\]

### 1.3.2 Efficiency

Now we show the efficiency of these ots. Let \( h : \{0,1\}^* \rightarrow \{0,1\}^s \) be a hash function. In Table 1.3 on the following page we estimate the size of the signatures and keys and the timing for the presented versions of the Lamport-Diffie ots. In that Table \( t_{\text{sign}}, t_{\text{prg}}, t_h \) and \( t_B \) are the times for computing a random number of \( s \) bits, a pseudorandom number of \( s \) bits, a hash value whose input is \( s \) bits and a hash value whose input is \( ss^\prime \) bits, respectively. We set \( s' = s + 1 + \lfloor \log_2 s \rfloor \), \( s'' = \left\lceil \frac{s+3\log_2 s}{2} \right\rceil \).
Table 1.3: Comparison of the versions of the Lamport-Diffie ots scheme.

<table>
<thead>
<tr>
<th></th>
<th>Merkle’s version</th>
<th>iDLots with random key</th>
<th>iDLots with pseudorandom key</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private Key</td>
<td>$ss^j$</td>
<td>$ss''$</td>
<td>$s$</td>
</tr>
<tr>
<td>Public Key</td>
<td>$ss^j$</td>
<td>$s$</td>
<td>$s$</td>
</tr>
<tr>
<td>Signature</td>
<td>$js$</td>
<td>$ss''$</td>
<td>$ss''$</td>
</tr>
<tr>
<td></td>
<td>Timing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Key Generation</td>
<td>$s'(t_{rg} + t_h)$</td>
<td>$s''(t_{rg} + 3t_h)$</td>
<td>$t_{rg} + s'(t_{ryg} + 3t_h)$</td>
</tr>
<tr>
<td>Signing</td>
<td>$jt_h + t_H$</td>
<td>$lt_h + t_H$</td>
<td>$s''(t_{ryg} + k) + t_H$</td>
</tr>
<tr>
<td>Verifying</td>
<td>$jt_h$</td>
<td>$ks'' + t_H$</td>
<td>$ks'' + t_H$</td>
</tr>
</tbody>
</table>

Here $1 \leq j \leq s$; $t_h \leq k \leq 3t_h$ and $s' \leq l \leq 3s''$.

1.3.3 Experimental Results

Now we present a practical version of our proposal. We have implemented the iDLots with pseudorandom key as described in Scheme 1.13 on page 18. The bit length of the keys and of the signature are shown in Table 1.4. The time needed for the key generation, signature and verification algorithms are shown in Table 1.5 on the next page. These computations were made on a Pentium III, SuSE 9.3, at 1.1GHz. We have used the implementation of several hash functions from OpenSSL [Ope] version 0.9.8, and the implementation of the pseudorandom bit generator ISAAC from [ISA].

Table 1.4: Size of the private (Pr) and public (Pu) keys and of the signature of the iDLots with pseudorandom key.

<table>
<thead>
<tr>
<th></th>
<th>size</th>
</tr>
</thead>
<tbody>
<tr>
<td>bit length $s$</td>
<td>160  224  256  384  512</td>
</tr>
<tr>
<td>Pu/Pr Key (in bytes)</td>
<td>20   28   32   48   64</td>
</tr>
<tr>
<td>Signature (in Kb)</td>
<td>1.78 3.36 4.38 9.56 16.9</td>
</tr>
</tbody>
</table>
Table 1.5: Time needed for elements of the iLDots with pseudorandom key.

<table>
<thead>
<tr>
<th></th>
<th>ripemd160</th>
<th>sha</th>
</tr>
</thead>
<tbody>
<tr>
<td>time in milliseconds</td>
<td>160</td>
<td>160</td>
</tr>
<tr>
<td>one Hash computation</td>
<td>0.007</td>
<td>0.01</td>
</tr>
<tr>
<td>one PRG computation</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>Key Generation</td>
<td>2.26</td>
<td>2.18</td>
</tr>
<tr>
<td>Signature</td>
<td>2.54</td>
<td>2.23</td>
</tr>
<tr>
<td>Verification</td>
<td>0.24</td>
<td>0.223</td>
</tr>
</tbody>
</table>

Let $H$ be the underlying hash function and let $s$ be the bit length of its output. Now, suppose that the birthday-paradox attack is the best for finding a collision or a pre-image of $H$. We know that the probability of success in that case is $< \frac{1}{2}$ through $2^s$ $H$ computations on random values. In Table 1.6 we show the security of the iLDots with pseudorandom key, we have considered $t_{\text{hash}} = 2^i$.

Table 1.6: Security of iLDots with pseudorandom key.

<table>
<thead>
<tr>
<th>security</th>
<th>s</th>
<th>160</th>
<th>224</th>
<th>256</th>
<th>384</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{hash}}$/$t_{\text{hash}}$</td>
<td>$2^{31}$</td>
<td>$2^{13}$</td>
<td>$2^{12}$</td>
<td>$2^{13}$</td>
<td>$2^{257}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{o1s}}$/$t_{\text{o1s}}$</td>
<td>$2^{58.9}$</td>
<td>$2^{100.4}$</td>
<td>$2^{116.2}$</td>
<td>$2^{178.7}$</td>
<td>$2^{243.3}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{o1s-prg}}$/$t_{\text{o1s-prg}}$</td>
<td>$2^{57.9}$</td>
<td>$2^{93.4}$</td>
<td>$2^{115.2}$</td>
<td>$2^{178.7}$</td>
<td>$2^{242.3}$</td>
<td></td>
</tr>
</tbody>
</table>

1.4 The Merkle Signature Scheme

Merkle presents in [Mer90] a multi-time signature scheme. In that work, he improves the Lamport-Diffie one-time signature scheme [DH76], whose security hinges on that of the underlying hash function, and introduces his multi-time extension based on a binary tree, which we will call Merkle tree henceforth. No formal proof
of the security of the scheme has been given, although its properties are widely known. See e.g. Micali [Mik00] who mentions without proof, that the crucial property of Merkle trees is the difficulty of changing any node in the tree while keeping the root unaltered, provided that the used hash function is collision resistant.

Actually, the Merkle signature scheme transforms any one-time signature scheme into a multi-time one. The idea of the Merkle signature scheme is the following: Assume that we want to be able to make at most \( 2^N \) signatures. Key generation works as follows: Generate \( 2^N \) different key pairs of the one-time signature scheme. Then create a binary tree whose leaves are the hash values of the verification keys, and each parent is the hash value of the concatenation of its left and right children. The public value is the root of the tree. All the one-time key pairs taken together serve as the private key. The signature of the \( k \)-th message to be signed is the one-time signature made with the \( k \)-th private one-time key, followed by the one-time verification key and \( N \) nodes from the Merkle tree which help to authenticate the verification key against the public value. The verification consists of two parts: First, authentication of the public one-time key with the auxiliary \( N \) nodes against the public value and second, authentication of the message with the public one-time key.

Even though a description of the Merkle signature scheme is given in [Mer90], in this Section we give a formal description of the scheme for the sake of completeness.

The following notion will be needed for the description of the Merkle signature scheme. Assume we are given a rooted full binary tree of depth \( N \). Let us label the leaves of the tree from 0 to \( 2^N - 1 \). If \( L \) is the leaf of the tree with label \( i \), we call \( (P_N, \ldots, P_1) \) the \( i \)-labeled sibling path of \( L \). Here \( P_j \) is the sibling of the node of the path from the root to \( L \) at depth \( j \), for \( 1 \leq j \leq N \). This is illustrated in Figure 1.2 on the next page.

Now, let \( 1\text{Sign} = (1\text{Gen}, 1\text{Sig}, 1\text{Ver}) \) be a one-time signature scheme, and let \( H : \{0, 1\}^m \rightarrow \{0, 1\}^s \) be a hash function. In what follows we use as security parameter of each scheme the size of the output of the hash function.

**Scheme 1.14** Original Merkle signature scheme \((o\text{Mss})\).

**Key generation algorithm** \( \text{Gen} \). Given \( N \in \mathbb{N} \) as input, \( \text{Gen} \) calls \( 2^N \) times \( 1\text{Gen} \) in order to obtain the key pairs \((X_i, Y_i)\) for \( 0 \leq i < 2^N \). Then it
computes recursively the nodes of the tree: \( \mathcal{K}_{N,i} = H(Y_i) \) and \( \mathcal{K}_{j,k,j} = H(K_{j+1,2k,j}, K_{j+1,2k,j+1}) \) for \( 0 \leq i < 2^N, 0 \leq j < N \) and \( 0 \leq k_j < 2^i \). Finally, it sets \( R = \mathcal{K}_{0,0} \).

The public key output by \texttt{Gen} is \((N, R)\). The private key consists of all one-time key pairs \((X_i, Y_i)\) (in case the one-time verifying keys \( Y_i \) can be computed from the \( X_i \), it is sufficient to store only the one-time signing keys \( X_i \) instead). The user must keep a counter which contains the number of previously created signatures. In the beginning the counter is set to zero.

**Signature algorithm \texttt{Sig.}** Let \( i \) be the counter. Given as input a message \( M \) and the secret key, \texttt{Sig} calls \texttt{1Sig}(\( M, X_i \)) in order to obtain the one-time signature \( \tau \) and computes \((P_N, \ldots, P_i)\), the \( i \)-labeled sibling path for the leaf \( H(Y_i) \).

Finally, \texttt{Sig} outputs the signature \( \sigma = (i, \tau, Y_i, P_N, \ldots, P_i) \), and then increments the counter \( i \) by one.

**Verification algorithm \texttt{Ver.}** Given as input a message \( M \), a signature \( \sigma' \) and a public key \((N, R)\), \texttt{Ver} accepts the signature \( \sigma' \) unless \texttt{1Ver}(\( M, \tau', Y' \)) = \texttt{false} or \( W_0 \neq R \), where \( W_N = H(Y') \) and \( W_{j-1} := H(l_j, r_j) \) for \( 0 < j \leq N \). Here \( \sigma' = (i, \tau', Y', P_N, \ldots, P_i) \) and \( l_j := W_j, r_j := P_j \) in case that \( \left\lfloor \frac{j}{2^{i-j}} \right\rfloor \) is even or \( l_j := P_j, r_j := W_j \) otherwise.
1.5 Efficiency and security of the Merkle signature scheme

In this section we will show that assuming the existence of cryptographically secure hash functions and cryptographically secure one-time signature schemes, the Merkle signature scheme is not existentially forgeable under adaptive chosen message attacks. To do this, we prove first that any alteration of any number of nodes of a Merkle tree that keeps the root intact yields an efficient way to find collisions for the underlying hash function. Then we show that any existential forgery of signatures in the Merkle signature scheme leads to either an existential forgery of signatures for the underlying one-time signature scheme or a collision for the underlying hash function.

1.5.1 Security

Goldwasser et al. [GMR88] introduced the concepts of existentially forgeable and adaptive chosen message attack. We adopt concepts from [BMS03, EGM90] and [RS04] for existentially unforgeable under adaptive chosen message attack, one-time signature schemes and collision-resistant functions respectively. The main result of this section is Proposition 1.5 on the facing page. Lemma 1.4 proves an important property of the Merkle trees when an \( i \)-labeled sibling path becomes an \( i \)-labeled authentication path in a Merkle tree.

Here we give the notion of an authentication path. Let \( H : \{0,1\}^m \rightarrow \{0,1\}^s \) be a function, where \( m = * \) or \( m \geq 2s \), let \( N \in \mathbb{N} \) and let \( L, P_N, \ldots, P_1, R \in \{0,1\}^s \). Set \( 0 \leq i < 2^N \). Let \( W_N := L \) and \( W_{j-1} := H(l_j, r_j) \) for \( (0 < j \leq N) \) and \( l_j := W_j, \ r_j := P_j \) in case that \( \lfloor \frac{i}{2^{j-1}} \rfloor \) is even or \( l_j := P_j, \ r_j := W_j \) otherwise. If \( R = W_0 \), we will say that \( (P_N, \ldots, P_1) \) is an \( i \)-labeled authentication path of depth \( N \) for the leaf \( L \) with respect to the root \( R \). Here \( H(x, y) \) denotes \( H(x||y) \) if \( m = * \) and \( H(x||y||0^{m-2s}) \) otherwise, where \( || \) is the concatenation of strings.

**Lemma 1.4** Let \( H \) be a hash function, whose image is in \( \{0,1\}^s \). Let \( R \in \{0,1\}^s \) and let \( N \in \mathbb{N} \). Set \( 0 \leq i < 2^N \). Suppose that \( A = (P_N, \ldots, P_1) \) is an \( i \)-labeled authentication path of depth \( N \) for a leaf \( L \) and \( B = (P_N, \ldots, P_1) \) is an \( i \)-labeled
authentication path of depth $N$ for a leaf $L'$, both of them with respect to the root $R$. Then either $A \neq B$ or $L \neq L'$ implies an efficient computation of a collision of $H$.

Proof

We define $W_N := L$ and $W_{j-1} := H(l_j, r_j)$ for $0 < j \leq N$, where $l_j = W_j$ and $r_j = P_j$ in case $\lfloor \frac{j}{2^{N-j}} \rfloor$ is even and $l_j = P_j$ and $r_j = W_j$ otherwise. In an analogous way we define $W_j'$ for $0 \leq j \leq N$.

If $A \neq B$, set $k := \min \{ j \mid P_j \neq P_j' \}$. We know that $W_0 = W_0' = R$, so if there exists $0 \leq j_0 < k$ such that $W_{j_0} \neq W_{j_0}'$ and $W_j = W_j'$ for $0 \leq j < j_0$ then $H(l, r) = W_{j_0-1} = W_{j_0-1}' = H(l', r')$, where $l = W_{j_0}, r = P_{j_0}, l' = W_{j_0}', r' = P_{j_0}'$ in case $\lfloor \frac{j}{2^{N-j}} \rfloor$ is even and $l = P_{j_0}, r = W_{j_0}, l' = P_{j_0}', r' = W_{j_0}'$ otherwise. This implies $(l, r) \neq (l', r')$ although $H(l, r) = H(l', r')$. This means we have found a collision of $H$. Thus we have that $W_k-1 = W_{k-1}'$ and then $H(l, r) = W_{k-1} = W_{k-1}' = H(l', r')$, where $l = W_k, r = P_k, l' = W_k', r' = P_k'$ in case $\lfloor \frac{j}{2^{N-j}} \rfloor$ is even and $l = P_k, r = W_k, l' = P_k', r' = W_k'$ otherwise, which implies that $(l, r) \neq (l', r')$ although $H(l, r) = H(l', r')$. As before this means we have found a collision of $H$.

If $A = B$ and $L \neq L'$, then we can assume that $W_{N-1} = W_{N-1}'$. This can be seen as follows: notice that $W_0 = W_0'$ now if there is $1 \leq j_0 < N$ such that $W_j = W_j'$ for $0 \leq j < j_0$ and $W_{j_0} \neq W_{j_0}'$, then we proceed in a similar way as in the case $A \neq B$ in order to find a collision for $H$. So $H(l, r) = W_{N-1} = W_{N-1}' = H(l', r')$, where $l := L, r := P_N, l' := L', r' := P_N'$ in case $i$ is even or $l := P_N, r := L, l' := P_N, r' := L'$ otherwise, although $(l, r) \neq (l', r')$. \qed

Proposition 1.5 Security of the original Merkle signature scheme. Let $H$ be a $(t_{cr}, \epsilon_{cr})$ collision resistant hash function and let $\text{1Sign} = (\text{Gen, 1Sig, 1Ver})$ be a $(t_{1s}, \epsilon_{1s})$ one-time signature scheme, such that $\epsilon_{cr} \leq \frac{1}{2}$ and $t_{1s}, t_{cr} \geq t + (N + 1)t_h + 2^N t_S + t_G + t_V$ for some $t$ and some $N < [-\log_2 \epsilon_{1s}]$. Here $t_h$ denotes the time needed to compute a hash value, $t_S$ the time needed to compute a one-time signature, $t_V$ the time needed to compute a one-time verification and $t_G$ the time needed to generate a key pair for the Merkle signature scheme. Under this assumptions, for $\epsilon = 2 \max \{ \epsilon_{cr}, 2^N \epsilon_{1s} \}$ the $\text{oMss} = (\text{Gen, Sig, Ver})$ is $(t, \epsilon, 2^N)$ existentially unforgeable under adaptive chosen message attack.
Proof

The idea of the proof is as follows. If the Merkle signature scheme is existentially forgeable under an adaptive chosen message attack, then there exists a forger $F$. In this case we are able to construct an algorithm $A$ which obtains either a collision of $H$ or a forgery of the underlying ots. Given as input a one-time public key $Pu$ and an oracle $O_{1\text{Sig}}$ to sign a message with the private key $Pr$ corresponding to $Pu$, the algorithm $A$ generates a random instance of the oMss which consists of a public key $PK$ and almost a private key $SK$ with the given oracle $O_{1\text{Sig}}$. $A$ uses the forger $F$ to obtain with “high” probability a message and its forged signature $(M', (i, \tau_{\text{obs}}, Y', P'_N, \ldots, P'_1)) \leftarrow F_{\text{Sig}(SK)}(PK)$. All the required messages $M_j$ to be signed and their corresponding signatures $\sigma_j$ are kept. Recall that the forger must give a forged signature of a message which was not required to be signed. $A$ computes a genuine signature $\sigma_i = (i, \tau_{\text{obs}}, Y, P_N, \ldots, P_1)$ for the obtained message $M_i$. If the number of queries $i$ is greater than $i$, then such message was a query and its signature is already computed. Otherwise it must be kept signing the message $M'$ until the signature number $i$ is reached. $A$ efficiently finds a collision if $(Y', P'_N, \ldots, P'_1) \neq (Y, P_N, \ldots, P_1)$. Otherwise, with high probability $A$ outputs $(M', \tau'_{\text{obs}})$ as a forgery of the underlying ots.

Now, suppose that the Merkle signature scheme can be existentially broken via a $2^N$ message attack within time $t$ and probability $\epsilon$. Then we prove that at least one of the following holds:

- A collision can be found for the underlying hash function with probability at least $\epsilon_{\text{cr}}$ and within time $t_{\text{cr}}$.
- The underlying one-time signature scheme can be existentially broken with probability at least $\epsilon_{\text{1s}}$ and within time $t_{\text{1s}}$.

The assumption of the insecurity of the oMss implies the existence of a forger $F = \{F_1, F_2\}$ such that

$$Pr[\text{Ver}(M, \sigma', PK) = 1 \mid (SK, PK) \leftarrow \text{Gen}(N); T \leftarrow F_1^{\text{Sig}(SK)}(PK); (M, \sigma') \leftarrow F_2(T)] \geq \epsilon$$

within time $t$. 

This forger will be used by the algorithm $\mathcal{A} = \{A_1, A_2\}$ we construct below. $\mathcal{A}$ will receive as input a one-time public key $Pu$ and an oracle $O_{1Sig}$ which signs a message with the corresponding private key $Pr$. $\mathcal{A}$ will output either a forgery for the underlying one-time signature or a collision of the underlying hash function.

Given as input a one-time public key $Pu$ and its corresponding signing oracle $O_{1Sig}$. $\mathcal{A}$ works as follows. Generating a random instance of the original Merkle signature scheme: $A_1$ chooses $0 \leq i_0 < 2^N$ at random and sets $Y_i, A_1 \leftarrow Pu$. Now for $0 \leq i < 2^N$ with $i \neq i_0$, $A_1$ obtains $(X_i, Y_i) \leftarrow 1Gen$. From all the $H(Y_i)$’s as leaves of the Merkle tree, $A_1$ obtains the Merkle tree’s root $R$. In this case, an instance of the Merkle signature scheme is computed. The public key is $PK = (N, R)$. As secret key $SK$, $A$ uses $X_i \forall i \neq i_0, Y_i \forall i \neq i_0$ in case that $Y_i$ cannot be obtained from $X_i, Y_i$ and additionally the oracle $O_{1Sig}$ which signs a message with the one-time private key corresponding to $Y_i$. Using $\mathcal{F}$ to obtain a forgery with high probability: $A_1$ calls $\mathcal{F}_1$ and obtains $T \leftarrow \mathcal{F}_{Sig}^{1Sig}(SK)(PK)$. $A_1$ uses its $SK$ to sign each query of $\mathcal{F}_1$ and keeps the queries with their corresponding signatures. $A_1$ outputs $(T, k; (M_0, \sigma_0), \ldots, (M_{k-1}, \sigma_{k-1}), SK)$, where $k$ is the number of queries made by $\mathcal{F}_1, M_j$ are the queries themselves and $\sigma_j$ their corresponding signatures for $0 \leq j < k$. Given as input $(T, k; (M_0, \sigma_0), \ldots, (M_{k-1}, \sigma_{k-1}), SK), A_2$ calls $\mathcal{F}_2$ with $T$ as input and obtains a pair $(M, \sigma')$ with probability $\geq \epsilon$ that is a forged signature $\sigma'$ of a message $M$. If $\sigma' = (i, \tau', Y', P'_N, \ldots, P'_1)$ is a forged signature of the message $M$, $A_2$ obtains the genuine signature of the message $M_i$ as follows: if $i < k$ the pair $(M_i, \sigma_i)$ is already computed, otherwise $A_2$ keeps calling $\text{Sig}(M', SK)$ until the signature number $i$ is reached. Here $\sigma_i = (i, \tau, Y_i, P_N, \ldots, P_1)$. Finding efficiently a collision: $A_2$ sets $A = (P'_N, \ldots, P'_1)$ and $B = (P_N, \ldots, P_1)$. Under the assumption that $\sigma'$ is a forged signature and $\sigma_i$ is a genuine signature, we have that $A$ is an $i$-labeled authentication path for the leaf $H(Y')$ and $B$ is an $i'$-labeled authentication path for the leaf $H(Y_i)$, both of them with respect to the root $R$. If $Y' \neq Y_i$ but $H(Y') = H(Y_i)$, then a collision is already found. If $(Y', A) \neq (Y_i, B)$ then $A$ outputs the collision which is found by Lemma 1.4 on page 30. Finding a forgery for the underlying one-time signature scheme: Otherwise, $A_2$ outputs $(M, \sigma')$ as a forgery for the underlying ots.
Let $\rho$ be the probability that $(Y', A)$ obtained by $\mathcal{F}$ and $(Y, B)$ obtained by the signature algorithm are different. We know that $\mathcal{F}$ produces a forgery with probability $\geq \epsilon$. Thus, if $\rho \geq \frac{1}{2}$ then $\mathcal{A}$ finds a collision of $H$ within time $t_{\sigma}$ with probability at least $\frac{\epsilon}{2} \geq \epsilon_{\sigma}$. Else with probability $\frac{1}{2^N}$, the forged signature output by $\mathcal{F}$ satisfies that $i = i_0$. Hence, the attack by $\mathcal{A}$ on the one-time signature scheme succeeds with probability at least $\frac{1}{2} \frac{\epsilon}{2^N} \geq \epsilon_{1s}$ within time $t_{1s}$. \qed

### 1.5.2 Efficiency

In Table 1.7 we show the size of the secret and public key as well as the size of the signature. The notation is as follows: $l_{sec}$ is the maximal size of a one-time signing key, $l_{ver}$ is the maximal size of the corresponding one-time verification key, $l_{sig}$ is the maximal size of the corresponding one-time signature, $l_{int}$ is the number of bits needed to store the counter, and $s$ is the bit size of the output of the underlying hash function. In the third column we also show an example. We set $l_{int} = 32$ bits and consider the iLDots with pseudorandom key.

<table>
<thead>
<tr>
<th></th>
<th>Size in bits</th>
<th>$s = 160, N = 18$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public key</td>
<td>$s + l_{int}$</td>
<td>24 bytes</td>
</tr>
<tr>
<td>Secret key</td>
<td>$2^N l_{sec}$</td>
<td>$\approx 56.8$ Mb</td>
</tr>
<tr>
<td>Signature</td>
<td>$l_{int} + l_{sig} + l_{ver} + N s$</td>
<td>$\approx 2.15$ Kb</td>
</tr>
</tbody>
</table>

The Merkle tree is not suitable for being stored and for this reason an efficient way for computing authentication paths is required. Szydło presented in [Szy03] an efficient algorithm for such task. Only up to $3N$ nodes must be stored and up to $N$ computations must be made. We take as worst case the computation of leaves instead of only inner nodes in the Szydło algorithm. Table 1.8 shows estimates of the time needed for an instance of the oMss, where $t_{LG}, t_{1S}, t_{1V}, t_h, t_L$ and $t_{ry}$ are the times needed to generate a one-time key pair, to compute a one-time signature,
to verify a one-time signature, to compute a hash value, to compute a Merkle tree’s leaf and to generate a random bit string of size $s$, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key generation</td>
<td>$2^k(t_{1G} + 2t_h + t_{ry}) - t_h$</td>
</tr>
<tr>
<td>Verification</td>
<td>$t_{1V} + Nt_h$</td>
</tr>
<tr>
<td>Signature</td>
<td>$t_{1S} + Nt_L$</td>
</tr>
</tbody>
</table>

### 1.6 Two improved versions of the Merkle signature scheme

We develop two version of the Merkle signature scheme. One of them is forward secure, while the other one has in addition a practically unlimited number of possible signatures.

**A forward secure version of the Merkle Signature Scheme.** We modify the original Merkle signature scheme in order to transform it into a forward secure one. Note that if all the one-time signing keys are stored and each one of them is deleted after its use, the resulting Merkle signature scheme is forward secure, where each period consists of exactly one signature. In this case, the private key of the Merkle signature scheme is as big as the stored one-time signing keys. In our version, the size of the private key is reduced by employing a pseudorandom bit generator and a one-time signature scheme with deterministic key-generation. Bellare and Yee have shown in [BY03] how to construct a forward-secure pseudorandom bit generator from a cryptographically secure pseudorandom bit generator. The use of that bit generator enables us to prove that our new version of the Merkle signature scheme becomes forward secure.
Key generation process split through the signature process. In the original Merkle signature scheme, the number of possible signatures is $2^N$, where $N$ is the depth of the Merkle tree. The bigger the parameter $N$ is, the slower the key generation process becomes: during key generation $2^{N+1} - 1$ hash values and $2^N$ one-time key pairs have to be computed.

We present a version where part of the key generation takes place during the use of the signature algorithm. This permits the use of sufficiently large parameters to allow for a practically unlimited number of signatures while keeping the cost of the initial key generation process low. The basic idea is to use one “main” Merkle tree to authenticate the roots of a series of other “secondary” trees. Only one of the secondary trees is kept at a time. During the use of one secondary tree, the next one is generated, namely two nodes at a time per signature.

1.6.1 First improved version of the Merkle Signature Scheme

We can save space for the private key in the Merkle signature scheme if we can compute a specific one-time-signature key pair any time we need it, that is why we need a deterministic key generation. This goal can be reached considering a cryptographically secure pseudorandom bit generator. Recall that a pseudorandom bit generator (prg) $g : \{0, 1\}^t \rightarrow \{0, 1\}^{t+r}$ is cryptographically secure if $g(U_0)$ and $U_{0+r}$ are computationally indistinguishable, where $U_{0}$ denotes the uniform distribution on $\{0, 1\}^a$. The basic idea of our first proposal is (i) to create “generators” for the needed seeds of the ots with deterministic key generation through the prg, (ii) to keep some of the “generators” as auxiliary data in order to compute from them the necessary seeds during the signing process and, finally, (iii) to erase each seed and its corresponding one-time-signature private key after it has been used to sign a message.

The security parameter $s$ relies on the size of the output of the underlying hash function. We assume that $\text{1Sign} = (\text{1Gen}, \text{1Sig}, \text{1Ver})$ is a one-time signature scheme with deterministic key generation algorithm (e.g. the iLDots with pseudorandom key) and that there exists $PRG : \{0, 1\}^s \rightarrow \{0, 1\}^a$ which is a $(t_{\text{prg}}, c_{\text{prg}})$ pseudorandom bit generator and $u \geq 2s$. In this version we take into account
the algorithm presented by Szydlo in [Szy03]; which sequentially, but efficiently, computes authentication paths in a Merkle tree. Because of Szydlo algorithm $3N$ nodes of the Merkle tree must be considered as auxiliary data for signing, where $N$ is the depth of the Merkle tree.

**Scheme 1.15** First improved version of the Merkle signature scheme $iMss$.

**Key generation algorithm $Gen$.** Given as input $N \in \mathbb{N}$, $Gen$ chooses $g_{i-1} \in_R \{0,1\}^s$ and obtains the key pair $(X_i, Y_i) \leftarrow 1Gen(seed_i)$ for each $0 \leq i < 2^N$, where $(g_i, seed_i) \leftarrow PRG(g_{i-1})$. As in Scheme 1.14 on page 28, $Gen$ computes the corresponding Merkle tree, i.e. $K_{i,j}$ for $0 \leq j \leq N$ and $0 \leq i_j < 2^j$. $Gen$ outputs the tree’s depth $N$ and the tree’s root $R$ as the public key. As the private key would suffice $g_{i-1}$. However, to reduce the computation while signing the $g_j$ and up to $3N$ nodes needed by the Szydlo algorithm must be stored, where $j = q2^N − 1$ for $0 \leq q < 2^N$. The signer must keep a counter in order to sign sequentially. At this point such counter must be initialized to zero.

**Signature algorithm $Sig$.** Let $i$ be the counter. Given as input the message $M$ and the private key, which contains $g_{i-1}$ and $g_{q2^N-1}$ for $0 \leq q < 2^N$, $Sig$ obtains $(g_i, seed_i) \leftarrow PRG(g_{i-1})$. Then, it calls $(X_i, Y_i) \leftarrow 1Gen(s, seed_i)$. It computes the one-time signature of the message $\tau \leftarrow 1Sig(M, X_i)$ and applies the Szydlo algorithm to compute $(P_N, \ldots, P_1)$, the $i$-labeled sibling path for the leaf $H(Y_i)$. $Sig$ outputs the signature $\sigma = (i, \tau, Y_i, P_N, \ldots, P_1)$ and finally, $Sig$ stores $g_i$, deletes $g_{i-1}$ and $seed_i$, and after that increments the counter $i$ by one.

**Verification algorithm $Ver$.** This algorithm remains the same as in Scheme 1.14 on page 28.

**Secret key update algorithm $Upd$.** This algorithm is inherent to the signature one. The private key is changed after each signature. A period consists of only one signature instead of time.
1.6.2 Security of iMss

Bellare and Yee define in [BY03] the concept of forward-secure pseudorandom bit generator and give its construction from any pseudorandom bit generator. This tool allows us to prove easily that iMss remains not only secure, but also forward secure.

First we will prove in Proposition 1.6 that iMss is not existentially forgeable under adaptive chosen message attacks. After that, we will prove in Proposition 1.8 on page 41 that iMss is also forward secure.

**Proposition 1.6** Let H be a (τ, ε) collision resistant hash function, let ISign be a (τ₁, ε₁) one-time signature scheme with deterministic key generation algorithm and let PRG be a (τ₂, ε₂) pseudorandom bit generator, such that \(2^{N+2ε₂} \leq 1\), \(ε_1 \leq 1\), \(τ \geq t + (N+1)t_h + 2^Nt_s + t_g\), \(τ₁ \geq t + 2^Nt_s + t_g\) and \(τ₂ = t + t_g + 2^Nt_s + t_v + O(2^{N+1}t)\) for some \(t\) and some \(N < \lceil -\log_2 \frac{t}{2} \rceil\), where \(t_h\) is the time needed to compute a hash value, \(t_s\) is the time needed to compute a one-time signature, \(t_v\) is the time needed to verify a Merkle signature and \(t_g\) is the time needed to generate a key pair for the Merkle signature scheme. If \(ε = \max\{4ε₁, 2^{N+2ε₁}, 2^{N+2ε₂}\}\), then the iMss Sign is \((τ, ε, 2^N)\) existentially unforgeable under adaptive chosen message attacks.

**Proof**

The idea of the proof is as follows. We know that the oMss is secure as proven in Proposition 1.5 and that prg is cryptographically secure by hypothesis. If the iMss is not secure, then there exists a forger \(F\) for iMss. Using \(F\), we can construct a distinguisher \(A = \{A₁, A₂\}\) for the prg, what would contradict the security of the prg. Basically, \(A\) collects all the \(2^N\) permitted values. From such values, \(A\) computes a Merkle key pair, which is a random instance of either oMss or iMss, depending on how the values were generated. \(A\) calls \(F\) to try to obtain a forgery. \(A\) returns 1, if \(F\) returns a forged signature within the permitted time. That is, the success of \(F\) implies with “high” probability that the values come from the pseudorandom bit generator, since the iMss is not secure. Otherwise, \(A\) returns 0. That is, the failure of \(F\) implies with “high” probability that the values were randomly chosen, since the oMss is secure.
1.6. Two improved versions of the Merkle signature scheme

Now, under the assumption that $H$ is a $(t_{cr}, \epsilon_{cr})$ collision resistant hash function and that $\text{1Sig}$ is a $(t_{1s}, \epsilon_{1s})$ one-time signature scheme, if the iMss can be existentially broken via a $2^N$ message attack within time $t$ with probability at least $\epsilon$, we can construct a distinguisher $\mathcal{A}$ for the $(t_{fsprg}, \epsilon_{fsprg})$ forward-secure pseudorandom bit generator $\mathcal{G} = (\mathcal{G}, \text{key}, \mathcal{G}\text{next}, s, 2^N)$ obtained from PRG. Here $t_{fsprg} = t + t_g + 2^N t_s + t_v$, $\epsilon_{fsprg} = 2^{N+1} \epsilon_{prg}$, and $\mathcal{G}$ is as in Proposition 1.1 on page 14.

Thus, suppose the existence of a forger $\mathcal{F} = \{\mathcal{F}_1, \mathcal{F}_2\}$ such that

$$\Pr[\text{Ver}(M, \sigma', PK) = 1 \mid (SK, PK) \leftarrow \text{Gen}(N); T \leftarrow \mathcal{F}_1^{\text{Sig},(SK)}(PK); (M, \sigma') \leftarrow \mathcal{F}_2(T)] \geq \epsilon$$

within time $t$.

Using the notation of definition 1.11 on page 14 and table 1.2 on page 15, the distinguisher $\mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2\}$ is constructed as follows. **Collection of all permitted values:** The parameter $h$ is initialized as the null string $\lambda$. Having as input $Out_i$ and $h$, $\mathcal{A}_1$ updates $h \leftarrow h||Out_i$ and outputs (not guess $h$). **Generation of a random instance of either oMss or iMss:** Given as input $St_{2N-1}$ and $h$, $\mathcal{A}_2$ obtains $Out_i$ from $h$ for $0 \leq i < 2^N$ and computes $(X_i, Y_i) \leftarrow 1\text{Gen}(Out_i) \forall i$ and the Merkle tree’s nodes $K_{j,kj}$ from $Y_i$ ($0 \leq j \leq N$, $0 \leq k_j < 2^j$). As secret key $SK$, $\mathcal{A}_2$ retains all $X_i, Y_i$ and the nodes $K_{j,kj}$ needed by the Szydlo algorithm for efficiently creating authentication paths. As public key $PK$, $\mathcal{A}_2$ outputs $(N, R)$, where $R$ is the Merkle tree’s root. $\mathcal{A}_2$ deletes $X_i$ after its employment in $\text{1Sig}$.

**Use of $\mathcal{F}$ to try to obtain a forgery:** $\mathcal{A}_2$ calls $\mathcal{F}_1(PK)$ and uses the secret key $SK$ to sign queries of $\mathcal{F}_1$ as an oracle for $\mathcal{F}_1$. $\mathcal{A}_2$ uses the output $T$ from $\mathcal{F}_1$ as input for $\mathcal{F}_2$ in order to obtain $(M, \sigma')$. **Distinction between random and pseudorandom values:** If $(M, \sigma')$ is a forged signature, then $\mathcal{A}_2$ outputs 1. Otherwise $\mathcal{A}_2$ outputs 0.

Note that in $\text{Exp}_{\mathcal{G}}^{\text{fsprg-0}}(\mathcal{A})$, $\mathcal{A}_2$ obtains a random instance of the iMss and in $\text{Exp}_{\mathcal{G}}^{\text{fsprg-1}}(\mathcal{A})$, $\mathcal{A}_2$ obtains a random instance of the oMss.

Because of the assumption of the insecurity of the iMss, we have

$$\Pr[\text{Exp}_{\mathcal{G}}^{\text{fsprg-1}}(\mathcal{A}) = 1] \geq \epsilon$$

within time $t_{fsprg}$. On the other hand
\[
Pr[\text{Exp}_G^{\text{fsprg-0}}(A) = 1] < \frac{\epsilon}{2}
\]
within time \( t_{\text{fsprg}} \) because of the assumption of \( H \) and \( 1\text{Sig} \), which implies that the oMss is \((t, \frac{\epsilon}{2}, 2^N)\) existentially unforgeable under adaptive chosen message attacks as proven in Proposition 1.5 on page 31.

Therefore,
\[
Pr[\text{Exp}_G^{\text{fsprg-1}}(A) = 1] - Pr[\text{Exp}_G^{\text{fsprg-0}}(A) = 1] > \frac{\epsilon}{2} \geq 2^{N+1} \epsilon_{\text{sprg}} \geq \epsilon_{\text{fsprg}}
\]
within time \( t_{\text{fsprg}} \), which contradicts Proposition 1.1 on page 14.

\[\square\]

1.6.3 Forward security of the iMss

As described in Scheme 1.15, the secret key update process is intrinsic to the signature one and cannot be called at any time. Each period consists of a certain number of signatures instead of time. We will prove that the iMss is also forward secure.

With the notation in Scheme 1.14 the oMss can be modified as follows.

**Signature algorithm Sig.** Having as input a message \( M \), \( \text{Sig} \) uses \((X_i, Y_i)\) in order to obtain \( \tau \leftarrow 1\text{Sig}(M, X_i) \). It computes the \( i \)-labeled sibling path for the leaf \( H(Y_i) \), outputs \((i, \tau, Y_i, P_N, \ldots, P_1) \), deletes \( X_i \) and then increments \( i \) by one.

The **Key generation algorithm Gen** and the verification algorithm **Ver** of the original Merkle signature scheme remain the same.

The private key at the period \( i \) is either
\[
SK_i = \{X_j\}_{1 \leq j < 2^N} \text{ or } SK_i = \{(X_j, Y_j)\}_{1 \leq j < 2^N}.
\]

**Secret key update algorithm Upd** is inherent to the signature algorithm.

This modified version is forward secure.

**Lemma 1.7** With the hypothesis of Proposition 1.5 on page 31, this modified oMss is \((t, \epsilon, 2^N)\) forward secure, where the number of periods is \( 2^N \) and each period consists of only one signature.
The proof of Lemma 1.7 on the preceding page is similar to the one of Proposition 1.5 on page 31. Note that each instance of the underlying ots is chosen at random and is independent of each one of the others. Thus, if certain one-time private key is deleted after its use, then the knowledge of the other ones does not give any information at all of the deleted one. Therefore, when an adversary modeled by an algorithm \( \mathcal{A} \) attempts to forge a signature, the knowledge of the Merkle private key after \( k \) signatures does not give to \( \mathcal{A} \) any information at all of the one-time secret keys \( X_i \) \((0 \leq i < k)\). Recall that each period consists of only one signature instead of time. A forged signature of a previous period of \( k \) would result in an efficient computation of either a collision or a pre-image of the underlying hash function as in the proof of Proposition 1.5.

**Proposition 1.8** With the hypothesis of Proposition 1.6 on page 38. The iMss is \((t, 3\varepsilon, 2^N)\) forward secure, with each period consisting of only one signature.

With the hypothesis of this proposition and by Lemma 1.7 on the facing page, we have that the modified oMss is \((t, 2\varepsilon, 2^N)\) forward secure. We know that the prg is cryptographically secure by hypothesis. If the iMss is not forward secure, we are be able to construct a distinguisher \( \mathcal{A} \) for the forward-secure pseudorandom bit generator obtained from PRG, contradicting the assumption of the cryptographically security of the prg and Proposition 1.1 on page 14. The construction of \( \mathcal{A} \) is analogous to the one made in the proof of Proposition 1.6.

As in the proof of Proposition 1.6, basically, \( \mathcal{A} \) collects all the \( 2^N \) permitted values. From such values, \( \mathcal{A} \) computes a Merkle key pair, which is a random instance of either the modified oMss or the iMss, depending on how the values were generated. \( \mathcal{A} \) calls \( \mathcal{F} \) to try to obtain a forgery. \( \mathcal{A} \) returns 1, if \( \mathcal{F} \) returns a forged signature within the permitted time. This fact means that

\[
Pr[\text{Exp}_{\mathcal{G}}^{\text{fsprg-1}}(\mathcal{A}) = 1] \geq 3\varepsilon
\]

within time \( t_{\text{fsprg}} \), since the instance generated by \( \mathcal{A} \) is an iMss one, which is not \((t, 3\varepsilon, 2^N)\) forward secure. Otherwise, \( \mathcal{A} \) returns 0. This fact means that

\[
Pr[\text{Exp}_{\mathcal{G}}^{\text{fsprg-0}}(\mathcal{A}) = 1] < 2\varepsilon
\]
within time \( t_{fsprg} \), since the instance generated by \( \mathcal{A} \) is a modified-oMss one, which is \((t, 2 \epsilon, 2^N)\) forward secure. Therefore we have that

\[
Pr[\text{Exp}^\text{fsprg-1}_G(\mathcal{A}) = 1] - Pr[\text{Exp}^\text{fsprg-0}_G(\mathcal{A}) = 1] > \epsilon \geq 2^{N+2} \epsilon_{prg} \geq \epsilon_{sprg}
\]

within time \( t_{fsprg} \). This last inequality contradicts Proposition 1.1.

### 1.6.4 Efficiency of iMss

Recall that by Szydlo algorithm [Szy03] authentication paths can be efficiently computed in time \( N \) and space less than \( 3N \), where the unit of space is the size of the nodes and the unit of computation is a hash function evaluation or leaf value generation. These two different types of computation are treated the same way by Szydlo. In our estimates we will consider as a unit of computation the leaf value generation, whose computation time is bigger than the one of a hash function evaluation.

In Table 1.9 we show the size of the secret and public key and the one of the signature, too. The notation is as follows: \( l_{\text{sec}} \) is the maximal size of a one-time signing key, \( l_{\text{ver}} \) is the maximal size of the corresponding one-time verification key, \( l_{\text{sig}} \) is the maximal size of the corresponding one-time signature, \( l_{\text{int}} \) is the number of bits needed to store the counter and \( s \) is the bit size of the output of the underlying hash function. In this version, the secret key has been reduced.

<table>
<thead>
<tr>
<th></th>
<th>Size in bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public key</td>
<td>( s + l_{\text{int}} )</td>
</tr>
<tr>
<td>Secret key</td>
<td>( s \left( 2^\left\lceil \frac{N}{2} \right\rceil + 3N \right) + l_{\text{int}} )</td>
</tr>
<tr>
<td>Signature</td>
<td>( l_{\text{int}} + l_{\text{sig}} + l_{\text{ver}} + Ns )</td>
</tr>
</tbody>
</table>

In Table 1.10 we show estimates of the time needed for an instance of the iMss, where \( t_{G}, t_{L}, t_{S}, t_{LV}, t_{h}, t_{L} \) and \( t_{prg} \) are the times needed to generate a one-time key pair, to compute a one-time signature, to verify a one-time signature, to compute
a hash value, to compute a Merkle tree’s leaf and to generate a pseudorandom bit string of size \( s \), respectively.

<table>
<thead>
<tr>
<th>Key generation</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verification</td>
<td>( 2^N (t_{1G} + 2t_h + t_{pry}) - t_h )</td>
</tr>
<tr>
<td>Signature</td>
<td>( t_{1V} + N t_h )</td>
</tr>
<tr>
<td></td>
<td>( t_{1S} + N (t_L + 2^{\lceil \frac{N}{2} \rceil} t_{pry}) )</td>
</tr>
</tbody>
</table>

In our estimate we consider the following worst case: \( N \) leaves must be computed by the Szydło algorithm and the seed needed to compute each leaf must be generated through \( 2^\lceil \frac{N}{2} \rceil \) calls to the prg.

### 1.6.5 Second improved version of the Merkle signature scheme

We can reduce the time needed for the key generation and for the signature process. The idea is to split the generation of the private key during the lifetime of the instance. Recall that the Merkle signature scheme transforms an ots into a multi-time one. Then, we can use an instance of the iMss for “certifying” public keys of auxiliary instances. In this way, the size of the signature is increased, but the size of the private key and the time needed to sign are reduced.

Let \( MSign = (MGen, MSig, MVer) \) be the iMss as described in Scheme 1.15 on page 37. Next we describe our second version of the Merkle signature scheme. The security parameter relies on the bit size of the underlying hash function. This time, each period consists of up to \( 2^N \) signatures instead of time.

**Scheme 1.16 Second improved version of the Merkle signature scheme (iMss with split key).**

**Key generation algorithm** \( \textit{Gen} \). Having as input the parameter \( 2N \), for \( 2^{2N} \) possible signatures, \( \textit{Gen} \) calls twice \( \textit{MGen}(N) \) to compute two pairs of iMss
private and public keys. One pair of them is the main key \((SK_M, PK_M)\) and the other one is a secondary key \((SK_S, PK_S)\). \texttt{MGen} computes \(\zeta_0 = \text{MSig}(PK_S, SK_M)\) and outputs \(PK_M\) as the public key and \((SK_M, SK_S)\) as the private key.

The signer must keep two counters. One of them counts the number of generated signatures modulo \(2^N\), which at this point must be initialized to zero, and the other counts the number of signatures created by the main private key minus one, which at this point must be initialized to zero. The signer must also keep \((\zeta_0, PK_S)\), which are the signature of the secondary public key and the secondary public key itself.

Recall that the \texttt{iMss} public key is of the form \(PK = (N, R)\), where \(R\) is the Merkle tree’s root. Thus, it suffices to sign \(R\) instead of \(PK\).

**Signature algorithm \texttt{Sig.}** Let \(i\) and \(j\) be the counters described in the previous Key generation algorithm. Given as input a message \(M\) and the secret key \((SK_M, SK_S)\), \texttt{Sig} computes \(\tau_i \leftarrow \text{MSig}(M, SK_S)\) and sets \(\sigma = (\tau_i, PK_S, \zeta_j)\). \texttt{Sig} increments \(i\) by one.

Recall that the iMss private key evolves after each signature.

If at this point \(i \equiv 0 \mod 2^N\), \texttt{Sig} calls \texttt{MGen}(\(N\)) to obtain another secondary key \((SK_{S,j+1}, PK_{S,j+1})\) then computes \(\zeta_{j+1} \leftarrow \text{MSig}(PK_{S,j+1}, SK_M)\). \texttt{Sig} sets \(i \leftarrow 0\) and increments \(j\) by one. Finally, \texttt{Sig} outputs the signature \(\sigma\). The signer must know \((\zeta_j, PK_S)\) at any time during the \(j + 1\)-th period.

**Verification algorithm \texttt{Ver.}** Having as input a message \(M\) and a signature \(\sigma = (\tau, PK', \zeta)\), \texttt{Ver} accepts the signature unless \(\text{MVer}(M, \tau, PK') = \text{false}\) or \(\text{MVer}(PK', \zeta, PK_M) = \text{false}\).

**Secret key update algorithm \texttt{Upd.}** Given as input the secret key \((SK_M, SK_S)\) at the \(j + 1\)-th period, \texttt{Upd} calls \texttt{MGen}(\(N\)) to obtain another secondary key \((SK_{S,j+1}, PK_{S,j+1})\), then computes \(\zeta_{j+1} \leftarrow \text{MSig}(PK_{S,j+1}, SK_M)\). \texttt{Upd} sets \(i \leftarrow 0\) and increments \(j\) by one. Recall that the iMss private key evolves after each signature. The signer must keep the new \((\zeta_j, PK_S)\) and deletes the old one.
1.6.6 Security of the iMss with split key

This iMss with split key uses random and independent instances of the iMss. There is a “main” instance and a “secondary” instance at a time. Intuitively, the iMss with split key is not existentially forgeable under adaptive chosen message attacks, since each instance of the underlying iMss it is also. In other words, a forgery of the iMss with split key implies a forgery of an instance of the iMss.

Proposition 1.9 Let $\text{MSign}$ be the iMss as described in Scheme 1.15 on page 37. Let $\text{MSign}$ be $(t_{ms}, \epsilon_{ms}, 2^N)$ forward secure, such that $t_{ms} \geq t + 2^N(2^N t_{\text{sig}} + t_{\text{gen}})$ and $2^{N+1} \epsilon_{ms} \leq 1$ for some $t$, where $t_{\text{sig}}$ is the time needed for $\text{MSig}$ to sign a message and $t_{\text{gen}}$ is the time needed for $\text{MGen}$ to generate a key pair. Then the iMss with split key $\text{Sign}$, as described in Scheme 1.16 on page 43, is $(t, \epsilon, 2^{2N})$ forward secure, where $\epsilon = 2^{N+1} \epsilon_{ms}$.

Proof

The idea of the proof is as follows. If the iMss with split key can be broken via a $2^{2N}$ message attack, then there exists a forger $\mathcal{F}$ which succeeds with “high” probability in forging signatures. In that case we are able to construct an algorithm $\mathcal{A}$ which breaks one of two given random instances of the iMss within time $t_{ms}$ and probability at least $\epsilon_{ms}$. Basically, having as input two public keys of random instances of the iMss and their oracles to sign messages and to obtain the corresponding private key, $\mathcal{A}$ constructs a random instance of the iMss with split key from that input. $\mathcal{A}$ uses $\mathcal{F}$ to obtain a forgery of the iMss with split key with “high” probability. Finally, $\mathcal{A}$ gives a forgery of one of the two given instances of the iMss with “high” probability. That fact would contradict Proposition 1.8 on page 41.

Now, if iMss with split key is not $(t, \epsilon, 2^{2N})$ forward secure, then there exists a forger $\mathcal{F} = \{\mathcal{F}_1, \mathcal{F}_2\}$ such that

$$
\Pr[\text{Ver}(M, \langle l, \sigma \rangle, PK) = 1 \mid (SK_0, PK) \leftarrow \text{Gen}(N); T \leftarrow \mathcal{F}_1^{\text{Sig}(\cdot, SK_0) ; \text{Unp}}(PK); (M, \langle l, \sigma \rangle) \leftarrow \mathcal{F}_2(T, SK_k) \text{ and } l < k] \geq \epsilon
$$

within time $t$. 

Let \((N, R_A)\) and \((N, R_B)\) be the public keys of two random instances of the iMss. Let \(O_{A-SK}\) be the oracle for signing messages with the private key corresponding to the public key \((N, R_X)\) and let \(O_{X-SK}\) be the oracle for obtaining the private key corresponding to the public key \((N, R_X)\), where \(X = A, B\).

We construct an algorithm \(\mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2\}\) as follows.

**Generation of a random instance of the iMss with split key:** Having as input \((N, R_A)\) and \((N, R_B)\), \(\mathcal{A}_1\) chooses \(0 \leq j_0 < 2^N\) at random and sets \(PK_M \leftarrow (N, R_A)\), the “main” public key; and \(PK_{S_{j_0}} \leftarrow (N, R_B)\), the \((j_0 + 1)\)-th “secondary” public key. \(\mathcal{A}_1\) proceeds to generate an instance of the iMss with split key. Let \(j\) be the counter of the signatures created by the “main” secret key, i.e., by the oracle \(O_{A-SK}\), and let \(i\) be the counter of the signatures created by the secondary private key. If \(j \neq j_0\), the signatures are made by the instance of the iMss created by \(\mathcal{A}_1\). Otherwise, the signatures are created by \(O_{B-SK}\).

**Use of \(\mathcal{F}\) to try to obtain a forgery:** \(\mathcal{A}_1\) calls \(\mathcal{F}_1(PK_M)\) and signs queries from \(\mathcal{F}_1\) using \(O_{A-SK}\) and \(O_{B-SK}\), if necessary. If \(\mathcal{F}_1\) calls the secret key update algorithm, \(\mathcal{A}_1\) obtains the secondary key \((SK_{j+1}, PK_{j+1})\), computes \(\zeta_{j+1} \leftarrow O_{A-SK}(PK_{j+1})\) and then increases \(j\) by one. If \(T\) is the output of \(\mathcal{F}_1\), \(\mathcal{A}_1\) outputs \(T\). Giving as input \(T\), \(\mathcal{A}_2\) obtains \(SK_M \leftarrow O_{A-SK}\). If \(j = j_0\), \(\mathcal{A}_2\) calls \(SK_{S_{j}} \leftarrow O_{B-SK}\). \(\mathcal{A}_2\) calls \(\mathcal{F}_2(T, \{SK_M, SK_{S_{j}}\})\). Since \(\mathcal{F}\) is a forger of the iMss with split key, \(\mathcal{F}_2\) outputs a message \(M\) and a forged signature \((\tau, Pu', \zeta_f)\) with probability at least \(\epsilon\) of a previous period \(j' < j\). In that case, we have that \(\text{Ver}(M, (\tau, Pu', \zeta_f), PK_M) = \text{true}\) implies \(\text{MVer}(M, \tau, Pu') = \text{true} \land \text{MVer}(Pu', \zeta_f, R) = \text{true}\).

**Obtained of a forgery of iMss:** If \(Pu' \neq PK_{S_{j'}}\), \(\mathcal{A}_2\) outputs \((Pu', \zeta_f)\) as a forgery of iMss with respect to the public key \((N, R_A)\). Otherwise, we have that \(j' = j_0\) with probability at least \(\frac{1}{2}\), and then \(\mathcal{A}_2\) outputs \((M, \tau)\) as a forgery of iMss with respect to the public key \((N, R_B)\).

Let \(p = \Pr[Pu' \neq PK_{S_{j'}} \mid (M, (\tau, Pu', \zeta_f)) \leftarrow \mathcal{F}]\). We know that \(\mathcal{F}\) succeeds in forging a signature with probability at least \(\epsilon\). Thus, if \(p \geq \frac{1}{2}\), then \(\mathcal{A}\) outputs a forgery of iMss with respect to the public key \((N, R_A)\) with probability at least \(\frac{\epsilon}{2} \geq \epsilon_{ms}\). Otherwise, \(\mathcal{A}\) outputs a forgery of iMss with respect to the public key \((N, R_B)\) with probability at least \(\frac{\epsilon}{2^2} \geq \epsilon_{ms}\). Being both cases within time \(t_{ms}\).
this contradicts the security of the iMss.

1.6.7 Efficiency of the iMss with split key

In Scheme 1.16 on page 43 the signature algorithm is not optimized yet. The computation of the Merkle tree of the third instance can be constructed during the creation of each signature by computing two nodes at a time. The computation of the needed leaves by the Szydlo algorithm for the main Merkle tree can be made through the signature process. In this way as a worst case we compute for the main tree only an extra prg value and a leaf instead of $N2^\frac{N}{2}$ prg values besides the corresponding leaves. After $2^N$ signatures $2^{N+1} - 1$ nodes of the third tree would have been created, that is the whole tree. The needed leaves needed by the main tree would be also computed. In such a case the $N$ nodes needed by the Szydlo algorithm and the seeds needed for the third instance must be stored, besides the nodes and seeds needed for the main and secondary instances and the (up to) $N$ nodes needed during the Merkle tree computation of that third instance. We take the previous note in our estimates.

In case the secret key update algorithm is called, the construction of the third Merkle tree must be finished.

In Table 1.11 we show the size of the secret and public key and the one of the signature, too. The notation is as follows: $l_{sec}$ is the maximal size of a one-time signing key, $l_{ver}$ is the maximal size of the corresponding one-time verification key, $l_{sig}$ is the maximal size of the corresponding one-time signature, $l_{int}$ is the number of bits needed to store the counter and $s$ is the bit size of the output of the underlying hash function. Even though a signature and a public key of a one-time signature scheme is not a secret value, we include this two elements in the private key of iMss with split key as auxiliary values. That is because they are needed in the signature algorithm and it is a waste of time to recompute them each time a signature is created. The number of possible signatures is $2^N$ and each period consists of up to $2^\frac{N}{2}$ signatures instead of time. We consider even values of $N$. 
Table 1.11: Efficiency of the iMss with split key (size)

<table>
<thead>
<tr>
<th></th>
<th>Size in bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public key</td>
<td>$s + l_{int}$</td>
</tr>
<tr>
<td>Secret key</td>
<td>$s \left(2^\lceil \frac{N}{2} \rceil + 4N \right) + l_{sig} + l_{ver} + 2l_{int}$</td>
</tr>
<tr>
<td>Signature</td>
<td>$2(l_{pub} + l_{sig}) + l_{ver} + Ns$</td>
</tr>
</tbody>
</table>

In Table 1.12 we show estimates of the time needed for an instance of the iMss with split key, where $t_{tG}, t_{tS}, t_{tV}, t_{h}, t_{L}$ and $t_{prg}$ are the times needed to generate a one-time key pair, to compute a one-time signature, to verify a one-time signature, to compute a hash value, to compute a Merkle tree’s leaf and to generate a pseudorandom bit string of size $s$, respectively.

Table 1.12: Efficiency of the iMss with split key (time)

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key generation</td>
<td>$2^\lceil \frac{N}{2} \rceil (t_{tG} + 2t_{h} + t_{prg}) - 2t_{h} + t_{tS}$</td>
</tr>
<tr>
<td>Verification</td>
<td>$2t_{tV} + Nt_{h}$</td>
</tr>
<tr>
<td>Signature</td>
<td>$2t_{tS} + \frac{N}{2} (t_{L} + 2^\lceil \frac{N}{2} \rceil t_{prg}) + 3t_{L} + 2t_{pry}$</td>
</tr>
<tr>
<td>Secret update</td>
<td>$t_{tS} + 2^\lceil \frac{N}{2} \rceil (t_{tG} + 2t_{h} + t_{pry}) - t_{h} + \frac{N}{2} (t_{L} + 2^\lceil \frac{N}{2} \rceil t_{pry})$</td>
</tr>
</tbody>
</table>

In our estimate we consider the following worst case: $\frac{N}{2}$ leaves must be computed for the secondary tree by the Szydlo algorithm and the seed needed to compute each leaf must be generated through $2^\lceil \frac{N}{2} \rceil$ calls to the $prg$.

1.7 Practical Results

Now a days there exist hash functions whose bit length of their output is 160, 224, 256, 384 and 512. We make some estimates of security of the iMss and iMss with split key, we take into account the previous bit lengths. We also make estimates of the size of the private key, public key and signature.
First we begin with estimates of the length of keys and signature. The underlying one-time signature scheme is the iLDots. In Table 1.13 we show the length of the private key, the public key and the signature. The number of possible signatures for iMss and iMss with split key is $2^N$. The bit length of the output of the underlying hash function is $s$. Auxiliary values for signing are included in the estimates of the length of the private key.

<table>
<thead>
<tr>
<th>Public key</th>
<th>iLDots</th>
<th>iMss</th>
<th>iMss with split key</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private key</td>
<td>$s$</td>
<td>$(2^N + 3N)s + \ell_{\text{int}}$</td>
<td>$(2^N + 4N + s'' + 1)s + 2\ell_{\text{int}}$</td>
</tr>
<tr>
<td>Signature</td>
<td>$ss''$</td>
<td>$\ell_{\text{int}} + s(s'' + 1 + N)$</td>
<td>$2\ell_{\text{int}} + s(2s'' + 2 + N)$</td>
</tr>
<tr>
<td>$s'' = \left\lfloor \frac{s + 3\log_2 s}{2} \right\rfloor$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now we make estimates of the time needed to generate keys, to sign a message and to verify a signature. The underlying one-time signature scheme is the iLDots. In Table 1.14 on the following page we show estimates for the needed time to generate keys, to sign messages and to verify signatures. The time needed for computing a hash value, a pseudorandom value, a random value, and a hash value whose input has $s''$'s bits are denoted by $t_{\text{hash}}$, $t_{\text{prg}}$, $t_{\text{rg}}$, and $t_{\text{Hash}}$, respectively.

In Table 1.15 on the next page we show some estimates related to the security of the proposed schemes. We suppose that the birthday attack is the best one in finding either a pre-image or a collision of a hash function. Thus, if the output of a hash values has bit length $s$, then an adversary succeeds with probability $< \frac{1}{2}$ through $2^s$ hash computations. That is why we consider $\frac{t_{\text{hash}}}{q_{\text{hash}}} = 2^{\frac{s}{2} + 1}$. Now, we set $t_{\text{hash}} = 2^4$ in order to estimate the security of the proposed schemes. For the security and forward security of iMss we have used $N = 20$, which permits up to $2^{20}$ possible signatures. For the security of iMss with split key we have used $N = 20$, which permits up to $2^{40}$ possible signatures. We have taken into account the
Table 1.14: Time for generating, signing and verifying.

<table>
<thead>
<tr>
<th></th>
<th>iLDots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generation key</td>
<td>( t_{\text{GK}} = t_{\text{rg}} + s''(t_{\text{preg}} + 3t_{\text{hash}}) + t_{\text{Hash}} )</td>
</tr>
<tr>
<td>Signature</td>
<td>( t_{\text{Sig}} = s''(t_{\text{preg}} + 3t_{\text{hash}}) )</td>
</tr>
<tr>
<td>Verification</td>
<td>( t_{\text{Ver}} = 3s''t_{\text{hash}} + t_{\text{Hash}} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>iMss</th>
<th>iMss with split key</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generation key</td>
<td>( 2^N(t_{\text{preg}} + t_{\text{GK}} + 2^Nt_{\text{hash}}) )</td>
<td>( 2^N(t_{\text{preg}} + t_{\text{GK}} + 2^Nt_{\text{hash}}) )</td>
</tr>
<tr>
<td>Signature</td>
<td>( N(2^Nt_{\text{preg}} + t_{\text{GK}}) + t_{\text{Sig}} )</td>
<td>( N(2^Nt_{\text{preg}} + t_{\text{GK}}) + t_{\text{Sig}} + 4t_{\text{GK}} )</td>
</tr>
<tr>
<td>Verification</td>
<td>( t_{\text{Ver}} + Nt_{\text{hash}} )</td>
<td>( 2t_{\text{Ver}} + Nt_{\text{hash}} )</td>
</tr>
</tbody>
</table>

Here \( s'' = \left\lfloor \frac{s + 3 \log_2 s}{2} \right\rfloor \)

iLDots with pseudorandom key as the underlying one-time signature scheme. The notation is as follows: ots, iMss, iMss-sfs and iMss-sk stand for one-time signature, improved Merkle signature scheme (without forward security), improved Merkle signature scheme which is forward secure, and improved Merkle signature scheme with split key, respectively.

Table 1.15: Security of the surveyed schemes. Several sizes of the output of the underlying hash function hash are considered.

<table>
<thead>
<tr>
<th>security</th>
<th>bit length ( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{\text{hash}} )</td>
<td>160    224   256   384   512</td>
</tr>
<tr>
<td>( t_{\text{obs-preg}} )</td>
<td>( 2^{67.9} ) ( 2^{67.4} ) ( 2^{115.2} ) ( 2^{178.7} ) ( 2^{242.3} )</td>
</tr>
<tr>
<td>( N \leq 24 )</td>
<td>40 47 78 109</td>
</tr>
<tr>
<td>( t_{\text{imss}} )</td>
<td>( 2^{44.9} ) ( 2^{74.4} ) ( 2^{102.2} ) ( 2^{154.7} ) ( 2^{219.3} )</td>
</tr>
<tr>
<td>( t_{\text{imss-sfs}} )</td>
<td>( 2^{42.9} ) ( 2^{74.4} ) ( 2^{102.2} ) ( 2^{152.7} ) ( 2^{217.3} )</td>
</tr>
<tr>
<td>( t_{\text{imss-sk}} )</td>
<td>( 2^{20.9} ) ( 2^{52.4} ) ( 2^{88.2} ) ( 2^{130.7} ) ( 2^{195.3} )</td>
</tr>
</tbody>
</table>

Brassard et al. present in [BHT88] a quantum algorithm for finding a collision in arbitrary r-to-one function \( F : X \rightarrow Y \), such an algorithm returns a collision...
after an expected number of $\Theta(\sqrt[3]{X})$ evaluations and uses space $\Theta(\sqrt[3]{X})$. Under the assumption that the considered hash functions are 2-to-1 and that the quantum computing does not reduce the time of hash value computations, we show the quantum security estimates in Table 1.16. In this case we consider $t_{\text{hash}} = 2^8 + 1$. Now, we set $t_{\text{hash}} = 2^8$ in order to estimate the quantum security of the proposed schemes. For the security and forward security of iMss we have used $N = 10$, which permits up to $2^{10}$ possible signatures. For the quantum security of iMss with split key we have used $N = 10$, which permits up to $2^{20}$ possible signatures. We have taken into account the iLDots with pseudorandom key as the underlying one-time signature scheme.

Table 1.16: Quantum security of the surveyed schemes.

<table>
<thead>
<tr>
<th>security</th>
<th>bit length $s$</th>
<th>160</th>
<th>224</th>
<th>256</th>
<th>384</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>bit length $s$</td>
<td>$2^{5.3}$</td>
<td>$2^{7.5}$</td>
<td>$2^{8.3}$</td>
<td>$2^{12.9}$</td>
<td>$2^{17.6}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{hash}} / \epsilon_{\text{hash}}$</td>
<td>$2^{41.2}$</td>
<td>$2^{62}$</td>
<td>$2^{72.5}$</td>
<td>$2^{114.7}$</td>
<td>$2^{156.9}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{Mss}} / \epsilon_{\text{Mss}}$</td>
<td>$2^{8.2}$</td>
<td>$2^{19}$</td>
<td>$2^{33.5}$</td>
<td>$2^{101.7}$</td>
<td>$2^{143.9}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{Mss-fs}} / \epsilon_{\text{Mss-fs}}$</td>
<td>$2^{26.2}$</td>
<td>$2^{47}$</td>
<td>$2^{57.5}$</td>
<td>$2^{93.7}$</td>
<td>$2^{141.9}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{Mss-sk}} / \epsilon_{\text{Mss-sk}}$</td>
<td>$2^{14.2}$</td>
<td>$2^{23}$</td>
<td>$2^{45.5}$</td>
<td>$2^{87.7}$</td>
<td>$2^{129.9}$</td>
<td></td>
</tr>
</tbody>
</table>

1.8 An on-line/off-line signature scheme

Even et al. presented in [ECM90] an on-line/off-line signature scheme. Roughly speaking, an on-line/off-line signature scheme has (I) a key pair divided into: a home-key and a user-key, and (II) an “on-line” process for signing messages with the user-key and an “off-line” process for pre-computing, with the home-key, necessary values during the on-line process. Even et al. proposed in their work a generic scheme using a conventional signature and a one-time signature schemes. We replace these signature schemes by two (not necessary different) multi-time
signature schemes. The off-line phase of our proposal consists of: (I) generating an instance of the multi-time signature scheme as the user-key and (II) signing the public user-key with the private home-key. The on-line phase consists of signing with the private user-key. A signature of the proposed scheme consists of \((\zeta, P_u, \tau)\), where \(\zeta\) is a signature made by the private user-key, \(P_u\) is the public user-key and \(\tau\) is the signature of \(P_u\) with the private home-key. As a practical on-line/off-line signature scheme we use private keys of instances of the iMss and of the iMss with split key for the home-keys and user-keys, respectively. We also give some estimates of the efficiency of the proposed practical version and compare them with RSA.

1.8.1 Our Proposal

Next we reformulate the definition of an on-line/off-line signature scheme given by Even et. al in [EGM90]. The goal of this kind of schemes is to take advantage of two signature schemes. The first scheme could be “slower” than the second one, whereas the second one could have a much more restricted number of possible signatures than the first one. The combination of this two schemes permits to sign “quickly” (on-line phase) with the second scheme, while the “slow” computation of a signature made by the first scheme can be done off-line. The first scheme is used to validate the public key needed to verify signatures of messages. Other advantage of this kind of scheme is that the private keys of the underlying schemes do not have to be stored in the same medium.

**Definition 1.17** Let consider two signature schemes \(\mathcal{H}\text{Sign} = (\mathcal{H}\text{Gen}, \mathcal{H}\text{Sig}, \mathcal{H}\text{Ver})\) and \(\mathcal{U}\text{Sign} = (\mathcal{U}\text{Gen}, \mathcal{U}\text{Sig}, \mathcal{U}\text{Ver})\). An on-line/off-line signature scheme \(\text{Sign}\) is a quadruple, \((\text{Gen}, \text{Offline}, \text{Sig}, \text{Ver})\), of probabilistic polynomial-time algorithms defined as follows:

**Key generation algorithm Gen.** Having as input the security parameter \(1^s\) and maybe some other information \((I_H, I_U)\), \(\text{Gen}\) computes two pairs \((H_S, H_P) \leftarrow \mathcal{H}\text{Gen}(1^s, I_H)\) and \((U_S, U_P) \leftarrow \mathcal{U}\text{Gen}(1^s, I_U)\). After that \(\text{Gen}\) computes \(\tau = \mathcal{H}\text{Sig}(U_P, H_S)\). \(H_S\) and \(H_P\) are called the secret and public home-key, respectively, \(U_S\) and \(U_P\) are called the secret and public user-key, respectively.
Finally, Gen outputs $\mathcal{H}_P$ as the public key of the scheme, $(\mathcal{H}_S, \mathcal{U}_S)$ as the secret key of the scheme and $(\tau, \mathcal{U}_P, I_d)$ as auxiliary data.

**Offline algorithm Offline (off-line phase).** Given as input the private home-key $\mathcal{H}_S$ and the auxiliary data $I_d$, Offline computes a new pair of private and public user-keys $(\mathcal{U}_S, \mathcal{U}_P) \leftarrow \mathcal{U}\text{Gen}(1^n, I_d)$ and a new $\tau = \mathcal{H}\text{Sig}(\mathcal{U}_P, \mathcal{H}_S)$. The old private user-key must be deleted.

**Signing algorithm Sig (on-line phase).** Having as input the private user-key $\mathcal{U}_S$, the auxiliary data $(\tau, \mathcal{U}_P)$ and a message $M$, Sig obtains $\zeta = \mathcal{U}\text{Sig}(M, \mathcal{U}_S)$ and outputs $\sigma = (\zeta, \mathcal{U}_P, \tau)$ as the signature of the message $M$.

**Verification algorithm Ver.** Given as input a message $M$, a signature $\sigma$ and the public key $\mathcal{H}_P$, Ver accepts the signature $\sigma$ if $\mathcal{H}\text{Ver}(M, \zeta, \mathcal{U}_P) = true$ and $\mathcal{U}\text{Ver}(\mathcal{U}_P, \tau, \mathcal{H}_P) = true$. Ver rejects it otherwise. Here $\sigma = (\zeta, \mathcal{U}_P, \tau)$.

Now, our goal is to provide from two multi-time signature schemes an on-line/off-line signature scheme which is also forward secure. In this case, we require one of them to be also forward secure. Let $\text{mt}_1\text{Sign}$ and $\text{mt}_2\text{Sign}$ be two multi-time signature schemes. Assume that one of these schemes is forward secure and each period of it consists of certain number of signatures instead of time, besides that the update of the private key can be done through the signature process, i.e. suppose that $\text{mt}_1\text{Sign} = (\text{mt}_1\text{Gen}, \text{mt}_1\text{Sig}, \text{mt}_1\text{Ver}, \text{mt}_1\text{Upd})$ and $\text{mt}_2\text{Sign} = (\text{mt}_2\text{Gen}, \text{mt}_2\text{Sig}, \text{mt}_2\text{Ver})$, and that $m_1$ is the number of possible signatures in each period of $\text{mt}_1\text{Sign}$, and if $\text{Upd}$ is not called, then the private key of $\text{mt}_1\text{Sign}$ is intrinsically updated in $\text{mt}_1\text{Sig}$ after $m_1$ signatures. If the number of possible signatures of $\text{mt}_2\text{Sign}$ is $M_i$, where $i = 1, 2$, then we will construct an on-line/off-line signature scheme with the following properties.

- It is forward secure.
- Its maximal number of signatures is $M_1 M_2$.
- Its period consists up to $M_2 m_1$ signatures.
- The time needed for its signature algorithm is the one needed by $\text{mt}_2\text{Sign}$.
• The time needed for its off-line phase is the one needed by $mt_2Gen$ and $mt_1Sig$.

• The time needed for its update process is the one needed by $mt_2Gen$, $mt_1Sig$ and $mt_1Upd$.

Next we present our proposal of an on-line/off-line and forward-secure signature scheme.

**Scheme 1.18** Let $mt_1Sign$ and $mt_2Sign$ be two multi-time signature schemes, where $mt_1Sign = (mt_1Gen, mt_1Sig, mt_1Ver, mt_1Upd)$ is additionally forward-secure and $mt_2Sign = (mt_2Gen, mt_2Sig, mt_2Ver)$. An on-line/off-line and forward-secure signature scheme is a quintuple $Sign = (Gen, Offline, Sig, Ver, Upd)$ defined as follows.

The algorithms $Offline$, $Sig$ and $Ver$ remain the same as in Scheme 1.17 on page 52. The algorithm $Gen$ additionally outputs a counter $i$ as auxiliary data to indicate the number of previous periods. The number of periods relies intrinsically on the number of possible signatures of $mt_2Sign$.

**Secret key update algorithm $Upd$**. Given as input the counter $i$ and the private key with its auxiliary data, $Upd$ updates the private home-key by a call to $mt_1Upd$. At this point the counter $i$ should be already incremented by one. $Upd$ obtains a new pair of user-keys $(U_S, U_P) \leftarrow mt_2Gen(1^s, i_U)$. After that $Upd$ computes $\tau \leftarrow mt_1Sig(U_P, H_S)$. Finally, it outputs $H_P$, $(H_S, U_S)$ and $(\tau, U_P, i_U)$.

### 1.8.2 Security

The security of the proposed scheme is based on that of the underlying multi-time signature schemes.

**Theorem 1.10** Let $mt_1Sign$ be a multi-time signature scheme which is $(t_1, \epsilon_1, M_1)$ forward secure and whose period consists of $m_1$ signatures instead of time, where $m_1 < M_1$, i.e. there exists at least two periods. Let $mt_2Sign$ be a multi-time
signature scheme which is \((t_2, e_2, M_2)\) existentially unforgeable under adaptive chosen message attacks. Let define \(c = 2 \left( \frac{c}{\alpha_2 - \alpha_1} \right) \max \{\alpha_1, \alpha_2\}\), where \(c = \left\lceil \frac{M_1}{m_1} \right\rceil\). If \(\epsilon \leq 1\), the Scheme 1.18 on the facing page \(\text{Sig}\) is \((t, \epsilon, M)\) forward secure, where \(t_1, t_2 \geq t + M_1 (t_{\text{mt}_1\text{Gen}} + t_{\text{mt}_1\text{Sig}}) + M t_{\text{mt}_2\text{Sig}}\), \(M = M_1 M_2\) and each period consists of \(m_1 M_2\) signatures instead of time. Here \(t_{\text{mt}_1\text{Gen}}, t_{\text{mt}_1\text{Sig}}\) and \(t_{\text{mt}_2\text{Sig}}\) are the time needed for \(\text{mt}_1\text{Gen}, \text{mt}_1\text{Sig}\) and \(\text{mt}_2\text{Sig}\), respectively.

**Proof**

The idea of the proof is as follows. If \(\text{Sign}\) is not forward-secure, then we are able to construct an Algorithm \(\mathcal{A}\) which breaks one of two instances of the underlying schemes. The insecurity of \(\text{Sign}\) implies the existence of a forger \(\mathcal{F}\). Thus, given as input a public key \(\mathcal{H}_P\) of scheme \(\text{mt}_1\text{Sign}\), a public key \(\mathcal{U}_P\) of scheme \(\text{mt}_2\text{Sign}\) and the necessary oracles, \(\mathcal{A}\) must compute an instance of \(\text{Sign}\). Then, \(\mathcal{A}\) calls \(\mathcal{F}\) with the public key \(\mathcal{H}_P\) and signs queries from \(\mathcal{F}\) with its created instance and with help of the oracles. With “high” probability \(\mathcal{F}\) outputs a forgery of \(\text{Sign}\) for a period \(i'\) previous to the period \(i\) when the private key was required. From that forgery \(\mathcal{A}\) outputs with “high” probability either a forgery of \(\text{mt}_1\text{Sign}\) or one of \(\text{mt}_2\text{Sign}\).

Now, suppose that \(\text{Sign}\) is not \((t, \epsilon, M)\) forward secure. Then there exists a probabilistic algorithm \(\mathcal{F} = \{\mathcal{F}_1, \mathcal{F}_2\}\) which run within time \(t\) and its advantage is

\[
\Pr[\text{Ver}(M, \langle i', \sigma \rangle, PK) = \text{true}] = \Pr[SK_0, PK) \leftarrow \text{Gen}(\{\mathcal{H}_P, \mathcal{U}_P\}); (\text{info}, t) \leftarrow \mathcal{F}_1 \text{Sign}(\langle SK, \mathcal{F}_1\text{Offline, Upd}(PK)); (M, \langle i', \sigma \rangle) \leftarrow \mathcal{F}_2 (SK_t, \text{info}) \text{ and } i' < i] < \epsilon,
\]

the adversary obtains the secret key at the \((i+1)\)-th period and the forgery corresponds to the \((i' + 1)\)-th period. \(\mathcal{F}_1\) makes no more than \(M_2\) queries to the signing oracle in each period and a total of at most \(M\) queries to the signing oracle across all the stages. The probability is taken over the coin tosses of \(\text{Gen, Sign, Offline, Upd, } \mathcal{F}_1\) and \(\mathcal{F}_2\).

We construct an algorithm \(\mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2\}\) which breaks one of the two underlying schemes. Given as input \(PK_{\text{mt}_1}\) and \(PK_{\text{mt}_2}\) the public keys of \(\text{mt}_1\text{Sign}\) and \(\text{mt}_2\text{Sign}\), respectively, and the oracles \(O_{\text{mt}_1\text{Sign}}, O_{\text{mt}_2\text{Sign}}, O_{\text{mt}_2\text{Upd}}\) and \(O_{SK}\) for
signing with the private key corresponding to $PK_{mt_1}$, signing with the private key corresponding to $PK_{mt_2}$, updating the private key corresponding to $PK_{mt_3}$ and obtaining the private key corresponding to $PK_{mt_1}$, respectively. (Generation of a random instance of $\text{Sign}$) $A_1$ sets $H_P \leftarrow PK_{mt_3}$ and chooses $0 \leq i_0 < c$ at random, where $c = \left\lfloor \frac{M_1}{m_1} \right\rfloor$. If $i_0 = 0$, $A_1$ sets $U_{R_b} \leftarrow PK_{mt_2}$. Otherwise, $A_1$ computes $(U_{S_0}, U_{R_b}) \leftarrow \text{mt}_2 \text{Gen}(1^s, \mathcal{I}_0)$. $A_1$ obtains $\tau \leftarrow \mathcal{O}_{mt_3 \text{Sig}}(U_{R_b})$. Signature oracle of $A_1$ for $\mathcal{F}_1$: Let $i$ be the counter of previous periods ($0 \leq i < c$). Having as input a message $M_{(i,j)}$, where $0 \leq j < M_2$, $A_1$ computes $\varsigma \leftarrow \text{mt}_2 \text{Sig}(M_{(i,j)}, U_{S_i})$ in case that $i \neq i_0$. Otherwise, $A_1$ computes $\varsigma \leftarrow \mathcal{O}_{mt_3 \text{Sig}}(M_{(i,j)})$. $A_1$ keeps $M_{(i,j)}$ and returns $(\varsigma, U_{R}, \tau)$ as the signature of the message. **Off-line oracle of $A_1$ for $\mathcal{F}_1$:** $i$ is increased by one. If $i = i_0$, $A_1$ sets $U_{P_i} \leftarrow PK_{mt_2}$. Otherwise, $A_1$ computes $(U_{S_i}, U_{P_i}) \leftarrow \text{mt}_2 \text{Gen}(1^s, \mathcal{I}_0)$. $A_1$ obtains $\tau \leftarrow \mathcal{O}_{mt_3 \text{Sig}}(U_{P_i})$. $A_1$ deletes the old private user-key, if any exists, and keeps the public user-key. **Update oracle of $A_1$ for $\mathcal{F}_1$:** $A_1$ calls $\text{mt}_3 \text{Upd}$. At this point the counter $i$ should be already incremented by one. As for the off-line oracle if $i = i_0$, $A_1$ sets $U_{P_i} \leftarrow PK_{mt_2}$. Otherwise, $A_1$ computes $(U_{S_i}, U_{P_i}) \leftarrow \text{mt}_2 \text{Gen}(1^s, \mathcal{I}_0)$. $A_1$ obtains $\tau \leftarrow \mathcal{O}_{mt_3 \text{Sig}}(U_{P_i})$. $A_1$ deletes the old private user-key, if any exists. **Secret key obtainment oracle of $A$ for $\mathcal{F}_1$:** if $i = i_0$, then $A$ outputs “failure” and stops trying to find a forgery. Otherwise $A_1$ has already $U_{S_i}$, then obtains $H_S \leftarrow \mathcal{O}_{SK}$ and finally, outputs $(H_S, U_{S_i})$ as the secret key.

**Use of $\mathcal{F}$ to obtain a forgery:** Now, $A_1$ calls $\mathcal{F}_1(H_P)$ and signs queries of $\mathcal{F}_1$ as described above. The off-line oracle must be called at most each $M_2$ signatures, when the update oracle has not been called in the middle of those $M_2$ signatures. The update oracle can be called at any time, but not more than $c$. $A_i$ obtains $(\text{info}, i)$, the output of $\mathcal{F}_1$. With probability at least of $1 - \frac{1}{c}$ we have that $i \neq i_0$, then with that probability $A$ obtains the private key $(H_S, U_{S_i})$. Given as input $(\text{info}, \{M_{(k,j)}\}_{0 \leq k < i}, i, H_S, U_{S_i})$, $A_2$ calls $\mathcal{F}_2(\text{info}, (H_S, U_{S_i}))$ in order to obtain a forgery $(M, \langle i', \sigma \rangle)$ of $\text{Sign}$ with probability at least $\epsilon$. If $\langle i', \sigma \rangle$ is a forgery, then $\langle i', \sigma \rangle$ has the form $(\varsigma, U_{P_{i'}}, \tau)$. $A_2$ outputs $(U_{P_{i'}}, \tau)$ as forgery of $\text{mt}_3 \text{Sign}$ in case of $U_{P_{i'}} \neq U_{P_{i'}}$ or outputs $(M_{(i)}, \varsigma)$ as forgery of $\text{mt}_2 \text{Sign}$ otherwise.

**Success of $A$ in forging a signature:** Let $\mathcal{P}$ be the probability that $U_{P_{i'}} \neq U_{P_{i'}}$. Recall that the probability that $\mathcal{F}$ obtains the private key of $\text{Sign}$ when it
requires it is at least $1 - \frac{1}{c}$, and the probability that $F$ forgives a signature given the private key is at least $\epsilon$. So, if $P \geq \frac{1}{2}$, $A$ outputs a forgery of $mt_1\text{Sign}$ with probability $\geq (1 - \frac{1}{c}) \frac{\epsilon}{2} \geq \epsilon_1$ within time $t_1$. On the other hand, if $P < \frac{1}{2}$, then the probability that $i' = i_0$ is $\frac{1}{c}$. Thus, $A$ outputs a forgery of $mt_2\text{Sign}$ with probability $> (1 - \frac{1}{c}) \frac{1}{c} \frac{\epsilon}{2} \geq \epsilon_2$ within time $t_2$. Any of the previous cases contradicts the assumption of either the forward security of $mt_1\text{Sign}$ or the security of $mt_2\text{Sign}$.

\[\square\]

### 1.8.3 Efficiency

Next we show the size and the needed time of the elements of the proposed scheme in terms of the elements of the underlying schemes.

In Table 1.17 we show the size of the elements of the proposed scheme. The values $\ell(SK_i)$, $\ell(PK_i)$ and $\ell(Sig_i)$ are the bit length of the private key, the public key and the signature, respectively, of the signature scheme $mt_i\text{Sign}$ for $i = 1, 2$.

<table>
<thead>
<tr>
<th>Element</th>
<th>Size in bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public key</td>
<td>$\ell(PK_1)$</td>
</tr>
<tr>
<td>Secret home-key</td>
<td>$\ell(SK_1)$</td>
</tr>
<tr>
<td>Secret user-key</td>
<td>$\ell(SK_2)$</td>
</tr>
<tr>
<td>Auxiliary values</td>
<td>$\ell(PK_2) + \ell(Sig_1)$</td>
</tr>
<tr>
<td>Signature</td>
<td>$\ell(Sig_2) + \ell(PK_2) + \ell(Sig_1)$</td>
</tr>
</tbody>
</table>

In Table 1.18 on the following page we show the time needed by the algorithms employed by the proposed scheme. The values $t_{mt_i\text{Gen}}$, $t_{mt_i\text{Sig}}$ and $t_{mt_i\text{Ver}}$ are the times needed by the key generation, signature and verification algorithms, respectively, of the scheme $mt_i\text{Sign}$, for $i = 1, 2$. The value $t_{mt_i\text{Upd}}$ is the time needed by the secret key update algorithm of $mt_1\text{Sign}$.
Table 1.18: Efficiency of the proposed on-line/off-line scheme (time)

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key generation</td>
<td>$t_{mt_1\text{Gen}} + t_{mt_2\text{Gen}}$</td>
</tr>
<tr>
<td>Signature</td>
<td>$t_{mt_2\text{Sig}}$</td>
</tr>
<tr>
<td>Verification</td>
<td>$t_{mt_1\text{Ver}} + t_{mt_2\text{Ver}}$</td>
</tr>
<tr>
<td>Off-line phase</td>
<td>$t_{mt_1\text{Gen}} + t_{mt_1\text{Sig}}$</td>
</tr>
<tr>
<td>Update</td>
<td>$t_{mt_1\text{Upd}} + t_{mt_2\text{Gen}} + t_{mt_1\text{Sig}}$</td>
</tr>
</tbody>
</table>

1.8.4 A Practical Case

In this Section we present a practical case of the proposed on-line/off-line signature scheme. We use the iMss and the iMss with split key as $mt_1\text{Sign}$ and $mt_2\text{Sign}$, respectively. Since multi-time signature schemes are more efficient than conventional ones for certain parameters and although the number of signatures are limited, our proposal is quite efficient and, in practical sense, unlimited in the number of possible signatures.

We will use the iMss as described in Scheme 1.15 on page 37, $M_1\text{Sign} = (M_1\text{Gen}, M_1\text{Sig}, M_1\text{Ver}, M_1\text{Upd})$, to manage the home-keys and the iMss with split key as described in Scheme 1.16 on page 43, but without the secret key update algorithm, $M_2\text{Sign} = (M_2\text{Gen}, M_2\text{Sig}, M_2\text{Ver})$, to manage the user-keys. In this case we output as part of the public key the integer $N_2$ which denote the depth of the secondary tree. Thus the public key is $(R, N_1, N_2)$, where $R$ is the root of the main Merkle tree, $N_1$ and $N_2$ are the depth of the main and secondary Merkle tree, respectively. Besides, note that the update algorithm is not necessary for the application of the iMss with split key. After certain number of signatures, the secret key of an instance of the iMss with split key is updated through the signature algorithm.

In Table 1.19 on the next page we present the size of the private and public key and the size of a signature. In that table $s$ is the length of the output of the underlying hash function, $s'' = \frac{s + 3 \log_2 s}{2}$, $l_{\text{int}}$ is the bit length of the counter, and $N_i$ indicates that by $M_i\text{Sign}$ can be created up to $2^{N_i}$ signatures, for $i = 1, 2$. With the proposed scheme can be created up to $2^N$ signatures, where $N = N_1 + N_2$. 
Table 1.19: Size of the keys and signature

<table>
<thead>
<tr>
<th></th>
<th>Size in bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public key</td>
<td>$s + 2l_{\text{int}}$</td>
</tr>
<tr>
<td>Secret home-key</td>
<td>$s \left(2\left[\frac{N_1}{s}\right] + 3N_1\right) + l_{\text{int}}$</td>
</tr>
<tr>
<td>Secret user-key</td>
<td>$s\left(2\left[\frac{N_2}{s''}\right]+1 + 4N_2 + s'' + 1\right) + 3l_{\text{int}}$</td>
</tr>
<tr>
<td>Auxiliary values</td>
<td>$s(s'' + N_1 + 1) + l_{\text{int}}$</td>
</tr>
<tr>
<td>Signature</td>
<td>$s(3s'' + 3 + N_2 + N_1) + 3l_{\text{int}}$</td>
</tr>
</tbody>
</table>

An advantage of this scheme is that the user-key and the home-key do not have to be stored in the same place. Another advantage is also that the off-line phase could be done either at the beginning or at the end of the day when the private key is used. In this last case, if we use $N_1 = 14$ and $N_2 = 16$, we are able to sign up to $2^{16}$ times per day during $2^{24}$ days. In Table 1.20 we give two examples of the proposed scheme with hash functions whose size of the output is 256 and 384. The auxiliary values have been included into the private user-key, since those values are part of the signature which is made by such private key.

Table 1.20: Size of the keys and signature

<table>
<thead>
<tr>
<th></th>
<th>home-key in Kb</th>
<th>user-key in Kb</th>
<th>signature in Kb</th>
<th>security $2^t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>$N_2$</td>
<td>$N$</td>
<td>256</td>
<td>384</td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td>30</td>
<td>4.66</td>
<td>6.98</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>40</td>
<td>33.87</td>
<td>50.81</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>384</td>
<td>12.27</td>
<td>33.96</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>384</td>
<td>14.17</td>
<td>30.25</td>
</tr>
<tr>
<td></td>
<td>33.87</td>
<td>50.81</td>
<td>13.96</td>
<td>36.48</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>384</td>
<td>14.46</td>
<td>30.7</td>
</tr>
<tr>
<td></td>
<td>33.87</td>
<td>50.81</td>
<td>2^{94}</td>
<td>2^{158}</td>
</tr>
<tr>
<td></td>
<td>33.87</td>
<td>50.81</td>
<td>2^{88}</td>
<td>2^{152}</td>
</tr>
</tbody>
</table>

1.9 Pseudocode for the proposed algorithms

From page 61 to page 69 we give a pseudo-code for the algorithms presented in this chapter.
The parameter $N$ allows to create up to $2^N$ signatures. The iMss with split key is much more efficient than the oMss and iMss. During the key generation algorithm $2^N$ one-time key pairs and pseudorandom numbers must be computed by iMss, while only $2^{2\frac{N}{2}}$ one-time key pairs and pseudorandom numbers plus a one-time signature must be computed in iMss with split key.

During the signature algorithm a new key pair of the Merkle signature scheme must be computed after $2^N$ signed messages. In this case, a signature requires the same time as a generation key every $2^N$ signed messages. Such time can be spread along the signature algorithm itself. Two nodes of the Merkle tree can be computed right after each created signature as part of the signature process. We describe it in Algorithm 1.5 on page 64, which is employed in Algorithm 1.2.

By Szydlo algorithm up to $N$ Merkle tree's leaves are computed and are spread. Therefore, we must have an efficient way to compute them. If $0 \leq p \leq N$ and $q = N - p$, then we can store $2^p$ PRG's outputs in order to compute each Merkle tree's leaf with up to $2^p$ calls to the PRG.

In Algorithm 1.8 on page 67 we set $p = \left\lfloor \frac{N}{2} \right\rfloor$. The auxiliary values $\text{Auth}_k$ are needed in the Szydlo algorithm, that is why they are computed, too.

The Szydlo algorithm Szydlo\_method is used as a black box in Algorithm 1.9 on page 68 in order to compute the $i$-th sibling path of a Merkle tree's leaf needed to compute a Merkle signature in an efficient way. This method uses as input the values $\text{Auth}_k$, which are computed in Algorithm 1.8 on page 67. The auxiliary $\text{Keep}_k$ and $\text{Need}_k$ are updated during each use of Szydlo\_method, for $0 \leq k < N$. The Szydlo algorithm outputs the sibling paths sequentially. The values $\text{Keep}_k$ and $\text{Need}_k$ can be initialized to the null string for $i = 0$.

In the Szydlo algorithm a leaf must be computed calling Leaf\_Calc. In Algorithm 1.6 on page 66 the value of leaf leaf is obtained from $Pr = \{x_{i-1}\} \cup \{x_{2^i-1}\}_{\frac{N}{2}<k<2^i}$. Therefore, the signature algorithm of the iMss with split key is equivalent to two calls to the signature algorithm of the iMss with parameter $\frac{N}{2}$ plus the computation of two nodes of a Merkle tree. The verification algorithm of the iMss with split key is equivalent to two calls to the verification algorithm of the iMss, but with parameter $\frac{N}{2}$. 
The Merkle verification algorithm is presented in Algorithm 1.10 on page 69. The improved versions for the key generation, the signature and the verification algorithms are presented in Algorithms 1.1, 1.2 on the following page and 1.3 on page 63, respectively.

In all algorithms we assume that the underlying hash function $H$ and the one-time signature scheme $\text{1Sign} = (\text{1Gen}, \text{1Sig}, \text{1Ver})$ are known by all parties. Recall that the security parameter $s$ is inherent to the length of the output of $H$.

The improved Merkle signature scheme with split key generation algorithm is described by the algorithms 1.1, 1.2, 1.3 and 1.4.

**Algorithm 1.1 iMskGen**

**Key Generation Algorithm of the iMss with split key:** obtainment of a key pair and auxiliary values for signing efficiently

**Input:** $N = 2N'$

**Output:** Private and public keys $(Pr, Pu)$ and auxiliary values

**Procedure:**

\[
(Pr_A, Pu_A, \{Auth_{Ak}\}_{0 \leq k < N'}) \leftarrow \text{iMGen}(N');
\]

\[
(Pr_B, Pu_B, \{Auth_{Bk}\}_{0 \leq k < N'}) \leftarrow \text{iMGen}(N');
\]

$\chi \leftarrow \chi_{A0}$ /* $\chi_{A0}$ extracted from $Pr_A$ */

$\chi_C \leftarrow \{0, 1\}^s$ /* chosen at random ($\chi_{C, -1}$) */

$i \mod 2^{N'} \leftarrow 0$;

$i \div 2^{N'} \text{ -- plus} 1 \leftarrow 0$;

$j \leftarrow N'$;

$FL \leftarrow \text{true}$;

$k_{at \_ level} \leftarrow 0$;

$\zeta \leftarrow \text{iMSig}(Pu_B, Pr_A, i \div 2^{N'} \text{ -- plus} 1, \{Auth_{Ak}, Keep_{Ak}, Need_{Ak}\}_{0 \leq k < N'})$;

$Pu = (N', Pu_A)$ /* the public key */

$Pr = (Pr_A, Pr_B)$ /* the private key */

/*
\begin{align*}
&\text{Keep the auxiliary values} \\
&\{Auth_{Xk}, Keep_{Xk}, Need_{Xk}\}_{0 \leq k < N', X = A, B}, (\zeta, Pu_B), N, i \mod 2^{N'} = 0, \\
&i \div 2^{N'} \text{ -- plus} 1 = 1, j, FL \text{ and } k_{at \_ level} \\
&\end{align*}
*/

return $(Pr, Pu, \text{ and the auxiliary values})$;
Note: The functions \( \text{iMG} \) and \( \text{iMS} \) are described in Algorithms 1.8 on page 67 and 1.9 on page 68, respectively.

---

**Algorithm 1.2 iMS**

**Signature Algorithm of the iMS with split key:**

Computation of a signature. Obtainment of a sibling path by Szydlo method.

**Input:** Message \( M \), the private key \( Pr = (Pr_A, Pr_B, \text{and auxiliary values}) \)

**Output:** Signature \( \sigma = (\tau, Pu_B, \zeta) \) and actualization of the auxiliary values

**Procedure:**

\[
\begin{align*}
\text{\( \ast N = 2N' \ast \)} & \\
\tau & \leftarrow \text{MS}(M, Pr_B, \text{i.mod.2}\!^\!N', \{\text{Auth}_{B,k}, \text{Keep}_{B,k}, \text{Need}_{B,k}\}_{k=0}^{N-1}); \\
\sigma & \leftarrow (\tau, Pu_B, \zeta); \\
\text{miMG}(N', Pr_C, Pu_C, \chi_C, \{\text{Auth}_{C,k}\}_{k=0}^{N-1}, j, k, \text{at_level}, \text{stack}, \text{FL}); \\
\text{if (i.div.2}\!^\!N'_{\ast} \ast \ast \ast \ast \ast \text{plus.1} \leq \text{i.mod.2}\!^\!N') & \\
\text{NLCom}(\chi, \text{i.mod.2}\!^\!N', \text{index, needed_index, needed_leaf_values}); \\
\text{fi}
\end{align*}
\]

\[
\begin{align*}
\text{i.mod.2}\!^\!N' & \leftarrow \text{i.mod.2}\!^\!N' + 1; \\
\text{if (0} & \equiv \text{i mod.2}\!^\!N' \mod 2^{N'}) \\
(Pr_B, Pu_B) & \leftarrow (Pr_C, Pu_C); \\
(Pr_C, Pu_C) & \leftarrow \text{empty_key_pair}; \\
\chi_C & \leftarrow \{0, 1\}^s / \ast \text{ chosen at random } * / \\
j & \leftarrow N'; \\
k, \text{at_level} & \leftarrow 0; \\
\text{stack} & \leftarrow \text{empty_stack}; \\
\text{FL} & \leftarrow \text{true}; \\
\chi & \leftarrow \chi_{A_i, \text{div.2}\!^\!N'_{\ast} \ast \ast \text{plus.1}}; \\
\text{index} & \leftarrow 0; \\
\text{Obtain needed_index from Szydlo_method with } \{\text{Auth}_{A,k}, \text{Keep}_{A,k}, \text{Need}_{A,k}\}_{k=0}^{N-1} \\
\text{needed_leaf_values} & \leftarrow \text{vector_of_nullbit_strings}; \\
\zeta & \leftarrow \text{MS}(Pu_B, Pr_A, \text{i.div.2}\!^\!N'_{\ast} \ast \ast \ast \ast \ast \text{plus.1}, \{\text{Auth}_{A,k}, \text{Keep}_{A,k}, \text{Need}_{A,k}\}_{k=0}^{N-1}); \\
\text{i.mod.2}\!^\!N' & \leftarrow 0; \\
\text{fi}
\end{align*}
\]

**return** \( \sigma \);
Note: The functions \text{miMGen}, \text{imMSig} and \text{NLCom} are described in Algorithms 1.5 on the following page, 1.9 on page 68 and 1.6 on page 66, respectively.

Algorithm 1.3 \text{iMskVer} Verification Algorithm of the iMss with split key: Verification of the validity of a signature with respect to a message.

\textbf{Input:} Message \(M\), signature \(\sigma = (\tau,Y,\zeta)\) and public key \(Pu\)

\textbf{Output:} true for a valid one. Otherwise false.

\textbf{Procedure:}

\begin{verbatim}
/ * N = 2N' */
if (imVer(M, \tau, (N', Y)) == false)
    return false;
fi
if (imVer(Y, \zeta, Pu) == false)
    return false;
fi
return true
\end{verbatim}

Note: The function \text{imVer} is described in Algorithm 1.10 on page 69.

Algorithm 1.4 \text{iMskUpd} Update Algorithm of the iMss with split key:

\textbf{Actualization of the private key and auxiliary data needed for the next period.}

\textbf{Input:} Private key \((Pr_A, Pr_B)\) and auxiliary data.

\textbf{Output:} Private key for the following period and auxiliary data.

\textbf{Procedure:}

\begin{verbatim}
while (j \neq 0) do
    miMGen(N', Pr_C, Pu_C, \chi_C; \{Auth_{C,k}\}_{k=0}^{N'-1}, \{j, k\text{-at level, stack, FL}\};
od
(Pr_B, Pu_B) \leftarrow (Pr_C, Pu_C);
(Pr_C, Pu_C) \leftarrow \text{empty key-pair};
\chi_C \leftarrow \{0,1\}^s \text{ /* chosen at random */}
\end{verbatim}
\[ j \leftarrow N' \]
\[ k\text{.at\_level} \leftarrow 0; \]
\[ \text{stack} \leftarrow \text{empty\_stack}; \]
\[ \text{FL} \leftarrow \text{true}; \]
\[ \chi \leftarrow \chi_{A_i \text{div} \, 2^{N'}} \text{ plus } 1; \]
\[ \text{index} \leftarrow 0; \]
\[ \text{Obtain needed index from Szydlko method with } \{\text{Auth}_{A,k}, \text{Keep}_{A,k}, \text{Need}_{A,k}\}_{k=0}^{N'-1} \]
\[ \text{needed\_leaf\_values} \leftarrow \text{vector of null bit strings}; \]
\[ \zeta \leftarrow \text{MSig}(Pu_B, Pr_A, i, \text{div} \, 2^{N'} \text{ plus } 1, \{\text{Auth}_{A,k}, \text{Keep}_{A,k}, \text{Need}_{A,k}\}_{k=0}^{N'-1}); \]
\[ i \text{ mod } 2^N \leftarrow 0; \]
\[ \text{return } (Pr_A, Pr_B) \text{ and the auxiliary data}; \]

End of Algorithm 1.4

In Algorithm 1.5 is computed two nodes of a third Merkle tree during each call. This algorithm is an auxiliary one employed in Algorithm 1.2.

Algorithm 1.5 \textit{miMGen modified Key Generation Algorithm of the iMss:}

Obtainment of a key pair and auxiliary values through computation of two nodes of the Merkle tree by each call

\textbf{Input:} \( N = 2N' \), \( (Pr_C, Pu_C), \chi, \{\text{Auth}_{C,k}\}_{0 \leq k < N'} \), \( j, \text{k\_at\_level}, \text{stack and FL} \)

\textbf{Output:} updated \( (Pr_C, Pu_C), \chi, \{\text{Auth}_{C,k}\}_{0 \leq k < N'} \), \( j, \text{k\_at\_level}, \text{stack and FL} \)

\textbf{Procedure:}

\begin{verbatim}
int computed;
hash\_value K; left, right, root;
computed \leftarrow 0;
while (0 < j) do
    if (FL == true)
        j \leftarrow N';
        if (0 == k\_at\_level[N'] \mod 2^p)
            update\_Pr(\chi, Pr_C);
            /* \{\chi_{2^p-1}\}_{0 \leq i < 2^p} is being stored */
        fi
        (\chi, seed) \leftarrow PRG(\chi);
    fi
end
\end{verbatim}
(\(Pr_{18}, Pu_{18}\)) \(\leftarrow 1\text{Gen}(seed)\);
\(K \leftarrow H(Pu_{18})\);
\(computed \leftarrow computed + 1\);
\(\text{push}(stack, K, j, k_{at\_level}[j])\);
\(k_{at\_level}[j] \leftarrow k_{at\_level}[j] + 1\);
fi
if (\(computed == 2\))
\(FL = \text{not}(two\_at\_same\_level(stack))\);
return;
fi
while (\(two\_at\_same\_level(stack)\)) do
\(\text{pop}(stack, right, j, right_{at\_level}[j])\);
\(\text{pop}(stack, left, j, left_{at\_level}[j])\);
if (\(right_{at\_level}[j] == 1\))
\(Auth_{C,N-j} \leftarrow right\);
fi
\(j \leftarrow j - 1\);
\(K \leftarrow H(\text{concat}(left, right))\);
\(computed \leftarrow computed + 1\);
\(\text{push}(stack, K, j, k_{at\_level}[j])\);
\(k_{at\_level}[j] \leftarrow k_{at\_level}[j] + 1\);
if (\(computed == 2\))
\(FL \leftarrow \text{not}(two\_at\_same\_level(stack))\);
return;
fi
od
\(FL \leftarrow true\);
od
\(\text{pop}(stack, root, j, k_{at\_level}[0])\);
\(Pu_{C} \leftarrow (N', root)\);
\(Pr_{C} \leftarrow (\{\lambda_{1}\}_{0 \leq i < 2^{e}}, \{Auth_{C,j}\}_{0 \leq j < 2^{e}})\);
return;

The auxiliary algorithms 1.6 and 1.7 compute a leaf of the Merkle tree in two
different fashion.

In Algorithm 1.6 one seed at a time is computed. A certain leaf needed by Szydllo method is computed after that the corresponding seed is reached. In this way, the computation of the needed leaves for a signature of a main Merkle tree is the iMss with split key is spread during the signature process.

In Algorithm 1.7 a leaf is computed at once. This process is needed by the signature of the iMss.

**Algorithm 1.6** *NLCom computation of a needed leaf*: Computation of the needed leaf values in the Szydllo method, which will be used in the improved Merkle Signature Algorithm

**Input:** \( \chi, \text{leaf.index}, \text{index}, \text{needed.index}, \text{needed.leaf.values} \)

**Output:** updated values for \( \chi, \text{index}, \text{needed.index}, \text{needed.leaf.values} \)

**Procedure:**

\[
(\chi, \text{seed}) \leftarrow \text{PRG}(\chi);
\]

if \( (\text{leaf.index} == \text{needed.leaf}[\text{index}]) \)

\[
(X, Y) \leftarrow \text{1Gen}(\text{seed});
\]

\[
\text{needed.leaf.values}[\text{index}] \leftarrow H(Y);
\]

\[
\text{index} \leftarrow \text{index} + 1;
\]

fi

End of Algorithm 1.6

**Algorithm 1.7** *Computing a Merkle tree’s leaf*: Leaf-Calc Algorithm

**Input:** \( N \), private key \( Pr = \{\chi_{i-1}\} \cup \{\chi_{2^p-1}\}_{i \leq 2^p} \), index \text{leaf} and counter \text{i}

**Output:** the value of the leaf whose index is \text{leaf}

**Procedure:**

\[
k \leftarrow \left\lfloor \frac{\text{leaf}}{2^p} \right\rfloor;
\]

if \( i < k2^p \)

then

\[
(G, \text{seed}) \leftarrow \text{PRG}(\chi_{i2^p-1});
\]

\[
k \leftarrow k2^p;
\]
else
    \((G, seed) \leftarrow PRG(\chi_{i-1})\);
    \(k \leftarrow i\);
fi
for \((count = k; count < leaf; count++)\) do
    \((G, seed) \leftarrow PRG(G)\);
end
\((Pr_{leaf}, Pu_{leaf}) \leftarrow 1Gen(seed)\);
\(L \leftarrow H(Pu_{leaf})\);
return \(L\);

End of Algorithm 1.7

The improved Merkle signature scheme (iMss) is described by the algorithms 1.8 to 1.10. Recall that the secret key update algorithm \textit{iMUpd} is inherent to the signature algorithm \textit{iMSig}.

\textbf{Algorithm 1.8 iMGen Key Generation Algorithm of the iMss:} Obtaining of the key pair and auxiliary values for signing efficiently

\textbf{Input:} \(N\)

\textbf{Output:} \((Pr, Pu)\) and \(\{Auth_k\}_{0 \leq k < N}\)

\textbf{Procedure:}

\begin{verbatim}
int j, k, at level[N, max];
hash value K;
\chi \leftarrow \{0, 1\}^* / * \chi_{k-1} at random */
k, at, level \leftarrow 0;
j \leftarrow N;
while \((0 < j)\) do
    j \leftarrow N;
    if \((0 \equiv k, at, level[N] \mod 2^p)\)
        store(\chi);
        /* \(\{\chi_{k-1}\}_{0 \leq k < 2^p}\) is being stored */
    fi
    \((\chi, seed) \leftarrow PRG(\chi)\);
\end{verbatim}
(Pr₁ₛ, Pu₁ₛ) ← 1Gen(seed);
K ← H(Pu₁ₛ);
push(stack, K, j, k.at.level[j]);
k.at.level[j] ← k.at.level[j] + 1;
while (two.at.same.level(stack)) do
    right ← pop(stack);
    left ← pop(stack);
    if (k.at.level[j] == 1)
        Authₙ₋₁,j ← right.value;
    fi
    j ← left.j − 1;
    K ← H(concat(left.value, right.value));
push(stack, K, j, k.at.level[j]);
k.at.level[j] ← k.at.level[j] + 1;
end
root ← pop(stack);
Pu ← (N, root.value);
Pr ← (χ₁, 1,…, χₙ₋₁)₀≤k≤N

Algorithm 1.9 iMSig Signature Algorithm of the iMsst: Signature computation. Efficiently computation of a sibling path by Szydlo method
Input: Message M, private key Pr, counter i, and {Authₖ, Keepₖ, Needₖ}₀≤k≤N
Output: Signature τ = (i, τ₁ₛ, Y₁ₛ, Pₙ,…, P₁)
Procedure:

χᵢ₋₁ ← extract_from_private_key(Pr, i)
(χᵢ, seedᵢ) ← PRG(χᵢ₋₁)
(Pr₁ₛ, Pu₁ₛ) ← 1Gen(s, seedᵢ)
τ₁ₛ ← 1Sig(M, Pr₁ₛ)
(Pₙ,…, P₁) ← Szydlo_method({Authₖ, Keepₖ, Needₖ}₀≤k≤N, Pr)
τ ← (i, τ₁ₛ, Pu₁ₛ, Pₙ,…, P₁)
(χᵢ₊₁, seedᵢ₊₁) ← PRG(χᵢ)
Delete $\chi_{i-1}$ from $Pr$ and include $\chi_i$ in $Pr$
Increment $i$ by 1

Algorithm 1.10 iMVer **Verification Algorithm of the iMss:** Verification of the validity of a signature with respect to a message

**Input:** Message $M$, signature $\tau = (i, \tau_{1s}, Y, P_N, \ldots, P_1)$ and public key $(N, R)$

**Output:** true for a valid signature. Otherwise, false

**Procedure:**

```plaintext
hash_value W, left, right;
int j;
if (1Ver($\tau_{1s}, Y, Y$) == false)
    return false;
fi
W ← H(Y);
for ($j = N; 0 < j; j --$) do
    if ($\left| \frac{\sqrt{j}}{\sqrt{2}^{\sqrt{2}}} \right| \mod 2 == 0$)
        then
            left ← W;
            right ← P_j;
        else
            left ← P_j;
            right ← W;
        fi
    W ← H(concat(left, right));
    od
if (W ≠ R)
    return false;
fi
return true;
```

End of Algorithm 1.10
Conclusion

We proved that the original Merkle signature scheme is existentially unforgeable under adaptive chosen message attack. We also presented a forward-secure signature scheme from any cryptographically secure pseudorandom bit generator, one-time signature scheme and hash function. As practical case we have used for our estimates and measurements hash functions like RIPEMD160, SHA-224, SHA-256, SHA-384 and SHA-512 [RFCa, FIPa, RFCb, FIPb, DBP96], and ISAAC as pseudorandom bit generator [ISA]. We have employed our improved version of the Lamport-Diffie one-time signature scheme as the underlying one-time signature scheme in our improvements to the Merkle multi-time signature scheme. We have implemented our improved versions of the Lamport-Diffie one-time signature scheme (with random key and with pseudorandom key) and have shown some experimental results of their efficiency and security. We have presented some schemes based on the work of Merkle. We have shown some estimates of the length of the keys and signature and we have proved their security. These schemes are also secure in the quantum computing epoch provided that the best quantum collision finder is the one proposed in [BHT88].
Chapter 2

Integer Multiplication

In this chapter we give an overview on some multiplication algorithms and estimate depending on the bit length of the integers to be multiplied, which algorithm is faster. We compare the number of multiplications of base words (\textit{MOB}) to be made by each multiplication algorithm taking also into account the number of additions needed. We view a multiplication of two base words as a unit of computation and an addition of two base words as a fraction of a unit of computation.

2.1 Introduction

The RSA and ElGamal alike cryptosystems are widely employed for signing digital documents. The security of those type of schemes relies on the difficulty in factoring big integers or in obtaining the discrete logarithms. Shor presented in [Sho94] a quantum algorithm for solving the integer factorization problem and the discrete logarithm problem in polynomial time. In [VSS+01, VSS+00] Breyta et al. reported their successful implementations of the Shor’s algorithm [Sho94] in a quantum system of seven qu-bits and of the Grover’s algorithm [Gro96] in a quantum system of three qu-bits. They were able to create some quantum environments for factoring the integer 15 and for searching in a list of three elements. Although these quantum environments are still too small to be a threat on RSA and ElGamal alike cryptosystems, they could be a first step for the development of bigger quantum environments.
A question is raised: Could the RSA and ElGamal alike cryptosystems be still used during the development of quantum computers? In other words; how big should the bit length of the corresponding modulus be in order that the cryptosystem remains secure, under the assumption of the existence of limited quantum computers? Would the cryptosystem be still efficient with such a bit length of the modulus?

Modular exponentiations are employed in the RSA and ElGamal alike cryptosystem. Modular exponentiation involves modular multiplication and this last operation can be done with integer multiplications avoiding division by the modulus as presented by Montgomery in [Mon85]. Thus, if we want to compute modular exponentiations fast, we can take advantage of fast integer multiplication algorithms and apply an adequate one in order to speed up the RSA or ElGamal alike cryptosystems. Karatsuba [AK63, Kn97] and Schönhage [SS71, SWV] provided multiplication methods faster than the naïve one, if the size of the two integers to multiply is big enough.

### 2.2 RSA and limited Quantum Computers

The product of two prime numbers is used as part of the public key in the RSA cryptosystem. Such a product is the modulus for the modular exponentiations needed in the algorithms of the cryptosystem. If the factorization of the modulus is known, then the private key can be efficiently computed. The security of the RSA cryptosystem is based on the assumption that the computation of certain types of roots is as difficult as computing the factorization of the modulus. The fastest factoring “classical” algorithm is the general number field sieve with a sub-exponential run-time \( O(e^{1.922(\ln n)^{\frac{1}{3}}(\ln \ln n)^{\frac{2}{3}}}) \). Brent made in [Bre99] estimates of when a number of certain bit length could be factored. If \( B \) is the bit size of the RSA modulus and \( Y \) is the year when such number could be factored, then \( Y = 13.24(B \log 2)^{\frac{1}{3}} + 1928.6 \). According to this formula, we construct Table 2.1 on the facing page.

From the table we could infer the security in long term for each modulus size against classical computers.
Table 2.1: Factoring RSA modulus with classical computers

<table>
<thead>
<tr>
<th>Bit size</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>768</td>
<td>2009.86</td>
</tr>
<tr>
<td>1024</td>
<td>2018.04</td>
</tr>
<tr>
<td>2048</td>
<td>2011.29</td>
</tr>
<tr>
<td>4096</td>
<td>2070.57</td>
</tr>
</tbody>
</table>

Lenstra and Verheul made in [LV01] some key size recommendations for several cryptosystems, in particular for RSA, in different years up to 2050. They suggested not to use a 1028, 2054 and 4047 bit RSA key beyond 2002, 2023 and 2050, respectively. If we compare those suggestions with Table 2.1, we can see that messages ciphered with those kind of keys are secure for at least 15 years after their last suggested year of use.

Shor presented a couple of quantum algorithms in [Sho94] for solving the integer factoring and discrete logarithm problems in polynomial time. A consequence of his result is that the RSA cryptosystem will not be secure in the time of quantum computers any more.

We do not know if quantum computers can be built in such way that they can manage a big enough number of qu-bits and quantum gates to factor a integer of $2^{128}$ bits, for instance. On the other hand, a 7-qu bit quantum environment has been developed in [VSS+01] to implement the Shor's factoring algorithm to factorize $N = 15$ and also a 3-qu bit quantum system in [VSS+00] to implement the Grover's search algorithm [Gro96]. These sort of quantum environment are still harmless to be a threat to the RSA scheme.

In [Bea03] Beaurgard introduced a circuit for Shor's algorithm which uses $2n+3$ qu-bits and $O(n^3 \log_2 n)$ elementary quantum gates to factor an $n$-bit integer.

Therefore, even though the quantum computer could be gradually improved, the widely employed RSA cryptosystem will remain secure if an adequate size of the modulus is used. A disadvantage of increasing the bit length of the modulus is an increase in the consumption of time for encrypting and decrypting.
In Table 2.2 we show the time needed to sign and verify a message. We have used the cryptographic library OpenSSL [Ope] version 0.9.8. The experiments were made on a Pentium III, SuSE 9.3 at 1.1 GHz. As we can see the application of \(2^n\) bit-length RSA keys is impractical with the current technology for \(n \geq 13\).

Table 2.2: Timing for signing and verifying with RSA on a Pentium III, SuSE 9.3, at 1.1 GHz.

<table>
<thead>
<tr>
<th>key bit length</th>
<th>Signature</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>3.0 ms</td>
<td>0.26 ms</td>
</tr>
<tr>
<td>1024</td>
<td>9.15 ms</td>
<td>0.45 ms</td>
</tr>
<tr>
<td>2048</td>
<td>58.41 ms</td>
<td>1.3 ms</td>
</tr>
<tr>
<td>4096</td>
<td>285.83 ms</td>
<td>4.42 ms</td>
</tr>
<tr>
<td>8192</td>
<td>1.9 sec</td>
<td>27.14 ms</td>
</tr>
<tr>
<td>16384</td>
<td>13.34 sec</td>
<td>68.72 ms</td>
</tr>
<tr>
<td>32768</td>
<td>1.81 min</td>
<td>0.238 sec</td>
</tr>
<tr>
<td>65536</td>
<td>14.20 min</td>
<td>0.887 sec</td>
</tr>
<tr>
<td>131072</td>
<td>2.07 hrs</td>
<td>3.703 sec</td>
</tr>
</tbody>
</table>

2.3 Multiplication Algorithms

The RSA cryptosystem makes use of modular exponentiation for encrypting and decrypting and intrinsically, multiplication of integers whose bit length is the one of the RSA-modulus. In this section we describe briefly the multiplication algorithms Karatsuba, Toom Cook and Schönhage in order to calculate the number of multiplications of base words (MOB); in our estimates are included the additions of base words, too. We consider each addition between two base words as \(q\) multiplications between them, where \(0 < q \leq 1\) should depend on the implementation. We use Zimmermann’s version of the Schönhage algorithm [Zim92]. In that version a parameter \(\kappa\) must be previously fixed and it has been experimentally chosen for some sizes of the integers to be multiplied. Our goal is to find an adequate value
of $\kappa$ in order to make least number of operations. As a result of this, we have that starting from $2^{17}$ bits Schönhage’s algorithm \textbf{is} the fastest.

2.3.1 Notation

Let $\nu_0 \in \mathbb{Z}^+$ and $\mathcal{B} = 2^{2\nu_0}$. A \textit{base word} is an integer $x$ such that $0 \leq x < \mathcal{B}$. For $z \in \mathbb{Z}^+$, the \textit{base-word length} (or simply the length) of $z$ is the number $\ell_\mathcal{B}(z)$ of base words needed to represent such $z$. In a similar way we define the bit length $\ell_2(z)$ of $z$. We define $\ell_\mathcal{B}(0) = \ell_2(0) = 1$ and for $z \in \mathbb{Z}^-$ we define $\ell_\mathcal{B}(z) := \ell_\mathcal{B}(-z)$ and $\ell_2(z) := \ell_2(-z)$.

Let $s_a = a_{m-1} \cdots a_0 a_1$ be a bit string, which is not the null string. We think of it as the integer $a = \sum_{j=0}^{m-1} a_j 2^j$ and we say that its bit length is $\ell_2(s_a) = m$ and its base-word length is $\ell_\mathcal{B}(s_a) = \lceil \frac{m}{2\nu_0} \rceil 2^{\nu_0}$. So, if we want to add two integers $\alpha = \sum_{j=0}^{m-1} a_j 2^j$ and $\beta = \sum_{j=0}^{n-1} \beta_j 2^j$, we can consider the bit strings $s_\alpha = a_{m-1} \cdots a_0 a_1$ and $s_\beta = \beta_{m-1} \cdots \beta_0 \beta_1$, where $m = \max\{n_1, n_2\}$ and $\alpha_i = \beta_j = 0$ for $i \geq n_1$ and $j \geq n_2$. In this way we can define the number of additions of base words for a couple of integers of bit length $m$ as $\text{add}_\mathcal{B}(m) = \lceil \frac{m}{2\nu_0} \rceil$.

We take a multiplication of two base words as a unit of computation and denote it by mul. We assume that an addition of two base words is equivalent to $q$ unit of computation, where $0 < q \leq 1$ depends on the implementation. Therefore, the addition of two $m$-bit integers is equivalent to $q\text{add}_\mathcal{B}(m)$ multiplications of base words.

If $x, n, B \in \mathbb{Z}^+$, such that $B > 1$ and $x = \sum_{j=0}^{m} x_j B^j$, then the value $xB^n = \sum_{j=0}^{m} x_j B^{j+n}$ will be denoted by $x \ll_B n$, and will be called an $n$ $B$-block \textit{right shift}. The symbol $|$ represents the bitwise or.

2.3.2 Multiplication algorithms and $\mathcal{MOB}$

First, we describe some multiplication algorithms. Then we calculate the number of multiplications of base words needed for each one of them to multiply integers of the same length. Finally, we compare those quantities with each other. In all next subsections we assume $\mathcal{B} = 2^{2\nu_0}$ for a previously set $\nu_0 \in \mathbb{Z}^+$. The bit length of a base words is $2^{\nu_0}$. We suppose that the two integers to be multiplied in each
algorithm have the same length $N$.

### 2.3.3 Naïve algorithm

The complexity of this algorithm is $O(N^2)$, where $N$ is the length of the integers to be multiplied. We give a description of it in Algorithm 2.1.

**Algorithm 2.1 Naïve algorithm:** $Na(\alpha, \beta)$

**Input:** $\alpha, \beta \in \mathbb{Z}$, s.t. $\ell_B(\alpha) = \ell_B(\beta)$.

**Output:** $\gamma = \alpha \beta$.

**Procedure:**

\[
\ell \leftarrow \ell_2(\alpha) \\
\text{if } (\ell \leq 2^{\alpha_0}) \\
\phantom{\ell} \text{return } \alpha \ast \beta \\
\text{fi} \\
\ell' \leftarrow \left\lfloor \frac{\ell}{2^\alpha} \right\rfloor 2^{\alpha_0} \\
B \leftarrow \frac{\ell}{2} \\
\text{represent } \alpha = \alpha_1 B + \alpha_0 \text{ and } \beta = \beta_1 B + \beta_0 \\
c_3 \leftarrow Na(\alpha_1, \beta_1) \\
c_2 \leftarrow Na(\alpha_0, \beta_1) \\
c_1 \leftarrow Na(\alpha_1, \beta_0) \\
c_0 \leftarrow Na(\alpha_0, \beta_0) \\
\text{return } \gamma = ((c_3 <<_B 2)|c_0) + ((c_2 + c_1) <<_B 1)
\]

End of Algorithm 2.1

Four multiplications must be made, one addition of integers of size $\ell'$ and one addition of size $2\ell'$ as well. We could write this as 4 mult and 1 add$_B(\ell')$ and 1 add$_B(2\ell')$. Notice that one addition of integers of size $\ell'$ and one addition of size $2\ell'$ is equivalent to

\[
\left\lfloor \frac{\ell'}{2^{\alpha_0}} \right\rfloor + \left\lfloor \frac{2\ell'}{2^{\alpha_0}} \right\rfloor = 3 \left\lfloor \frac{\ell}{2^{\alpha_0}} \right\rfloor
\]
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additions of base words. Then we have that \( \text{MOB}(Na, \ell) \) is

\[
4^\nu \text{MOB}(Na, \ell) + 2^6 \sum_{i=0}^{r-1} \frac{c_i}{2^i} + 3q \left( \ell \frac{\ell}{2^6} (2^\nu - 1) + \sum_{i=0}^{r-1} 4^\nu \sum_{j=0}^i \frac{c_i-j+1}{2^j} \right),
\]

where \( 0 \leq c_i < 1 \ \forall i \).

Result 2.1 If \( \ell = 2^{\nu+\nu}, \) where \( \nu \geq 0 \) is an integer, then \( c_i = 0 \ \forall i \) and

\[
\text{MOB}(Na, \ell) = 4^\nu + 3q(4^\nu - 2^\nu).
\]

2.3.4 Karatsuba algorithm

The complexity of this algorithm is \( O(N^{\log_2 3}) \), where \( N \) is the length of the integers to be multiplied. We give a description of it in Algorithm 2.2.

Algorithm 2.2 Karatsuba: \( Ka(\alpha, \beta) \)

Input: \( \alpha, \beta \in \mathbb{Z} \), s.t. \( \ell_B(\alpha) = \ell_B(\beta) \).

Output: \( \gamma = \alpha \beta \).

Procedure:

\[
\ell \leftarrow \ell_2(\alpha)
\]

if \( (\ell \leq 2^6) \)

return \( \alpha \ast \beta \)
fi

\[
\ell' \leftarrow \left\lceil \frac{\ell}{2^6} \right\rceil 2^6
\]

\[
B \leftarrow \frac{\ell'}{2}
\]

represent \( \alpha = a_1B + a_0 \) and \( \beta = b_1B + b_0 \)

\[
x \leftarrow Ka(a_1, b_1)
\]

\[
y \leftarrow Ka(a_0 - a_1, b_1 - b_0)
\]

\[
z \leftarrow Ka(a_0, b_0)
\]

return \( \gamma = (x << B) | z) + ((x + y + z) << B) \)

End of Algorithm 2.2
Three multiplications must be made, two additions of integers of size \( \ell \), two additions of integers of size \( \ell' \) as well as one addition of size \( 2\ell' \). Note that two additions of integers of size \( \ell \), two additions of integers of size \( \ell' \) and one addition of size \( 2\ell' \) are equivalent to

\[
2 \left\lfloor \frac{\ell}{2^{\omega}} \right\rfloor + 2 \left\lfloor \frac{\ell'}{2^{\omega}} \right\rfloor + \left\lfloor \frac{2\ell'}{2^{\omega}} \right\rfloor = 5 \left\lfloor \frac{\ell}{2^{\omega}} \right\rfloor + \left( \left\lfloor \frac{\ell}{2^{\omega}} \right\rfloor \mod 2 \right)
\]

additions of base words. Therefore, we have that \( \mathcal{MOB}(K\alpha, \ell) \) is

\[
3^r \mathcal{MOB}(K\alpha, \frac{\ell}{2^{\omega}}) + 2^{\nu} \sum_{i=0}^{r-1} \frac{c_{r-i}}{2^i} + 10q \left( \frac{\ell}{2^{\omega}} \cdot \frac{3^r - 2^r}{2^\nu} + \sum_{i=0}^{r-1} \sum_{j=0}^{i} \frac{c_{r-j+1}}{2^i} \right) + C_r(\ell)q,
\]

where \( 0 \leq c_i < 1 \\forall i \) and \( 0 \leq C_r(\ell) \leq \frac{3^r-1}{2^r} \).

**Result 2.2** If \( \ell = 2^{\omega+\nu}, \) where \( \nu \geq 0 \) is an integer, then \( c_i = 0 \\forall i, \) \( C_r(\ell) = 0 \) and

\[
\mathcal{MOB}(K\alpha, \ell) = 3^r + 10q(3^r - 2^\nu).
\]

### 2.3.5 Toom-Cook algorithm

The complexity of this algorithm is \( O(N^{\log_5 5}) \), where \( N \) is the length of the integers to be multiplied. We give its description in Algorithm 2.3.

**Algorithm 2.3 Toom Cook:** \( T_3(\alpha, \beta) \)

**Input:** \( \alpha, \beta \in \mathbb{Z} \), s.t. \( \ell_{\beta}(\alpha) = \ell_{\beta}(\beta) \).

**Output:** \( \gamma = \alpha\beta \).

**Procedure:**

\[
\ell \leftarrow \ell_{2}(\alpha) \\
\text{if} (\ell \leq 2^{\omega}) \\
\quad \text{return} \ \alpha \ast \beta \\
\text{fi} \\
\ell' \leftarrow \left\lfloor \frac{\ell}{3\cdot2^\omega} \right\rfloor 3 \cdot 2^\omega \\
B \leftarrow \frac{\ell}{3}
\]
represent \( \alpha = \alpha_2 B^2 + \alpha_1 B + \alpha_0 \) and \( \beta = \beta_2 B^2 + \beta_1 B + \beta_0 \)
\( \gamma_4 \leftarrow T3(\alpha_2, \beta_2) \)
\( t_\frac{1}{2} \leftarrow T3(\alpha_2 + 2\alpha_1 + 4\alpha_0, \beta_2 + 2\beta_1 + 4\beta_0) \)
\( t_1 \leftarrow T3(\alpha_2 + \alpha_1 + \alpha_0, \beta_2 + \beta_1 + \beta_0) \)
\( t_2 \leftarrow T3(4\alpha_2 + 2\alpha_1 + \alpha_0, 4\beta_2 + 2\beta_1 + \beta_0) \)
\( \gamma_0 \leftarrow T3(\alpha_0, \beta_0) \)

Solve a linear system.
\( 2\gamma_3 + 4\gamma_2 + 8\gamma_1 = t_\frac{1}{2} - 16\gamma_0 - \gamma_4 \)
\( \gamma_3 + \gamma_2 + \gamma_1 = t_1 - \gamma_0 - \gamma_4 \)
\( 8\gamma_3 + 4\gamma_2 + 2\gamma_1 = t_2 - \gamma_0 - 16\gamma_4 \)

\text{return } \gamma = (((\gamma_4 << B 2)|\gamma_2) << B 2)|\gamma_0) + (((\gamma_3 << B 2)|\gamma_1) << B 1)

In the Toom-Cook algorithm represented in Algorithm 2.3, five multiplications must be made, 12 additions of integers of size \( \frac{\ell}{3} \), 6 additions of integers of size \( \frac{2\ell}{3} \) and one addition of integers of size \( 2\ell' \) as well. If we define \( c_1 = t_\frac{1}{2} - \gamma_4 - 16\gamma_0 \), \( c_2 = t_1 - \gamma_4 - \gamma_0 \) and \( c_3 = t_2 - 16\gamma_4 - \gamma_0 \), then \( c_1 \) and \( c_3 \) must be even since all elements in the equation that must be solved are integers. Therefore, we can set \( c'_1 = \frac{c_1}{2} \) and \( c'_3 = \frac{c_3}{2} \) and then express the solution for the linear system as

\[ 3\gamma_1 = c_1 - 6\gamma_2 + c'_3 \]
\[ \gamma_2 = -c'_1 + 5\gamma_2 - c'_3 \]
\[ 3\gamma_3 = c'_1 - 6\gamma_2 + c_3 \]

Note that \( 5x = (x << 2 2) + x \) and \( 6x = ((x << 2 1) + x) << 2 1 \) and then we have 9 additions of numbers of size \( \frac{2n}{3} \).

Therefore, the solution of the linear system requires 9 more additions of integers of size \( \frac{\ell}{3} \).

Note that 12 additions of integers of size \( \frac{\ell}{3} \), 15 additions of integers of size \( \frac{2\ell}{3} \) and one addition of integers of size \( 2\ell' \) is equivalent to

\[ 12 \left[ \frac{\ell}{3} \right] + 15 \left[ \frac{2\ell}{3} \right] + \left[ \frac{2\ell'}{2\ell} \right] = 48 \left[ \frac{\ell}{3} \cdot \frac{\ell'}{2\ell} \right] \]
additions of base words. Thus we have that \( \mathcal{MOB}(T_3, \ell) \) is

\[
5'^{r'} \mathcal{MOB}(T_3, \frac{\ell}{3'} + 2^r \sum_{i=0}^{r-1} \frac{c_i}{3^i}) + 48q \left( \frac{\ell}{2^{r+1}} \cdot \frac{5'^r - 3'^r}{3'} + \sum_{i=0}^{r-1} \sum_{j=0}^{i} \frac{c_i - j + 1}{3^j} \right)
\]

where \( 0 \leq c_i < 1 \) \( \forall i \).

**Result 2.3** If \( \ell = 2^{\nu_k + \nu} \), where \( \nu \geq 0 \) is an integer, then \( \ell = 3^{\nu_k} k_{\nu} 2^{\nu_0} \) and

\[
\mathcal{MOB}(T_3, \ell) = 5^{\nu_k} k_{\nu} 2^2 + 24q(5^{\nu_k} k_{\nu} 2^2 - 2^\nu) + C(\ell),
\]

where \( C(\ell) < 18q5^{\nu_k} k_{\nu} 2^2 \).

### 2.3.6 Schönhage algorithm

The complexity of this algorithm is \( O(N \log N \log \log N) \). This algorithm takes advantage of the Fast Fourier Transform (FFT) whose complexity is \( O(M \log M) \), where \( M \) is the number of elements to be transformed. The FFT is computed in the ring \( R = \mathbb{Z}/(2^m + 1)\mathbb{Z} \), where \( m \) is a power of two and \( \zeta_p = 2^m \) is a \( p \)-th primitive root of unity in \( R \) if \( pq = 2m \).

The multiplication algorithm represented in Algorithm 2.4 on the next page is a different version of the one described by Zimmermann in [Zim92]. We have added to Zimmermann version the lines denoted by +++ and modified the lines denoted by **.** Because of the proposition 2.1, we use \( \nu \geq 5 \), which is not necessary an integer, and \( k = \lceil \frac{\nu + 1}{2} \rceil \), while in Zimmermann’s version there must be a certain previously fixed parameter \( k \).

Proposition 2.1 shows for which value of \( k \), the length of the integers to be multiplied in a step inside the algorithm is minimal.

**Proposition 2.1** Consider the function \( n(\kappa) = \lfloor 2^{\nu + 1 - 2\kappa} + \frac{\kappa + 3}{2\kappa} \rfloor 2^{\kappa + \nu_0} \) for real \( \kappa \) and fixed real numbers \( \nu \geq 6 \) and \( \nu_0 \). If \( 4 \leq \kappa \leq \nu \) then \( n(\kappa) \) has a minimum in \( \kappa = \frac{\nu}{2} + 1 \)

**Proof** If \( \frac{\nu}{2} + 1 \leq \kappa \leq \nu \), then \( 2^{\nu + 1 - 2\kappa} \leq \frac{1}{2} \) and \( \frac{\kappa + 3}{2\kappa} \leq \frac{1}{2} \). Thus \( n(\kappa) = 2^{\kappa + \nu_0} \), which is an increasing function. Thus, \( n(\kappa) \geq n(\frac{\nu}{2} + 1) \) for \( \frac{\nu}{2} + 1 \leq \kappa \leq \nu \).
If $4 \leq \kappa \leq \frac{\nu}{2} + 1$, then $2^{\kappa - 7} \geq 2^{\kappa + 1 - 2\kappa} \geq \frac{1}{2}$ and thus $n(\kappa) \geq 2^{\kappa + 10} = n(\frac{\nu}{2} + 1)$ for $4 \leq \kappa \leq \frac{\nu}{2} + 1$.

□

Algorithm 2.4 Schönhage: $\text{Sch}(\alpha, \beta)$

Input: $\alpha, \beta \in \mathbb{Z}/(2^m + 1)\mathbb{Z}$, where $m = 2^{\nu_0 + \nu}$.

Output: $\gamma = \alpha \beta \in \mathbb{Z}/(2^m + 1)\mathbb{Z}$

Procedure:

Choose

+++ if $(\nu < 6)$

use an adequate multiplication algorithm as Karatsuba or Toom-Cook.

fi

Set

+++ $\kappa \leftarrow \left\lfloor \frac{\nu}{2} \right\rfloor + 1$

$M \leftarrow 2^\kappa$

+++ 

$L \leftarrow \frac{m}{2^\kappa M}$

+++ $n \leftarrow \left\lfloor \frac{\kappa + 2L + 1}{M} \right\rfloor 2^{\nu_0} M$

$d \leftarrow \frac{n}{M}$

Represent

+++ $\alpha = \sum_{j=0}^{M-1} \alpha_j (2^{\nu_0} L)^j$ and $\beta = \sum_{j=0}^{M-1} \beta_j (2^{\nu_0} L)^j$

Define

$f_\alpha(j) \leftarrow \alpha_j \zeta_{2M}^j \mod (2^n + 1), f_\beta(j) \leftarrow \beta_j \zeta_{2M}^j \mod (2^n + 1)$,

where $\zeta_{2M} = 2^d$ and $0 \leq j < M$.

Compute direct FFT

$\text{FFT}_M(f_\alpha, k) \mod (2^n + 1)$ and $\text{FFT}_M(f_\beta, k) \mod (2^n + 1)$ for $0 \leq k < M$,

where $2^{2d}$ is a $M$-th primitive root of unit.

Multiply

$H(k) \leftarrow \text{Sch}(\text{FFT}_M(f_\alpha, k), \text{FFT}_M(f_\beta, k)) \mod (2^n + 1)$ for $0 \leq k < M$.

Compute inverse FFT

$h(j) \leftarrow \text{IFFT}_M(H, j) \mod (2^n + 1)$ for $0 \leq j < M$,

where $2^{2d}$ is a primitive root of unit.

Compute
\[
\gamma_j \leftarrow h(j)(2^d)^{-j} \text{ mod } (2^n + 1).
\]

\[
\begin{align*}
\text{if } & (\gamma_j > (j+1)2^{2^n+L}) \\
& \text{subtract } 2^n + 1 \text{ to it (considered as integers)}
\end{align*}
\]

\text{fi}

\[
\text{Result} \quad \gamma = \sum_{j=0}^{M-1} \gamma_j (2^{2^n L})^j \text{ mod } (2^n + 1)
\]

---

If \( \ell_B(\alpha) = \ell_B(\beta) = 2^\nu \) and we want the product \( \alpha \beta \) as integer (instead of mod \( 2^{2^n+\nu} \)), the value \( m = 2^{2^n+\nu+1} \) must be used. If \( \nu \geq 6 \), then in order to compute \( \text{MOB(Sch, } 2^{2^n+\nu}) \) we require \( 2^\kappa \) multiplications of integers of bit length \( n(\kappa) \), two FFT of \( 2^\kappa \) elements of bit length \( 2^{\nu+\nu+\kappa} \) as well as one FFT of \( 2^\kappa \) elements of bit length \( 2^{\nu+1+\kappa} \), where \( \kappa = \left\lfloor \frac{\nu}{2} \right\rfloor + 1 \). That is to say,

**Result 2.4** If \( \ell = 2^{2^n+\nu}, \nu \geq 6 \) is an integer and \( \kappa = \left\lfloor \frac{\nu}{2} \right\rfloor + 1 \), then

\[
\text{MOB(Sch, } 2^{2^n+\nu}) = 2^\kappa \text{MOB(Sch, } n(\kappa)) + q\nu 2^{\nu+2}.
\]

### 2.3.7 Comparison amongst the multiplication algorithms

From the algorithms showed in Subsection 2.3.2 on page 75 we have the table 2.3.

---

Table 2.3: Comparison amongst the surveyed multiplication algorithms

<table>
<thead>
<tr>
<th>Algorithm ( A )</th>
<th>( \text{MOB}(A, 2^{\nu+n}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>naïve (Na)</td>
<td>( 2^{2\nu} + 3q(2^{2\nu} - 2^\nu) )</td>
</tr>
<tr>
<td>Karatsuba (Ka)</td>
<td>( 2^{\nu} \log_2 3 + 10q \left( 2^{\nu} \log_2 3 - 2^\nu \right) )</td>
</tr>
<tr>
<td>Toom Cook (T3)</td>
<td>( 2^{\nu} \log_3 5 + 24q \left( 2^{\nu} \log_3 5 - 2^\nu \right) + C; \ C &lt; 18q2^{\nu} \log_3 5 )</td>
</tr>
<tr>
<td>Schönberg (Sch)</td>
<td>( \text{MOB(MA, } 2^{\nu+n}) ) if ( \nu &lt; 6 ), where MA is an adequate multiplication algorithm. Otherwise ( 2^\kappa \text{MOB(Sch, } 2^{\nu+n}(2^{\nu+1-2\kappa} + 1)) + q\nu 2^{\nu+2} ).</td>
</tr>
</tbody>
</table>
As an example let us set \( \nu_0 = 5 \) and \( q = 0.95 \), we have the following comparison \( \text{MOB}(\text{Ka}, m) \leq \text{MOB}(\text{Na}, m) \) for \( 2^{10} \leq m \) and \( \text{MOB}(\text{T3}, m) \leq \text{MOB}(\text{Ka}, m) \) for \( 2^{15} \leq m \). If the Karatsuba multiplication algorithm is used in the Schönhage algorithm, then \( \text{MOB}(\text{Sch}, m) \leq \text{MOB}(\text{T3}, m) \) for \( m \geq 2^{17} \).

In figures 2.1 on the following page, 2.2 on page 85, 2.3 on page 86 and 2.4 on page 87 we show theoretical and practical behaviours of the surveyed algorithms for multiplying integers of length \( 2^{\nu_0 + \nu} \). We have used the gmp library.

The gmp library makes uses of precomputed values of \( \kappa \). In table 2.4 we compare the values chosen by gmp and our suggestions.

Table 2.4: Comparison of \( \kappa \) with gmp implementations

<table>
<thead>
<tr>
<th>on a Solaris at 500MHz (( \nu_0 = 6 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>gmp base word threshold</td>
</tr>
<tr>
<td>gmp ( \kappa )</td>
</tr>
<tr>
<td>our suggested ( \kappa )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>on a Pentium 4 at 2.40 GHz (( \nu_0 = 5 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>gmp base word threshold</td>
</tr>
<tr>
<td>gmp ( \kappa )</td>
</tr>
<tr>
<td>our suggested ( \kappa )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>on a Pentium III at 1.1 GHz (( \nu_0 = 5 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>gmp base word threshold</td>
</tr>
<tr>
<td>gmp ( \kappa )</td>
</tr>
<tr>
<td>our suggested ( \kappa )</td>
</tr>
</tbody>
</table>

2.4 Conclusion

We have shown that Sch needs no more multiplications of base words than Ka, or T3 for integers whose bit length is greater than or equal to \( 2^{17} \) and we have shown
Figure 2.1: $\log_2(MOB(alg, 2^{\text{size}}))$ with $q = 0.95$. The algorithms are: Naïve, Karatsuba, Toom-Cook 3 and Schönhage.
2.4. Conclusion

Figure 2.2: $\log_2(\text{timing}(\text{alg}, 2^{\text{size}}))$ Algorithm's implementation running on Solaris at 500MHz. The algorithms are: Naïve, Karatsuba, Toom Cook 3 and Schönhage
Figure 2.3: $\log_2(timing(alg, 2^{size}))$ Algorithm's implementation running on linux on Intel(R) Pentium(R) 4 at 2.40GHz. The algorithms are: Naive, Karatsuba, Toom Cook 3 and Schönhage.
Figure 2.4: $\log_2(\text{timing}(\text{alg}, 2^{\text{size}}))$ Algorithm’s implementation running on Linux on Intel(R) Pentium(R) III at 1.10GHz. The algorithms are: Naïve, Karatsuba, Toom Cook 3 and Schönhage.
a recurrent formula for computing the number of multiplications of base words for Sch. In figures 2.2, 2.3, and 2.4 is shown the graph of \( y = \log_2(MOB(alg, 2^{\log_{\text{size}}})) \), where \( alg \) is one of Naïve, Karatsuba, Toom Cook or Schönhage algorithms and \( 0 \leq \log_{\text{size}} \leq 25 \).

With Schönhage algorithm less multiplication of base words are made than with Karatsuba or Toom Cook for integers whose bit length is greater than or equal \( 2^{17} \) and therefore for a modulus of such size. The modular multiplication [Mon85] and the modular exponentiation [Gor88] would be faster if Schönhage is used as multiplication algorithm, and so the RSA encryption or decryption as well. Actually, the employment of integer multiplication in modular exponentiation makes this result useful also in ElGamal encryption or signature scheme, since modular exponentiation in that scheme is required.

In Figures 2.1 on page 84, 2.2 on page 85, 2.3 on page 86, 2.4 on the preceding page the graph of \( y = \log_2(MOB(alg, 2^{\log_{\text{size}}})) \) is shown, where \( alg \) is one of the naïve, Karatsuba, Toom-Cook or Schönhage algorithms and \( 0 \leq \log_{\text{size}} \leq 25 \).
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