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In this thesis we investigate theoretically the cold collision properties of metastable neon (Ne\(^*\)). The collisions of metastable rare gases (Rg\(^*\)) exhibit a plethora of interesting phenomena: Due to the high internal excitation energies of the metastable atoms ionization processes are very likely. The produced ions can be detected with single-ion efficiency in the experiment. In experiments with atomic Rg\(^*\) gases at cold temperatures \(T \approx 1\) mK, this allows for in-situ monitoring of the real-time dynamics of the atomic gas and for example for the study of two-particle correlations. Furthermore, in cold Rg\(^*\) gases one can examine the prospects of creating a Bose-Einstein condensate or a degenerate Fermi gas of Rg\(^*\). Ne\(^*\) is a promising candidate for Bose-Einstein condensation and in the group of G. Birkl the properties of cold gases of Ne\(^*\) are investigated experimentally. Two-body loss rate coefficients due to the ionization processes and elastic cross sections have been measured \([1–5]\). It is useful to complement the experimental measurements with a theoretical study in order to obtain a better understanding of the cold Ne\(^*\) gases and the collision physics of Ne\(^*\).

At the low temperatures of the atomic gases, these gases are dilute with particle number densities of \(n \approx 10^9\) cm\(^{-3}\). For these low densities, the behavior of the gas is determined mainly by two-body collision physics which is solved by quantum scattering theory in terms of the \(S\) matrix. The collision physics is given by short-range interactions and long-range interactions of the atoms. The short-range interaction potentials of Ne\(^*\) have been calculated in \([6]\) and the long-range interaction potentials in \([7–9]\) in the molecular basis of Ne\(_2\).

In this thesis we first calculate short-range and long-range interactions of atoms and molecular basis states of diatomic molecules with a simpler electronic structure than Ne\(^*\) and Ne\(_2\) in order to introduce the notation and to discuss the characteristics of the calculated molecular interaction potentials and in order to employ them in the scattering calculations for Ne\(^*\). Instead of solving the full scattering equations by taking into account all the molecular interaction potentials, we demonstrate that the collision physics of Ne\(^*\) can be described in terms of a coupled two-channel model with a single interaction potential only which describes the elastic scattering of Ne\(^*\). In this model, ionization in Ne\(^*\) collisions is described by the transition of the upper elastic interaction channel to the lower channel, representing the loss or ionization channel. We introduce two versions of the two-channel model in this work.

In the first version, the two channels are given by square-well potentials. We can solve the scattering equations analytically and for complex wave numbers \(k\) and study the solutions in the complex \(k\) plane. With an expansion of the \(S\) matrix in terms of its poles in the complex \(k\) plane we find a parametrization of the two-body loss rate coefficients. We show that these coefficients describe ionizing collisions of Ne\(^*\) by comparing them to the experimental measurements and to the numerical results obtained by the two-channel model in the second version.

In this second version of the two-channel model, the elastic scattering channel is given by a realistic interaction potential of Ne\(^*\), consisting of a calculated short-range and long-range molecular potential, and the loss channel by a model ionization potential. For this model we calculate the two-body loss rate coefficients and the elastic cross sections for the isotope mixtures of Ne\(^*\) which have been measured experimentally and demonstrate that the free potential parameters can be optimized to the experimental data to achieve very good agreement of the numerical results with the experimental measurements. We discuss the validity of the two-channel model by comparing the results to existing models for cold Rg\(^*\) collisions and find that the two-channel model of this work is a useful extension to these models.
In dieser Arbeit untersuchen wir theoretisch die kalten Stoßeigenschaften von metastabilem Neon (Ne*). Stöße von metastabilen Edelgasen (Rg*) zeigen eine Vielzahl interessanter physikalischer Phänomene: Durch die hohe Anregungsenergie der metastabilen Atome kommt es bei Stößen mit hoher Wahrscheinlichkeit zu Ionisation. Die entstehenden Ionen können im Experiment mit Einzelionen-Sensitivität detektiert werden. In kalten atomaren Rg* Gasen mit Temperaturen \( T \approx 1 \text{ mK} \) wird es dadurch möglich, die Dynamik des Gases in Echtzeit zu beobachten und zum Beispiel Zwei-Teilchen-Korrelationen zu untersuchen. Ebenfalls kann man in den kalten atomaren Rg* Gasen die Möglichkeit untersuchen, Bose-Einstein Kondensate oder entartete Fermi-Gase zu erzeugen. Ne* ist ein vielversprechender Kandidat für Bose-Einstein Kondensation und die Arbeitsgruppe von G. Birkl untersucht daher experimentell die Eigenschaften kalter atomarer Ne* Gase. Im Experiment wurden Zwei-Körper-Verlustraten-Koeffizienten durch Ionisationsprozesse und elastische Streuquerschnitte gemessen [1–5]. Die vorliegende Arbeit soll die experimentellen Messungen mit einer theoretischen Untersuchung komplementieren, um ein besseres Verständnis der Eigenschaften der Ne* Gase und der Stoßeigenschaften von Ne* zu erhalten.


Um die Notation dieser Wechselwirkungspotenziale einzuführen, deren Charakteristiken zu diskutieren und um diese Potenziale in den Streurechnungen für Ne* zu verwenden, berechnen wir in der vorliegenden Arbeit zunächst kurzreichweitige und langreichweitige Wechselwirkungen von Atomen und molekulare Zustände von diatomaren Molekülen die eine einfachere elektronische Struktur als Ne* und Ne_2 aufweisen. Wir werden in dieser Arbeit zeigen, dass man anstatt die vollen Streuequations inklusive aller Wechselwirkungspotenziale lösen zu müssen, die Streuphysik von Ne* durch ein Zwei-Kanal-Modell beschreiben kann, indem nur ein einziges Wechselwirkungspotenzial zur Beschreibung der elastischen Streuung von Ne* verwendet wird. In diesem Modell werden die Ionisationsprozesse in Stößen von Ne* durch den Übergang von oberem elastischen Streukanal zu unterem Kanal, der den Ionisations- oder Verlustkanal darstellt, beschrieben. Wir stellen dieses Modell in zwei verschiedenen Varianten vor.

In der ersten Variante sind die zwei Kanäle durch Kastenpotenziale gegeben. Wir können die Streuequations für dieses Modell analytisch und für komplexe Wellenzahlen \( k \) lösen und die Lösungen in der komplexen \( k \) Ebene untersuchen. Mit einer Entwicklung der \( S \)-Matrix durch ihre Pole in der komplexen \( k \) Ebene parametrizieren wir die Zwei-Körper-Verlustraten-Koeffizienten. Wir zeigen, dass diese Koeffizienten die Ionisation in Ne* Stößen beschreiben, indem wir sie mit den experimentellen Messungen und den Resultaten des Zwei-Kanal-Modells in seiner zweiten Variante vergleichen.
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INTRODUCTION

At very low temperatures of atomic gases of bosons a phase transition of the thermal gas to a Bose-Einstein Condensate (BEC) was predicted in 1924/1925 by Bose and Einstein [10, 11]. The BEC is a peculiar state where all bosons reside in the same quantum state [12]. The critical temperature for the phase transition of a uniform three-dimensional gas with non-interacting bosons reads

\[ T_c = \frac{2\pi}{(\zeta(3/2))^{2/3}} \frac{\hbar n^{3/2}}{mk_B}, \]

where \( \zeta \) is the Riemann zeta function [13], \( n \) is the particle number density and \( m \) is the particle mass. A typical value of \( T_c \) is given for sodium, by \( T_c \approx 2 \) \( \mu \)K for a particle density of \( n = 10^{14} \) cm\(^{-3} \) [14]. Due to new methods of cooling and trapping atoms with laser light developed in the seventies and eighties and due to the invention of evaporative cooling [15, 16] it became possible to cool gases of alkali atoms close to \( T_c \) [17]. This triggered much experimental effort to investigate the prospects to achieve a Bose-Einstein condensate of alkali atoms. The first BECs were created and observed experimentally in 1995 for \(^{87}\)Rb and \(^{23}\)Na [14, 18]. The invention of the new methods of cooling and trapping were rewarded in 1997 [19–21] and the first experimental observations of a BEC in 2001 [22, 23] with the noble prize of physics.

Besides the investigation of the prospects of cooling cold gases of alkali atoms below \( T_c \), exciting physics emerged from cooling atomic gases of metastable rare gases (Rg*). These experiments have been started in the 1980s with the lightest elements of this species namely with He* [24] and Ne* [25]. The Rg* atoms possess large internal energies (\( \sim 20 \) eV) which stands in contrast to their relative kinetic energies at very low temperatures (\( \sim 10^{-10} \) eV). Due to the high internal energies, ionization collisions become very likely and the dominant processes are Penning Ionization (PI) and Associative Ionization (AI) which are given by [26, 27]

\[
\text{PI} : \quad \text{Rg}^* + \text{Rg}^* \rightarrow \text{Rg} + \text{Rg}^+ + e^-,
\]

\[
\text{AI} : \quad \text{Rg}^* + \text{Rg}^* \rightarrow \text{Rg}_2^+ + e^-.
\]

Typically in the experiment, there is no discrimination between PI and AI processes so that we refer to both as PI. Ions originated from PI can be easily detected spatially and temporally and therefore experiments with metastable rare gases allow for in-situ monitoring of dynamics of the cold gases and of two-particle correlations. The two-particle correlation Hanbury Brown and Twiss (HBT) effect has been demonstrated for Ne* [28] for thermal bosons and for He* for both thermal bosons and fermions [29].

In 2001 the first BEC of the metastable rare gases was demonstrated for He* [30–32] and a few years later also a degenerate Fermi gas of He* was observed [33] which is the analog of a BEC for fermions. This success for He* was achieved by spin-polarizing the atoms. This is an efficient technique as due to the Wigners spin conservation rule, spin is conserved during the collision [34]. Therefore, the PI process is forbidden for spin-polarized atoms as can be seen by the reaction equation for PI

\[
\text{Rg}^* + \text{Rg}^* \rightarrow \text{Rg} + \text{Rg}^+ + e^-,
\]

where the total spin \( S \) of the left-hand side of the PI reaction for spin-polarized atoms is \( S = 2 \) but on the right-hand side can only be \( S \leq 1 \) and spin is not conserved. This suppression of PI due to spin-polarization of the atoms was demonstrated in the experiment early for
He* [35] and later for Ne* [2]. The possibility of suppressing the ionization processes in Ne* collisions triggered the experimental investigation of the possibility to condense Ne* to quantum degeneracy. The group of G. Bírkl 1 at the TU Darmstadt has collected a large amount of experimental data on the collisions properties of the three different stable isotopes of 20Ne, 21Ne and 22Ne [1–5]. A major goal of this work is the theoretical study of the collision properties of Ne* by taking into account the experimental results in order to describe the properties of the cold atomic Ne* gases.

**THEORETICAL WORK ON METASTABLE RARE GAS COLLISIONS**

The theoretical work on metastable rare gas collisions is based on quantum scattering theory [36–38] as the magneto-optically, magnetically or optically trapped atoms are in a very dilute gas phase. In dilute gases, the properties of the gas are mainly dominated by two-body interactions. In order to understand these two-body interactions one has to start by studying the single atom physics and the diatomic molecular physics on a microscopic level [39–43]. The resulting coupled-channel equations the interaction potentials of the diatomic molecules appear. These potentials consist of a short-range part given by the exchange forces in the diatomic molecule [47] and a long-range part governed by the interaction of the multipoles of the electrostatic interaction potential between the atoms [48]. At low relative collision energies of the atoms only a few partial waves contribute to the scattering rates [49–53]. For these partial-wave contributions the Bethe-Wigner threshold laws [54,55] apply which have been studied for collisions in cold atomic gases in [50]. Instead of solving the full coupled-channel equations by taking into account the multitude of molecular potentials occurring due to the atom–atom interactions, models have been developed to parametrize cold collisions of atoms.

A widely used model to describe cold collisions of metastable rare gases is the quantum reflection model [56–59]. The colliding atoms possess high internal energies and therefore the probability of undergoing the highly exothermic PI process is very high when the electron orbitals of the colliding atoms overlap. The basic assumption of the quantum reflection model is a 100% ionization probability at short-range. In this case, the short-range part of the potential does not influence the scattering physics which then is solely determined by the long-range potential. As the long-range part is not very sensitive to changes in isotopic mass, the scattering rates become universal and independent of the specific isotope or of the scattering length. Therefore, the quantum reflection model is also called the universal model [60]. It was suggested by the experiment that Ne* collisions are not universal [2] which was also addressed in [5].

In [61,62] the quantum reflection model was generalized to the case where the ionization probability at short-range is assumed to be less than unity. In this case, the short-range part of the potentials becomes important and is dependent on reduced mass and scattering length and the scattering rates are non-universal. This so-called non-universal model parametrizes the scattering rates in the threshold limit \( T \to 0 \) in two parameters only. The results of [60–62] are based on an analysis of Multichannel Quantum Defect Theory (MCQDT) [63–66] which has been evolved in the recent years to be applicable for slow atomic collisions [67,68] and molecular collisions [69] and serves as an alternative to the standard approach of solving the full coupled-channel equations.

In the experiment, the collision properties of Ne* have been measured experimentally for cold Ne* gases at temperatures \( T \simeq 1 \) mK which is not in the threshold limit. In order to describe these properties we introduce as an alternative approach to these models a coupled two-channel model with a single interaction channel and a single ionization channel. Elastic scattering is described by the interaction channel and ionizing collisions are given by the transition of interaction channel to ionization channel. We introduce this two-channel model for Ne* collisions in two variations. In the first model the two channels are given by square-well potentials and in the second model by a realistic molecular interaction potential of Ne* and a model ionization potential. Molecular interaction potentials are classified due to five \textit{Hund’s coupling cases} (a) – (e) [47,70,71]. The molecular interaction potentials of Ne* have

---

1 http://www.iap.tu-darmstadt.de/apq/
been calculated at short-range in the molecular Hund’s case (a) basis [6] and at long-range in the molecular Hund’s case (c) basis [7–9] of Ne₂. In order to employ a molecular interaction potential of Ne⁺ in the scattering calculation we first have to introduce these molecular basis states and illustrate the origin of these potentials. We structure the work as follows.

OUTLINE

In chapter 2 we start with the discussion of one-electron atoms. Complex and real solutions to the Schrödinger equation are given which are the atomic orbitals. These one-electron atomic orbitals will be employed throughout this thesis in order to calculate interaction energies of atoms at short-range and long-range. Furthermore, we introduce in this chapter the Hartree-Fock equations and the numerical methods we use to solve them in order to obtain molecular interaction potentials.

In chapter 3 we discuss the short-range interactions of atoms which are given by the molecular potentials of the diatomic system. In order to introduce the molecular potentials of Ne⁺ we give the Born-Oppenheimer approximation and the Linear Combination of Atomic Orbitals (LCAO) method which is an important approximation method to calculate the potential energies. With the solutions for H₂⁺ and H₂ we introduce the symmetries and the notation for the molecular states and potentials and the different Hund’s cases. Furthermore, we introduce the Heitler-London (HL) method as an alternative approach to calculate molecular orbitals and potential energies and discuss the advantages and disadvantages of the LCAO and HL method with regard to their applicability at short-range and long-range.

In chapter 4 we derive the different types of long-range interactions between atoms by a multipole expansion of the electrostatic interaction energy. In Ne⁺ collisions, the van der Waals interaction dominates the long-range physics. We introduce this type of interaction by calculating the van der Waals energy explicitly for ground state interactions of hydrogen and helium in an atomic basis. This introduces the van der Waals coefficient c₆.

In chapter 5 we give an overview of the basic concepts of quantum scattering theory as the atomic collision process is solved by quantum scattering theory. Of particular importance for this work are the analytic properties of the S matrix for complex wave numbers as in the two-channel model with square-well potentials we will parametrize the inelastic processes of Ne⁺ in terms of a pole expansion of the S matrix in the complex k plane. Equally important is the derivation of the inelastic cross sections and two-body loss rate coefficients for identical and non-identical bosons/fermions with spin into a loss channel as this is used in the two-channel model with the realistic interaction potential to calculate homonuclear and heteronuclear collision properties of Ne⁺.

In chapter 6 we introduce the molecular potentials of Ne⁺. First, we study the atomic properties of Ne⁺ and then the diatomic properties. We set up the scattering equations for Ne⁺ in terms of the molecular basis and derive expressions for the two-body loss rate coefficients in this basis.

In chapter 7 we introduce the coupled two-channel model with square-well potentials. For weak couplings, the two-channel solutions are given in terms of the uncoupled single-channel solutions. Therefore, we first study the single-channel S matrix in terms of its poles the complex k plane before we generalize the results to the two-channel case. From the pole-expansion of the S matrix we derive a parametrization of the two-body loss rate coefficients.

In chapter 8 we introduce the two-channel model for Ne⁺ collisions with a realistic interaction potential and a model ionization potential. We fit the free parameters of this model to the experimental data points and calculate elastic cross sections and two-body loss rate coefficients for both homonuclear and heteronuclear collisions of Ne⁺ of a different isotope mixtures available in the experiment. The results are compared to the results of the quantum reflection model, the non-universal model and the two-channel model with square-well potentials.

In chapter 9 we conclude and discuss the results of this thesis and the future prospects of the theoretical work as well as of the experimental work on Ne⁺.
In this chapter we investigate the properties of single atoms in order to understand the atomic properties of Ne*. We start with the simplest case, the one-electron atoms, with the special case of hydrogen. The solutions of the Schrödinger equation are the well-known hydrogen-like orbitals which can be complex or real. These orbitals will be employed throughout this work in order to calculate interaction energies of atoms. We then introduce the spin in the system as the spin-orbit coupling is important in Ne*. For many-electron systems we explain the spectroscopic notation in Russell-Saunders notation which is applicable for some atomic states of Ne*. For the calculation of molecular interaction potential energies of many-electron systems we introduce at the end of this chapter the Hartree-Fock equations and discuss briefly the numerical methods which we apply throughout this thesis for calculating molecular potential energies.

2.1 ONE-ELECTRON ATOMS

The simplest one-electron atom is the hydrogen atom which has been object to intense theoretical and experimental studies. Its properties, including non-relativistic and relativistic effects, are well-understood [72–74]. The analytic solutions of the Schrödinger equation hold generally for hydrogen-like atoms in the Coulomb field of the nucleus with charge $Z$. In this work, we study the solutions of the hydrogen-like atoms not only as an example to illustrate the idea of spin-orbitals and to explain the spin-orbit coupling but also as a starting point for examining the properties of the more complex system Ne*.

2.1.1 Hydrogen-like orbitals

For solving the Schrödinger equation for hydrogen-like atoms we follow [40]. The time-independent Schrödinger equation for hydrogen-like atoms in position space reads

$$H_0(r) \varphi(r) = E \varphi(r), \quad (2.1)$$

with $E$ the energy of the system. Here, $H_0(r)$ in atomic units (see appendix A) is given by

$$H_0(r) = \frac{1}{2} \nabla_r^2 - \frac{Z}{r}, \quad (2.2)$$

with $Z$ the nuclear charge. Note that this equation is general for a single-electron atom with nuclear charge $Z$. For $Z = 1$ we recover the solutions of hydrogen. The Laplace operator in spherical coordinates reads

$$\nabla_r^2 = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2}{\partial \phi^2}. \quad (2.3)$$

The angular dependence of the Laplacian on the polar angle $\theta$ and on the azimuthal angle $\phi$ is given by the square of the orbital angular momentum operator $L$, reading

$$L^2 = - \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \right). \quad (2.4)$$

After inserting this expression for $L^2$ in (2.3) and the result in the Schrödinger equation (2.1) we obtain

$$\left( - \frac{1}{2r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} \right) + \frac{L^2}{2r^2} - \frac{Z}{r} \right) \varphi(r) = E \varphi(r). \quad (2.5)$$
This differential equation can be transformed in a radial Schrödinger equation by separating radial and angular coordinates. The separation ansatz reads

$$\psi_{nlm}(r, \theta, \varphi) = R_{nl}(r)Y_{lm}(\theta, \varphi),$$

with the radial wave function $R_{nl}$ and the spherical harmonics $Y_{lm}$ [13]. The wave functions $\psi_{nlm}$ are the so-called hydrogen-like orbitals. For the principal quantum number $n = 0, 1, 2, 3$ they are called $s, p, d, f$-orbitals, respectively. The radial wave function $R_{nl}$ fulfills the boundary condition

$$\lim_{r \to 0} rR_{nl}(r) = 0.$$  

(2.7)

The spherical harmonics are eigenfunctions of the square of the angular momentum operator $L^2$ and of the z-component $L_z$ and the eigenvalue equations reads

$$L^2Y_{lm} = (l+1)Y_{lm}, \quad L_z Y_{lm} = m_l Y_{lm}$$

(2.8)

with the eigenvalues $l(l+1)$ and $m_l$. The projection $m_l$ is the projection of the orbital angular momentum on the quantization axis. Note that the spherical harmonics have definite parity under the inversion operation $i$ on the electron coordinates at the origin. They transform as

$$P_i Y_{lm}(\theta, \varphi) = Y_{lm}(\pi - \theta, \varphi + \pi) = (-1)^l Y_{lm}(\theta, \varphi),$$

(2.9)

In general, the spherical harmonics are complex functions and read [40]

$$Y_{lm}(\theta, \varphi) = \sqrt{(-1)^m |m|} \frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!} P_l^m(\cos \theta) e^{im\varphi},$$

(2.10)

where $P_l^m(\cos \theta)$ are the associated Legendre polynomials [13].

**Reduced radial Schrödinger equation**

If we introduce the radial function $\psi_{nl}$ by the relation

$$R_{nl}(r) = \frac{\psi_{nl}(r)}{r},$$

(2.11)

and use the ansatz (2.6) we can transform the Schrödinger equation (2.5) into the reduced radial Schrödinger equation for $\psi_{nl}$. Elimination of the angular part by using the eigenvalue equation (2.8) leads to

$$\frac{1}{2} \psi''_{nl}(r) + \left( E + \frac{Z}{r} - \frac{l(l+1)}{r^2} \right) \psi_{nl}(r) = 0.$$  

(2.12)

For hydrogen-like systems, the reduced radial Schrödinger equation can be solved analytically. We do not carry out the detailed calculation but simply give the result for $\psi_{nl}(r)$ which reads [40]

$$\psi_{nl}(r) = \sqrt{\frac{(n-l-1)!(2Zr)}{n!(n+l+1)!}} \frac{1}{n} \left( \frac{2Zr}{n} \right)^{l+1} e^{-Zr/n} l_{n+l+1}^{2l+1} \left( \frac{2Zr}{n} \right),$$

(2.13)

where $l_{n+l+1}^{2l+1}$ are the Laguerre polynomials [40]. With the explicit forms of the Laguerre polynomials we give in table 2.1 the expressions for the hydrogen-like orbitals $\psi_{nlm}(r, \theta, \varphi)$ for all quantum numbers $(nlm)$ up to $n \leq 3$. The energy of the hydrogen only depends on the principal quantum number $n$, reading [72]

$$E_n = -\frac{Z^2}{2n^2}.$$  

(2.14)

The energy eigenvalues are independent of the orbital quantum numbers $l$ and $m_l$ and thus degenerate for a given $n$. The orbital angular momentum number takes the values $l = 0, \ldots , n - 1$ while its projection on the quantization axis $m_l$ can take the values $-l, \ldots , +l$. 


with these approximations, the resulting equations remain complicated and the solutions rely
An additional symmetry is given by reflection σ

Table 2.1: Hydrogen-like orbitals \( \varphi_{nlm}(r, \theta, \varphi) \) for \( n \leq 3 \), with \( q = Zr \) [40]. The energy eigenvalues only depend on the principal quantum number \( n \) and are given in \( E_n \) (see appendix A).

### Real hydrogen-like orbitals

In general, the hydrogen-like orbitals are complex because the spherical harmonics defined in equation (2.10) are complex functions. By a suitable linear superposition of the hydrogen-like orbitals we can generate real orbitals. As an example, we construct real \( p \)-orbitals by [72]

\[
np_x(r) = \frac{1}{\sqrt{2}} [\varphi_{n,1,-1}(r) - \varphi_{n,1,1}(r)],
\]

\[
np_y(r) = \frac{i}{\sqrt{2}} [\varphi_{n,1,-1}(r) + \varphi_{n,1,1}(r)],
\]

\[
np_z(r) = \varphi_{n,1,0}(r),
\]

where \( x \), \( y \) and \( z \) designate the symmetry axes of the orbitals. Figure 2.1 shows the contour surfaces for the \( p_x \)-orbital and \( p_y \)-orbital for \( n = 2 \). The parity of \( p \)-orbitals under inversion \( i \) of the coordinates is given by equation (2.9) as odd which can be directly seen from the figure.

### Total angular momentum states

Throughout this work we will often use states with definite orbital angular momentum \( L \) and spin \( S \) in a coupled basis with total angular momentum \( J \). The ground state of Ne* is given in
<table>
<thead>
<tr>
<th>n</th>
<th>l</th>
<th>spectroscopic notation</th>
<th>wave functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2pₓ</td>
<td>$Z^{3/2} \frac{1}{\sqrt{2\pi}} \cdot x \cdot e^{-q/2}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2pᵧ</td>
<td>$Z^{3/2} \frac{1}{\sqrt{2\pi}} \cdot y \cdot e^{-q/2}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2pᵣ</td>
<td>$Z^{3/2} \frac{1}{\sqrt{2\pi}} \cdot z \cdot e^{-q/2}$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3pₓ</td>
<td>$Z^{3/2} \frac{1}{\sqrt{2\pi}} \cdot x \cdot (6 - q) \cdot e^{-q/3}$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3pᵧ</td>
<td>$Z^{3/2} \frac{1}{\sqrt{2\pi}} \cdot y \cdot (6 - q) \cdot e^{-q/3}$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3pᵣ</td>
<td>$Z^{3/2} \frac{1}{\sqrt{2\pi}} \cdot z \cdot (6 - q) \cdot e^{-q/3}$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3dₓ²−ᵧ²</td>
<td>$Z^{3/2} \frac{1}{\sqrt{6\pi}} \cdot (2z^2 - x^2 - y^2) \cdot e^{-q/3}$</td>
</tr>
</tbody>
</table>

Table 2.2: p- and d-type real hydrogen-like orbitals, with $q \equiv Zr$.

(a) $|2pₓ(x,y,z)|^2 = 0.0001$  
(b) $|2pᵧ(x,y,z)|^2 = 0.0001$

Figure 2.1: Contour surfaces of probability densities $|2pₓ|^2$, $|2pᵧ|^2$ for the real hydrogen $pₓ$- and $pᵧ$-orbitals. The red surfaces indicate $2pₓ, 2pᵧ > 0$ while the blue surfaces indicate $2pₓ, 2pᵧ < 0$.

this basis. To understand these states, we introduce the spin in our discussion of hydrogen-like systems. Consider the product state $|lsm_l m_s⟩ = |nlm_l⟩ \otimes |sm_s⟩$, where $|sm_s⟩$ describes the spin-part of the electron and $|nlm_l⟩$ the spatial part. The spin-state $|sm_s⟩$ is an eigenstate of the spin operator $S^2$ and of the projection on the quantization axis $S_z$. We have

$$S^2 |sm_s⟩ = s(s + 1) |sm_s⟩, \quad S_z |sm_s⟩ = m_s |sm_s⟩.$$ (2.17)

For a single electron we have $s = 1/2$ and $m_s = -1/2, +1/2$. The spatial state $|nlm_l⟩$ fulfills the eigenvalue equations

$$L^2 |nlm_l⟩ = l(l + 1) |nlm_l⟩, \quad L_z |nlm_l⟩ = m_l |nlm_l⟩,$$ (2.18)

where $L$ is the orbital angular momentum operator and $L_z$ is the projection operator on the z-axis. The operators $H_0, S^2, S_z, L^2, L_z$ form a complete set of commuting observables [72].
Therefore, the product state $|l s m_l m_s\rangle$ is a simultaneous eigenstate to all of these operators. These states are orthonormal

$$
\langle l' s' m'_l m'_s | l s m_l m_s \rangle = \delta_{l l'} \delta_{s s'} \delta_{m_l m'_l} \delta_{m_s m'_s},
$$

(2.19)

In this thesis we will also write the product state $|l s m_l m_s\rangle$ in position space. For a single electron we have

$$
\psi_{nlmslm}(\mathbf{r}) = \varphi_{nlm}(\mathbf{r}) \cdot \chi_{ms},
$$

(2.20)

where $\varphi_{nlm}$ is the spatial part of the system and $\chi_{ms}$ is the spin function which can be denoted by $a$ for $m_s = +1/2$ and by $b$ for $m_s = -1/2$. This notation is used in the quantum chemistry literature [77–79] and $\psi_{nlmslm}$ is known as a spin-orbital. For hydrogen-like systems, the spatial orbitals $\varphi_{nlm}$ are given in table 2.1.

Now we construct total angular momentum states. The total angular momentum operator is given by

$$
\mathbf{J} = \mathbf{L} + \mathbf{S}, \quad \mathbf{J}^2 = \mathbf{L}^2 + \mathbf{S}^2 + 2\mathbf{L} \cdot \mathbf{S},
$$

(2.21)

where the operator $\mathbf{L} \cdot \mathbf{S}$ is given by the inverse relation

$$
\mathbf{L} \cdot \mathbf{S} = \frac{1}{2} \left( \mathbf{J}^2 - \mathbf{L}^2 - \mathbf{S}^2 \right).
$$

(2.22)

The operators $\mathbf{J}^2$ and $J_z$ commute with $H_0$. The operator $\mathbf{L} \cdot \mathbf{S}$ commutes with $\mathbf{L}^2$, $\mathbf{S}^2$, $\mathbf{J}^2$, $J_z$, but we have

$$
[\mathbf{L} \cdot \mathbf{S}, J_z] \neq 0, \quad [\mathbf{L} \cdot \mathbf{S}, S_z] \neq 0.
$$

(2.23)

Thus, the states $|l s m_l m_s\rangle$ cannot be eigenfunctions of $\mathbf{L} \cdot \mathbf{S}$. Therefore, we construct total orbital angular momentum states

$$
|l s j m\rangle = \sum_{m_l m_s} |l s m_l m_s\rangle \langle l s m_l m_s | l s j m\rangle,
$$

(2.24)

where $\langle l s m_l m_s | l s j m\rangle$ is a Clebsch-Gordan coefficient (see appendix B). These states are eigenstates of $\mathbf{J}^2$, $\mathbf{J}_z$, $\mathbf{L}^2$, $\mathbf{S}^2$, fulfilling the eigenvalue equations

$$
\mathbf{J}^2 |l s j m\rangle = j(j+1) |l s j m\rangle, \quad J_z |l s j m\rangle = m |l s j m\rangle,
$$

(2.25)

$$
\mathbf{L}^2 |l s j m\rangle = l(l+1) |l s j m\rangle, \quad \mathbf{S}^2 |l s j m\rangle = s(s+1) |l s j m\rangle,
$$

(2.26)

with $m = -j, \ldots, +j$ and $j = |l-s|, \ldots, l+s$, and also of $\mathbf{L} \cdot \mathbf{S}$.

### 2.1.3 Spin-orbit coupling

After the introduction of the spin of the electron in hydrogen-like systems we can discuss the spin-orbit coupling. This is important, because spin-orbit coupling is present in Ne* and influences the collision physics. So far we have considered the non-relativistic Schrödinger equation (2.1) for a single electron in the field of the proton. The spin-orbit interaction describes the interaction of the spin of the electron with the magnetic field created by the movement of the nucleus. This spin-orbit interaction modifies the system Hamiltonian to

$$
H = H_0 + H_{SO},
$$

(2.27)

where $H_0$ is the non-relativistic Hamiltonian for the one-electron system. The spin-orbit term $H_{SO}$ stems from the relativistic Dirac equation for an electron moving in the vector potential $\mathbf{A}$ and in the electrostatic potential $\varphi$ generated by the nucleus [80]. For small velocities up to an order $v^2/c^2$ the spin-orbit term appears in the Dirac equation as

$$
H_{SO} = -\frac{1}{4e^2} \sigma \cdot \nabla \varphi \times \mathbf{p},
$$

(2.28)
where \( c \) is the speed of light and \( \mathbf{p} \) is the momentum of the electron. The Pauli matrices \( \sigma \) describe the spin of the system and are related to the spin operator by \( S = \frac{1}{2} \sigma \). If the electrostatic potential \( \varphi \) is isotropic, the spin-orbit term can be written as [40]

\[
H_{\text{SO}} = \xi(r) \mathbf{L} \cdot \mathbf{S}, \quad \xi(r) = -\frac{1}{2} \frac{1}{r} \frac{d\varphi}{dr},
\]

(2.29)

Given the electrostatic potential of hydrogen-like atoms, \( \varphi(r) = Z/r \), we can calculate the radial function \( \xi(r) \) as

\[
\xi(r) = Z/2c^2 r^3.
\]

(2.30)

As the spin-orbit coupling in hydrogen is orders of magnitude smaller than the Coulomb interaction we can apply a perturbational approach in order to calculate the spin-orbit energies [81]. As the eigenvalues of \( H_0 \) are degenerate [see equation 2.14] the energy of the spin-orbit coupling is retrieved from the secular equation of first-order perturbation theory [40]

\[
| H_{ij}^{\text{SO}} - E_{njls}^{(1)} \delta_{ij} | = 0, \quad \text{with } H_{ij}^{\text{SO}} = \langle \psi_{nl}^{(0)} | H_{\text{SO}} | \psi_{nj}^{(0)} \rangle,
\]

(2.31)

where \( E_{njls}^{(1)} \) is the 1st order spin-orbit energy and where the state \( | \psi_{nj}^{(0)} \rangle \) is the unperturbed total angular momentum state, given by equation (2.24). The matrix element \( \langle \psi_{nl}^{(0)} | H_{\text{SO}} | \psi_{nj}^{(0)} \rangle \) factorizes in a part only depending on the quantum numbers \( l, s, j \) and in a radial part. The part depending only on the quantum numbers \( l, s, j \) reads

\[
\langle l's'm'| \mathbf{L} \cdot \mathbf{S} | lsjm \rangle = \frac{1}{2} \langle l's'm'| (J^2 - \mathbf{L}^2 - \mathbf{S}^2) | lsjm \rangle = \frac{1}{2} (j(j + 1) - l(l + 1) - s(s + 1)) \delta_{lj} \delta_{sj} \delta_{mj},
\]

(2.32)

where we used that the total angular momentum states \( | lsjm \rangle \) are orthonormal. The radial part is given by the integral

\[
\langle \xi(r) \rangle = \langle nlm| \xi(r) |nlm \rangle \equiv \xi_{nl} = \int \xi(r) | \psi_{nl}(r) |^2 dr,
\]

(2.33)

where the radial functions \( \psi_{nl} \) are given by equation (2.13). The spin-orbit radial function \( \xi(r) \) is given by equation (2.30) and insertion in equation (2.33) results in

\[
\xi_{nl} = \frac{Z}{2c^2} \left( \frac{1}{r^3} \right).
\]

(2.34)

Expectation values of the type \( \langle 1/r^k \rangle \) can be solved analytically for hydrogen-like wave functions and the results are tabulated in the literature [82]. We simply give the result for \( k = 3 \) which reads

\[
\langle 1/r^3 \rangle = \frac{Z^3}{n^3(l + 1)(l + \frac{1}{2})}.
\]

(2.35)

By inserting equation (2.35) in equation (2.34) and combining the result with the expectation value of the \( \mathbf{L} \cdot \mathbf{S} \) operator (2.32) we finally obtain the spin-orbit energy

\[
E_{njls}^{(1)} = \frac{Z^4}{4c^2} \frac{j(j + 1) - l(l + 1) - s(s + 1)}{n^3(l + 1)(l + \frac{1}{2})}.
\]

(2.36)

This result shows a \( Z^4 \) dependency of the spin-orbit coupling. Thus, for heavier atoms, the spin-orbit coupling becomes much more dominant and the perturbation approach of this subsection may break down. For many-electron systems such as Ne\(^+\) the calculation of spin-orbit energies is more complicated. The coupling scheme is more complex and energy splittings have to be evaluated carefully. We will discuss the spin-orbit coupling and the fine-structure of Ne\(^+\) in chapter 6. We now generalize the discussion of atoms to many-electron atoms.
2.2 MANY-ELECTRON ATOMS

Ne* is a many-electron system. In order to understand its atomic properties we need to introduce the spectroscopic notation of atoms and discuss the construction of many-electron states. The many-electron states can be represented by Slater determinants which will be introduced in this section. With the help of the Slater-Condon rules we then calculate the Hartree-Fock equations which result from the minimization of the non-relativistic many-electron energy expectation value in terms of the electron orbitals. We start with the spectroscopic notation of many-electron atomic states.

2.2.1 Spectroscopic notation for atomic states

Here, we explain the Russel-Saunders or (LS) coupling in many-electron system [83]. This is important because the ground state of Ne* is given in Russel-Saunders notation even though the general coupling mechanisms in Ne* are given by intermediate states of LS coupling and jj coupling.

Consider an \( n \)-electron system. Each electron is a spin-1/2 system and may has non-zero orbital angular momentum. If the Coulomb interactions of the electrons and the nucleus is strong compared to the spin-orbit coupling, which was discussed in the previous section, it is likely that the individual orbital angular momenta and spins of the electrons couple to a total orbital momentum \( L \) and a total electronic spin \( S \), reading

\[
L = \sum_i L_i, \quad S = \sum_i S_i,
\]

where \( L_i, S_i \) are orbital angular momentum and spin operators of electron \( i \). In equation (2.21) the coupling of \( L \) and \( S \) to a total orbital angular momentum was shown for a one-electron system. If the one-electron operators \( L, S \) in equation (2.21) are replaced by the operators in equation (2.37) we obtain the total orbital angular momentum \( J \) of the \( n \)-electron system in Russel-Saunders or LS-coupling [83]. The \( z \)-components of \( L \) and \( S \) in this coupling scheme are given by

\[
L_z = \sum_i L_{z,i}, \quad S_z = \sum_i S_{z,i},
\]

with \( L_{z,i}, S_{z,i} \) the \( z \)-components of \( L, S \), respectively. The spectroscopic notation for an \( n \)-electron state \( |lsjm\rangle \) in Russel-Saunders coupling is given by

\[
2s+1|lsjm, \quad (2.39)
\]

where \( 2s+1 \) is called the multiplicity of the state. For \( s = 0, 1, 2, \ldots \) the state is a singlet, triplet, quintet state, \ldots respectively. For \( l = 0, 1, 2, \ldots \) the state is designated as \( S, P, D, \ldots \) state as opposed to the lowercase letters for single-electron systems.

2.2.2 Slater determinants

In contrast to one-electron systems, the Schrödinger equation for many-electron atoms cannot be solved analytically. The Coulomb repulsion \( H_1 \) of the electrons makes the electronic wave function non-separable. However, \( H_1 \) contains a large spherical symmetric component. This large spherical symmetric component makes it possible to introduce the central field approximation which we discuss in this section. We start with the non-relativistic Hamiltonian for a single atom with \( n \) electrons [40]

\[
H = H_0 + H_1 = \sum_{i=1}^{n} h_0(r_i, \mathbf{p}_i) + \sum_{i<j}^n h_1(r_i, r_j).
\]

with

\[
h_0(r_i, \mathbf{p}_i) = -\frac{\nabla^2}{2} - \frac{Z}{r_i}, \quad h_1(r_i, r_j) = \frac{1}{|r_i - r_j|}.
\]

\[
(2.41)
\]
$H_0$ describes the kinetic energy of the electrons and the Coulomb attraction between nucleus and electrons while $H_1$ describes the Coulomb repulsion between the electrons. In general, the electron repulsion energy $H_1$ is not a small contribution to the total energy so that the system cannot be treated in a perturbation approach. The operator $H_1$ is a sum over the two-electron operators $h_{ij}$ which makes it difficult to solve the Schrödinger equation for the full $n$-electron system. However, it contains a large spherically symmetric part so that the effect of the Coulomb repulsion for the $i$th electron by all the other electrons can be described in terms of an averaged, spherically symmetric potential energy $V(r_i)$ which acts on the $i$th electron. Assume, that we split the Hamiltonian (2.40) into

$$H = H'_0 + H'_1,$$

where

$$H'_0 = \sum_{i=1}^{n} h'_0(r_i, p_i) = -\frac{\nabla^2}{2} + V(r_i), \quad H'_1 = \sum_{i<j} h_1(r_i, r_j) - \frac{1}{2} \left\langle \sum_{i<j} h_1(r_i, r_j) \right\rangle,$$

and where we have introduced the one-electron potential

$$V(r_i) = -\frac{Z}{r_i} + \frac{1}{2} \left\langle \sum_{j\neq i} h_1(r_i, r_j) \right\rangle.$$

The term $1/2(\sum_{j\neq i} h_1(r_i, r_j))$ denotes the average over a sphere of the electron repulsion for electron $i$ and is independent of angular coordinates [40]. Often, $H'_1$ is only a small contribution to the total energy of the system. This term describes the electron correlation energy $E_{\text{corr}}$. One has to be careful in neglecting $H'_1$ as in some cases $E_{\text{corr}}$ can become very large. Keeping this in mind we assume in the following that the total energy of the electronic system is described by $H'_0$ only. This is the central field approximation. The time-independent Schrödinger equation for $H'_0$ reads

$$H'_0 \Phi(\{r\}) = \left[ \sum_{i=1}^{n} h'_0 \right] \Phi(\{r\}) = E \Phi(\{r\}),$$

where $\{r\} = \{r_1, \ldots, r_n\}$ is the set of all electron coordinates. As $h'_0$ is a one-electron operator we can employ a single-electron product state ansatz for the wave function $\Phi(\{r\})$, reading

$$\Phi(\{r\}) = \varphi_1(r_1) \cdot \varphi_2(r_2) \cdot \ldots \cdot \varphi_n(r_n),$$

and the Schrödinger equation becomes separable into $n$ one-particle equations of the type

$$h'_0 \varphi_i(r) = \epsilon \varphi_i(r),$$

with $\epsilon$ the one-electron energy and where we omitted the subscript $i$ for particle $i$. As in the simple case of the hydrogen-like atoms, this equation can be solved by separating the variables of the radial distance $r$ and of the angular coordinates ($\theta, \varphi$). The solutions are given by central field orbitals, where the angular part is given by the spherical harmonics $Y_{l_{mi}}(\theta, \varphi)$ and the radial part by a radial wave function $R_{nl}(r)$ so that we obtain

$$\varphi_{nlm_i}(r) = R_{nl}(r) Y_{l_{mi}}(\theta, \varphi).$$

Note, that the radial functions $R_{nl}(r)$ are not the hydrogen-like solutions but functions whose exact shapes depend on the shape of the averaged potential $V(r)$ of the $n$-electron atom.

As electrons are fermions, the total wave function of the system needs to be antisymmetric under the exchange of two electrons. Two fermions cannot reside in the same quantum state. This is also known as the Pauli exclusion principle [84]. The total electronic wave function of the $n$-electron system which is totally antisymmetric can be written in form of the Slater determinant [40]

$$\Psi(\{r\}) = \frac{1}{\sqrt{n!}} \begin{vmatrix} \varphi_1(1) & \varphi_2(1) & \ldots & \varphi_n(1) \\ \varphi_1(2) & \varphi_2(2) & \ldots & \varphi_n(2) \\ \vdots & \vdots & \ddots & \vdots \\ \varphi_1(n) & \varphi_2(n) & \ldots & \varphi_n(n) \end{vmatrix},$$
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with \( \psi_k(j) \) the spin-orbitals (2.20) with \( k \) denoting the set of quantum numbers \((nlsm_i)\) and \( j \) denoting the coordinates of particle \( j \). As the single-electron spin-orbitals have definite parity under the inversion of the electron coordinate, the \( n \)-electron Slater determinant also has definite parity under inversion \( i \) of all the electron coordinates, reading

\[
\mathcal{P}_i \Psi(\{r\}) = \Psi(\{-r\}) = (-1)^{i_1}(-1)^{i_2} \ldots (-1)^{i_n} \Psi(\{r\}).
\]  

(2.50)

With the Slater determinant we introduce in section 2.2.4 the Hartree-Fock equations which we solve in this thesis in order to calculate molecular potential energies. In order to derive the Hartree-Fock equations we introduce the Slater-Condon rules for the Slater determinants in the next section.

2.2.3 Slater-Condon rules

The Slater-Condon rules have been derived in [85, 86]. We assume two Slater determinants for \( n \) electrons, \( \Psi_A \) and \( \Psi_B \), given by

\[
\Psi_A = \frac{1}{\sqrt{n!}} \begin{vmatrix}
\psi_{a_1}(1) & \psi_{a_2}(1) & \ldots & \psi_{a_n}(1) \\
\psi_{a_1}(2) & \psi_{a_2}(2) & \ldots & \psi_{a_n}(2) \\
\vdots & \ddots & \ddots & \vdots \\
\psi_{a_1}(n) & \psi_{a_2}(n) & \ldots & \psi_{a_n}(n)
\end{vmatrix}, \quad \Psi_B = \frac{1}{\sqrt{n!}} \begin{vmatrix}
\psi_{b_1}(1) & \psi_{b_2}(1) & \ldots & \psi_{b_n}(1) \\
\psi_{b_1}(2) & \psi_{b_2}(2) & \ldots & \psi_{b_n}(2) \\
\vdots & \ddots & \ddots & \vdots \\
\psi_{b_1}(n) & \psi_{b_2}(n) & \ldots & \psi_{b_n}(n)
\end{vmatrix}.
\]

(2.51)

Here, \( \psi_{a_i}(i) \) and \( \psi_{b_j}(i') \) are spin orbitals. As in the previous section, \( k \) and \( k' \) denote the quantum numbers \( n, l, m_l, m_s \), while \( i \) and \( i' \) denote the coordinates of electron \( i \) and \( i' \), respectively.

One-electron operators

Furthermore, we assume an operator \( F \) which is given by

\[
F = \sum_{i=1}^{n} f(i),
\]

(2.52)

where \( f \) is a one-electron operator and \( i \) denotes coordinate \( r_i \) and momentum \( p_i \) of particle \( i \).

The Slater-Condon rule for the diagonal matrix element \( \langle \Psi_A | F | \Psi_A \rangle \) reads

\[
\langle \Psi_A | F | \Psi_A \rangle = \sum_{i=1}^{n} \langle \psi_{a_i}(1) | f(1) | \psi_{a_i}(1) \rangle.
\]

(2.53)

Thus, the diagonal matrix element \( \langle \Psi_A | F | \Psi_A \rangle \) is simply given by a sum of expectation values of the single electron operators in terms of the single-electron spin-orbitals. This result holds because of the orthonormality of the spin-orbitals. If \( A \) and \( B \) differ by more than one pair of spin-orbitals \( \psi_{a_i} \neq \psi_{b_i} \), the Slater-Condon rule for the off-diagonal matrix element \( \langle \Psi_A | F | \Psi_B \rangle \) reads

\[
\langle \Psi_A | F | \Psi_B \rangle = 0.
\]

(2.54)

If \( A \) and \( B \) only differ by one spin-orbital \( \psi_{a_i} \neq \psi_{b_i} \), but all the other spin-orbitals are the same, the off-diagonal matrix element of \( F \) reads

\[
\langle \Psi_A | F | \Psi_B \rangle = \pm \langle \psi_{a_i}(1) | f(1) | \psi_{b_i}(1) \rangle.
\]

(2.55)

Here, a plus sign occurs when the parity of the permutation of \( \psi_{b_i} \) from the \( i \)th position to the \( i \)th position in the Slater determinant is positive/even and a minus sign occurs when the permutation is negative/odd.

Two-electron operators

We introduce the operator \( G \), given by

\[
G = \sum_{i<j} g(i, j),
\]

(2.56)
where \( g \) is a two-electron operator and \( i \) and \( j \) denote the coordinates \( r_i, r_j \) and momenta \( p_i, p_j \) of the two particles \( i \) and \( j \), respectively. The Slater-Condon rule for the diagonal matrix element in terms of the Slater determinant \( \Psi_A \) is given by

\[
\langle \Psi_A | G | \Psi_A \rangle = \sum_{k < l} \left[ \langle \psi_{a_k} (1), \psi_{a_l} (2) | g (1, 2) | \psi_{a_k} (1), \psi_{a_l} (2) \rangle - \langle \psi_{a_k} (1), \psi_{a_l} (2) | g (1, 2) | \psi_{a_l} (1), \psi_{a_k} (2) \rangle \right],
\]

(2.57)

where \( | \psi_{a_k} (1), \psi_{a_l} (2) \rangle \) denotes the two-electron product state

\[
| \psi_{a_k} (1), \psi_{a_l} (2) \rangle = | \psi_{a_k} (1) \rangle \otimes | \psi_{a_l} (2) \rangle .
\]

(2.58)

If \( A \) and \( B \) differ by more than two pairs of spin orbitals, \( \psi_{a_k} \neq \psi_{b_m} \) and \( \psi_{a_l} \neq \psi_{b_n} \), the off-diagonal matrix element reads

\[
\langle \Psi_A | G | \Psi_B \rangle = 0.
\]

(2.59)

Consider the case, where \( \Psi_A \) and \( \Psi_B \) differ by two pairs of spin orbitals, i.e. \( \psi_{a_k} \neq \psi_{b_m} \) and \( \psi_{a_l} \neq \psi_{b_n} \), but all the other spin orbitals are the same. The Slater-Condon rule for the off-diagonal matrix element of \( G \) then reads

\[
\langle \Psi_A | G | \Psi_B \rangle = \pm \left[ \langle \psi_{a_k}, \psi_{a_l} | G | \psi_{b_m}, \psi_{b_n} \rangle - \langle \psi_{a_k}, \psi_{a_l} | G | \psi_{b_n}, \psi_{b_m} \rangle \right],
\]

(2.60)

where we have omitted the electron coordinates 1, 2. The plus sign occurs when the permutations of \( \psi_{b_m} \) from the \( m \)th position to the \( k \)th position and of \( \psi_{b_n} \) from the \( l \)th position to the \( n \)th position are both even or both odd. The minus sign occurs otherwise. When the Slater determinants \( A \) and \( B \) differ only by one pair of spin orbitals \( \psi_{a_k} \neq \psi_{b_l} \) and all the others are the same, we have

\[
\langle \Psi_A | G | \Psi_B \rangle = \pm \sum_{i \neq k} \left[ \langle \psi_{a_i}, \psi_{a_k} | G | \psi_{b_i}, \psi_{b_l} \rangle - \langle \psi_{a_i}, \psi_{a_l} | G | \psi_{b_i}, \psi_{b_l} \rangle \right].
\]

(2.61)

Here, the plus and minus sign occur to the same rule as in equation (2.60). Having established the Slater-Condon rules we can now introduce the Hartree-Fock equations.

2.2.4 Hartree-Fock equations

The Hartree-Fock equations are the basic equations which we solve in this work in order to obtain atomic and molecular potential energies. With the Slater-Condon rules we are able to derive the energy expectation value of the non-relativistic \( n \)-electron Hamiltonian (2.40) where the \( n \)-electron state is given by the single Slater determinant (2.49). Based on the minimization principle, variation of the energy with respect to the spin-orbitals leads to the Hartree-Fock equations.

We start by employing the Slater-Condon rules to derive the energy eigenvalue of the Hamiltonian (2.40). We identify the free Hamilton operator \( H_0 \) in equation (2.40) with \( F \) and \( h_0 \) in equation (2.41) with \( f \), reading

\[
F = H_0, \quad f = h_0 = -\frac{\nabla_i^2}{2} - \frac{Z}{r_i}.
\]

(2.62)

Furthermore, we identify the Coulomb repulsion term \( H_1 \) (2.40) with the operator \( G \) and \( h_1 \) in equation (2.41) with \( g \), given by

\[
G = H_1, \quad g = h_1 = \frac{1}{|r_i - r_j|}.
\]

(2.63)

With the Slater-Condon rules of the diagonal matrix elements in the equations (2.53), (2.57) we derive the energy expectation value of the Hamiltonian \( H \) in terms of the Slater determinant (2.49) as

\[
E = \langle \Psi | H | \Psi \rangle = \sum_k I_k + \frac{1}{2} \sum_{km} (J_{km} - K_{km}),
\]

(2.64)
where the one-electron integral $I_k$ and the two-electron integrals $J_{km}$, $K_{km}$ are given by

$$I_k = \langle \psi_k | h_0 | \psi_k \rangle, \quad J_{km} = \langle \psi_k, \psi_m | h_1 | \psi_k, \psi_m \rangle, \quad K_{km} = \langle \psi_k, \psi_m | h_1 | \psi_m, \psi_k \rangle,$$  \hspace{1cm} (2.65)

with $J_{km}$ the Coulomb integral and $K_{km}$ the exchange integral. The exchange integral $K_{km}$ only exists if the two electrons in the orbitals $\psi_k, \psi_m$ have spin projections in the same direction, i.e. if $m_{s_1} = m_{s_2}$.

So far we have not made any restrictions on the specific configuration of the $n$-electron system. We now assume the case of closed shells, i.e. the case where all spatial orbitals are doubly occupied respecting the Pauli exclusion principle so that for one spatial orbital one electron is in the spin-up state ($m_e = +1/2$) while the second electron of this spatial orbital is in the spin-down state ($m_e = -1/2$). There are then $n/2$ electrons in spin-up configurations and $n/2$ electrons in spin-down configurations. The energy expectation value then can be written as

$$E = 2 \sum_{q} I_q + \sum_{qq'} \left( 2J_{qq'} - K_{qq'} \right),$$  \hspace{1cm} (2.66)

where the summations $q,q'$ are only over the spatial quantum numbers and the factor two arises from the double occupation of the spatial orbitals.

In order to derive the Hartree-Fock equations one has to minimize the energy expectation value with respect to a variation of the spin-orbitals. The Hartree-Fock equations resulting from the minimization of equation (2.66) for closed shell atoms, where all spatial orbitals are doubly occupied, are called Restricted Hartree-Fock (RHF) equations. For open-shell systems with at least one spatial orbital only singly occupied, different expressions are derived depending on the specific assumptions on the electronic state of the system. There exists the Unrestricted Hartree-Fock (UHF) equations which result from the assumption of no restrictions on the spins of the electrons. In the derivation of the Restricted open-shell Hartree-Fock (ROHF) equations it is assumed that only the spatial orbitals of the closed shells are restricted to be occupied by two electrons with opposite spins. Solving either the RHF, UHF or the ROHF equations has different advantages and disadvantages, for example the disadvantage of spin contamination problem for the UHF method where the electronic wave function is not restricted to be a pure spin state anymore. Another disadvantage is the dissociation problem of too large electronic energies at large separations of the RHF method which will be discussed in more detail in section 3.5.2. A detailed discussion of the different methods can be found in the literature [79, 87, 88].

We now derive the RHF equations and start with the energy expression (2.66). The derivation of the Hartree-Fock equations is based on the variational method of Ritz [72, 84]. The variational principle states that if one considers the energy expectation value as a functional of the states $|\Psi\rangle$, reading

$$E[|\Psi\rangle] = \frac{\langle \Psi | H | \Psi \rangle}{\langle \Psi | \Psi \rangle},$$  \hspace{1cm} (2.67)

the stationary value $\delta E[|\Psi\rangle] = 0$ is obtained if $|\Psi\rangle$ is an eigenvector of the discrete spectrum of $H$. It can be shown that for an arbitrary state $|\Psi\rangle$, it always holds

$$E[|\Psi\rangle] \geq E_0,$$  \hspace{1cm} (2.68)

where $E_0$ is the ground state energy of the system. The energy eigenvalue of an arbitrary state $|\Psi\rangle$ is always bigger than or equal to the energy eigenvalue of the ground state of the system. In order to find a good approximation to the energy and wave function of the system, we have to minimize equation (2.67) with respect to the orbitals $|\varphi_q\rangle$ of $|\Psi\rangle$ under the condition that the orbitals are normalized

$$\langle \varphi_q | \varphi_q \rangle = 1, \quad \forall q.$$  \hspace{1cm} (2.69)

Varying the RHF energy-expression (2.66) with respect to the orbitals $\{|\varphi_q\rangle\}$ under the condition (2.69) leads to the Hartree-Fock equations [40]

$$F(1)\varphi_q(1) = \epsilon_q \varphi_q(1),$$  \hspace{1cm} (2.70)
where $\epsilon_q$ is the orbital energy of the $\psi_q$ orbital and where we have introduced the Fock operator \[ F(1) = h_0(1) + \sum_{q'} \left[ 2I_{q'}(1) - K_{q'}(1) \right]. \] (2.71)

The Coulomb operator $I_{q'}(1)$ and the exchange operator $K_{q'}(1)$ in the Fock operator are defined as follows

\[ I_{q'}(1)\varphi_q(1) = \left[ \int \varphi_{q'}(2)^2 \frac{1}{|r_1 - r_2|} \, dr_2 \right] \varphi_q(1), \] (2.72a)

\[ K_{q'}(1)\varphi_q(1) = \left[ \int \varphi_{q'}(2)^* \frac{1}{|r_1 - r_2|} \varphi_q(2) \, dr_2 \right] \varphi_{q'}(1). \] (2.72b)

There is no method of solving the Hartree-Fock equations (2.70) directly. Equation (2.70) suggests that the problem consists of a simple eigenvalue problem but the Fock operator itself consists of the orbitals one is seeking for. Therefore, the Hartree-Fock equations have to be solved in a self-consistent manner. For more details regarding the Hartree-Fock equations we refer the interested reader to the literature \([40,78,79]\).

**Beyond Hartree-Fock**

The Hartree-Fock equations (2.70) have been derived by assuming that the electron repulsion can be described in a mean-field approach. In this assumption, the correlation energy $E_{\text{corr}}$ of the electrons is neglected. The exact total electronic energy of an $n$-electron system is given by

\[ E_{\text{tot}} = E_{\text{HF}} + E_{\text{corr}}, \] (2.73)

with $E_{\text{HF}}$ the Hartree Fock energy of the system. There are many methods beyond Hartree-Fock to account for $E_{\text{corr}}$ such as the Configuration Interaction (CI) methods, the Multiconfigurational SCF (MCSCF) methods or the Møller-Plesset perturbation theory (MP). With all of these methods, it is possible to obtain more accurate results for electronic energies of atoms or potential energies of molecules than with the standard Hartree-Fock method. The description of these methods is outside the scope of this work, the interested reader is referred to the literature \([77,79]\). Modern electronic structure programs are available which include the standard Hartree-Fock, CI, MCSCF methods and the MP perturbation theory as well as alternative approaches as the (Time-Dependent) Density Functional Theory ((TD)DFT) and the Coupled Cluster (CC) methods \([79]\).

In order to solve the Hartree-Fock equations we use in this work the General Atomic and Molecular Electronic Structure System (GAMESS) package \([89,90]\). This package incorporates all the methods mentioned here and will be employed in this work to calculate molecular potential energies.

**Conclusion**

In this chapter we discussed the properties of atomic systems. We started with the hydrogen-like atoms, introduced complex and real orbitals and showed how the spin of the electrons leads to spin-orbit coupling. We then introduced the many-electron atoms, explained the spectroscopic notation for LS coupled states, showed how the Slater determinants are constructed as the properly antisymmetric electronic states of the system and introduced the Slater-Condon rules. With the Slater-Condon rules we introduced the Hartree-Fock equations. It is important to understand the physics of a single atom in order to understand the interaction properties of colliding atoms. This will be studied in the next section for short-range interactions in terms of the diatomic molecular states and potential energies.
In binary collisions of Ne$^*$ at short-range ($r \leq 20 \, a_0$), the physics is given in terms of the diatomic molecular properties of the system. Therefore, it is of considerable interest for this work to investigate the properties of diatomic molecules in detail as also the interaction potentials of Ne$^*$ are given in a molecular basis. We start with the fundamental approximation of molecular physics, the Born-Oppenheimer approximation. The separation of electronic and nuclear motion in this approximation is a crucial point in order to obtain the molecular interaction potentials. We then introduce the Linear Combination of Atomic Orbitals (LCAO) method for the construction of molecular orbitals and show how the Hartree-Fock equations transform in this method to the Roothaan equations for molecular systems. In order to discuss the symmetries and to introduce the spectroscopic notation for electronic states of diatomic molecules, we calculate ground state molecular potential and the molecular orbitals of H$_2^+$ numerically by solving the Roothaan equations with the GAMESS package (see previous chapter). The molecular interaction potentials of Ne$^*$ were calculated in the molecular bases corresponding to Hund’s case (a) and Hund’s case (c). We introduce these bases by discussing the coupling mechanisms and the spectroscopic notation in many-electron diatomic molecules. As an example for many-electron molecules we introduce the H$_2$ molecule for which we construct fully anti-symmetrized electronic states in the Hund’s case (a) basis and give general expressions for the lowest eigenenergies of H$_2$. Furthermore, we introduce the Heitler-London (HL) approximation which is an alternative approach to construct molecular orbitals and compare this approach to the LCAO by calculating the molecular potential energies of H$_2$.

3.1 Born-Oppenheimer Approximation

The nonrelativistic Hamilton operator of polyatomic molecules consists of the nuclear kinetic energy $T_{\text{nuc}}$ and the electronic part $H_{\text{el}}$ and reads
\[
H = T_{\text{nuc}} + H_{\text{el}}. \tag{3.1}
\]
The electronic part includes the kinetic energy of the electrons and all the Coulomb interactions, conveniently also the Coulomb repulsion of the nuclei. As the masses of the nuclei $M_\alpha$ are typically much larger than the electron masses the term $T_{\text{nuc}}$ is very often small compared to the electronic Hamiltonian $H_{\text{el}}$. This is what is exploited in the Born-Oppenheimer approximation [47], which we describe in this section.

Assume a polyatomic molecule with a total number of $k$ nuclei and a total of $n$ electrons. The time-independent Schrödinger equation for this system in atomic units reads [47]
\[
\left( - \sum_{a=1}^{k} \frac{\nabla_R^2 R_a}{2M_a} - \sum_{i=1}^{n} \frac{\nabla_r^2}{2} + V(r,R) \right) \Psi(r,R) = E \Psi(r,R), \tag{3.2}
\]
where $r = \{r_1, r_2, \ldots, r_n\}$ denotes the set of all $3n$ electron coordinates and $R = \{R_1, R_2, \ldots, R_k\}$ denotes the set of all $3k$ nuclei coordinates. The first term in the Schrödinger equation is the nuclei kinetic energy $T_{\text{nuc}}$. The potential $V(r,R)$ is the full Coulomb interaction term, consisting of the repulsion between the electrons and between the nuclei and of the attraction between the nuclei and the electrons. The energy $E$ is the total energy of the molecular system. Given the splitting of the Hamiltonian (3.1) we can write a separation ansatz of the wave function as
\[
\Psi(r,R) = \sum_{m} \psi_{m}^{\text{nuc}}(R) \phi_{m}(r,R), \tag{3.3}
\]
where \( \phi_m(r, R) \) is the electronic part of the wave function depending on the electron coordinates \( r \) and parametrically on the nuclear coordinates \( R \). The nuclear part of the wave function, given by \( \psi_m^{\text{nuc}}(R) \), depends on the nuclear coordinates only.

With the ansatz (3.3) we obtain a separate Schrödinger equation for the electronic wave function

\[
H_{el}\phi_n(r, R) = V_n(R)\phi_n(r, R),
\]

(3.4)

where the subscript \( n \) of the electronic wave function is the \( n \)th eigenstate of \( H_{el} \) and where we introduced \( V_n \) as the eigenenergies to the \( n \)th eigenstate of the electronic Schrödinger equation (3.4). Note that equation (3.4) is solved for given \( R \). As the electronic energy eigenvalues and the electronic eigenstates both change upon changing the position of the nuclei, they depend parametrically on \( R \). The eigenenergies \( V_n(R) \) as a function of \( R \) are the potential energy curves and the Born-Oppenheimer potentials [47]. These are the potential energy surfaces entering the scattering equations in cold atom collisions. In slow atomic collisions, the colliding nuclei move adiabatically on these potential curves generated by the electrons [52, 91]. We show this more explicitly now.

If we use the ansatz (3.3) in the Schrödinger equation (3.2) and project the solution to the electronic state \( \phi_n^0 \) we obtain

\[
(T_{\text{nuc}} + V_n(R)) \psi_n^{\text{nuc}}(R) + \sum_m c_{nm} \psi_m^{\text{nuc}}(R) = E \psi_n^{\text{nuc}}(R),
\]

(3.5)

where the coefficients \( c_{nm} \) are given

\[
c_{nm} = \int \phi_n^0 T_{\text{nuc}} \phi_m^0 dr - \frac{1}{2} \left[ \int dr \sum_n 1 M_n \frac{\partial \phi_m}{\partial R_n} \phi_m \right] \frac{\partial}{\partial R_n}.
\]

(3.6)

Thus, with the separation ansatz (3.3) for the Schrödinger equation (3.2) we obtain two separate differential equations for the electronic and nuclear part of motion,

\[
H_{el}\phi_n(r, R) = V_n(R)\phi_n(r, R),
\]

(3.7a)

\[
(T_{\text{nuc}} + V_n(R)) \psi_n^{\text{nuc}}(R) + \sum_m c_{nm} \psi_m^{\text{nuc}}(R) = E \psi_n^{\text{nuc}}(R).
\]

(3.7b)

Solving these many-particle Schrödinger equations is not a simple matter. Approximation methods to solve the electronic Schrödinger equation (3.4), (3.7a) will be discussed in this chapter.

In order to solve the Schrödinger equation for the nuclei, we also need approximations, as the exact solution is only given for an infinite summation in equation (3.7b) which cannot be done in practice. The simplest approximation is to set \( c_{nm} = 0 \) for all \( n, m \). This is the Born-Oppenheimer approximation. Equation (3.7b) then becomes

\[
(T_{\text{nuc}} + V_n(R)) \psi_n^{\text{nuc}}(R) = E \psi_n^{\text{nuc}}(R).
\]

(3.8)

In this approximation the nuclei move in the Born-Oppenheimer potential \( V_n(R) \) of the electrons. Within this approximation, it is considered that the electrons react instantaneously on a change of nuclear coordinates. In reality, this is not quite true, the nuclei at distance \( R \) feel the potential of the electrons at a slightly “earlier” distance \( R - \Delta R \). To account for this higher-order correction, we can set all off-diagonal terms \( c_{n \neq m} = 0 \) and keep only the diagonal terms. This is the adiabatic approximation [47]. Equation (3.7b) then becomes

\[
(T_{\text{nuc}} + V_n(R)) \psi_n^{\text{nuc}}(R) = E \psi_n^{\text{nuc}}(R),
\]

(3.9)

where the potential \( V_n(R) \) is given by the Born-Oppenheimer potential \( V_n(R) \) plus an additional term, reading

\[
V_n(R) = V_n(R) + \sum_n \frac{1}{2 M_n} \int dr \left( \frac{\partial \phi_n(r, R)}{\partial R_n} \right)^2.
\]

(3.10)

where the derivative of the electronic wave function with respect to the nuclear coordinates is contained. Here, the response of the electron wave function to a change in nuclear positions
is a small correction, as the masses of the nuclei $M_n$ are much bigger than the mass of the electron and also the derivative of the electronic wave function with respect to the nuclear coordinates is only a small number compared with the derivative of the electron wave function with respect to the electron coordinates. Within the adiabatic approximation the electrons follow the nuclei adiabatically, there is no non-adiabatic mixing of different electron configurations $\phi_n$, $\phi_m$ with $n \neq m$. In order to account for the non-adiabatic effects beyond the Born-Oppenheimer approximation and the adiabatic approximation one also has to account for the off-diagonal terms $c_{n \neq m}$.

It was mentioned in the previous chapter for atomic systems that solving the many-electron Schrödinger equation is not a trivial task. This is even more true for molecular systems. As an approximation method to solve the electronic Schrödinger equation (3.4) for molecular systems we introduce in the next section the LCAO approximation.

### 3.2 Linear Combination of Atomic Orbitals

The Linear Combination of Atomic Orbitals (LCAO) method is an approximation method for molecular orbitals [70]. This method assumes that the molecular orbitals can be constructed as a superposition of atomic orbitals. We show here, how the Hartree-Fock equations, derived in the previous chapter, transform under this approximation to the Roothaan equations for molecular systems [92]. Consider the electronic, non-relativistic Hamiltonian for the many-electron molecule in atomic units

$$H_{el} = H_0 + V = -\sum_i \frac{\nabla_i^2}{2} + \sum_{i \neq j} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} - \sum_i Z_\alpha |\mathbf{r}_i - \mathbf{r}_\alpha| + \sum_{\alpha > \beta} Z_\alpha Z_\beta. \quad (3.11)$$

Here, the indices $i, j$ refer to electron coordinates whereas $\alpha, \beta$ refer to the coordinates of the nuclei. $Z_\alpha$ is the nuclear charge of the atom $\alpha$. The Hamiltonian $H_0$ without electron repulsion is given by

$$H_0 = \sum_i h_0(i) = \sum_i \left\{-\frac{\nabla_i^2}{2} - \sum_{\alpha} \frac{Z_\alpha}{|\mathbf{r}_i - \mathbf{r}_\alpha|} + \sum_{\alpha > \beta} Z_\alpha Z_\beta \right\}, \quad (3.12)$$

where $h_0$ is a generalization of the one-electron operator $h_0$ (2.41) of the atomic case and conventionally includes the repulsions between the nuclei. Consider now the LCAO ansatz

$$|\phi_\mu\rangle = \sum_{j} c_{j\mu} |\varphi_j\rangle, \quad (3.13)$$

with $|\phi_\mu\rangle$ the molecular orbitals, $|\varphi_j\rangle$ the atomic orbitals and $c_{j\mu}$ the expansion coefficients. We note that the atomic orbitals are not necessarily orthogonal and the overlap integral is given by

$$S_{ij} = \langle \varphi_i | \varphi_j \rangle. \quad (3.14)$$

However, the molecular orbitals satisfy the orthogonality condition

$$\langle \varphi_\mu | \varphi_\nu \rangle = \delta_{\mu\nu}. \quad (3.15)$$

Inserting the LCAO ansatz (3.13) in the Hartree-Fock equations (2.70) leads to the Hartree-Fock equations in LCAO form which are called the Roothaan equations. The Roothaan equations read

$$\sum_j (F_{ij} - \epsilon_\mu S_{ij}) c_{j\mu} = 0, \quad (3.16)$$

where we have introduced the Fock operator in LCAO form

$$F_{ij} = H_{ij} + \sum_{\nu \lambda} c_{i\nu} c_{\nu\lambda} \{2\langle \nu | \lambda \rangle - \langle \lambda | \nu \rangle\}, \quad (3.17)$$

with

$$H_{ij} = \langle \varphi_i | h_0 | \varphi_j \rangle, \quad (3.18)$$
where \( h_0 \) is defined in equation (3.12), and

\[
\langle ij | lk \rangle \equiv \langle \varphi_i, \varphi_j | \frac{1}{|\mathbf{r}_1 - \mathbf{r}_2|} | \varphi_j, \varphi_k \rangle. 
\]  
(3.19)

The energies \( \epsilon_{ij} \) in the Roothaan equations are the molecular orbital energies of the molecular orbital \( \varphi_\mu \). The Roothaan equations have nontrivial solutions for the coefficients \( c_{ij\mu} \) only if

\[
\det \left[ F_{ij} - \epsilon_{ij} S_{ij} \right] = 0, 
\]  
(3.20)

holds. The Roothaan equations (3.16) can be solved again by self-consistent field methods. Starting with an initial guess for the coefficients \( \{ c_{ij\mu} \} \) one solves (3.16), (3.20) for a new set of \( \{ c_{ij\mu} \} \) until they converge. With these coefficients one obtains the molecular orbitals \( \varphi_\mu \) with equation (3.13).

The total energy of a closed-shell system can be calculated by

\[
E = 2 \sum_\mu I_\mu + \sum_{\mu \nu} [2 J_{\mu \nu} - K_{\mu \nu}], 
\]  
(3.21)

where the one-electron integral \( I_\mu \) and the Coulomb and exchange integrals [see equations (2.65)] are given by

\[
I_\mu = \sum_{ij} \epsilon_{ij}^* c_{ij\mu} H_{ij}, 
\]  
(3.22a)

\[
J_{\mu \nu} = \sum_{ijkl} c_{ij\mu}^* c_{ij\nu} c_{kl\mu} c_{kl\nu} \langle ij | lk \rangle, 
\]  
(3.22b)

\[
K_{\mu \nu} = \sum_{ijkl} c_{ij\mu}^* c_{ij\nu} c_{kl\mu} c_{kl\nu} \langle ik | lj \rangle. 
\]  
(3.22c)

In order to introduce the molecular orbitals of diatomic systems we calculate in the next section the ground state of \( \text{H}_2^+ \) within the LCAO and assume hydrogen orbitals as a basis to construct molecular electronic states.

### 3.3 \( \text{H}_2^+ \) Molecule

The \( \text{H}_2^+ \) molecule is a one-electron system. We introduce this example because it is suitable to illustrate the LCAO method, the Born-Oppenheimer potentials and the symmetries of electronic molecular states. The electronic Hamiltonian for \( \text{H}_2^+ \) in atomic units reads

\[
H_{el} = h_0 + \frac{1}{R} = \left( -\frac{\nabla^2}{2} - \frac{1}{r_A} - \frac{1}{r_B} \right) + \frac{1}{R}, 
\]  
(3.23)

where the coordinates are given in figure 3.1. The first term is the kinetic energy of the electron, the second and third terms are the attraction terms between the electron and the protons of atom \( A \) and of atom \( B \) whereas the last term describes the Coulomb repulsion between the protons. The Schrödinger equation for this system can be solved analytically in spheroidal coordinates [93]

\[
\mu = \frac{r_A + r_B}{R}, \quad \nu = \frac{r_A - r_B}{R}, \quad \tan \varphi = \frac{y}{x}, 
\]  
(3.24)

with \( x, y \) the components of \( \mathbf{r} \). However, we do not follow this approach as it is not applicable to heavier molecules anymore. Instead, we solve the Schrödinger equation within the LCAO approximation which was introduced in the previous section.

#### 3.3.1 Potential energy curves

In order to calculate the potential energy curves for the ground states of \( \text{H}_2^+ \) we assume that the molecular ground states can be approximated by a superposition of two ground state hydrogen orbitals \( |1s_A\rangle, |1s_B\rangle \), centered on atom \( A \) and \( B \), respectively. From equation (3.13) we then have

\[
|\varphi_\mu\rangle = c_{A\mu} |1s_A\rangle + c_{B\mu} |1s_B\rangle, 
\]  
(3.25)
with $\phi_\mu$ the $\mu$th molecular orbital. The atomic orbitals $|1s_A\rangle, |1s_B\rangle$ are the hydrogen orbitals $\varphi_{100}$ of table 2.1 with $Z = 1$, but displaced to the origin of the atoms $A$ and $B$. If the atoms $A$ and $B$ are placed on the $z$-axis at $z = -R/2$ and $z = +R/2$, respectively, the radial distances $r_A, r_B$ are given by

$$r_{A/B} = \sqrt{x^2 + y^2 + (z \pm R/2)^2}.$$  

(3.26)

Inserting the LCAO ansatz (3.25) in the Roothaan equations (3.16) leads to nontrivial solutions for $c_A, c_B$ only if

$$\begin{vmatrix} H_{11} - E_\mu & H_{12} - E_\mu S_{12} \\ H_{12} - E_\mu S_{12} & H_{22} - E_\mu \end{vmatrix} = 0,$$

(3.27)

holds. Here, $H_{ij}$ is given by equation (3.18) where $h_0$ is defined in equation (3.23) and the indices $i, j$ denote the hydrogen orbitals $|1s_A\rangle, |1s_B\rangle$. The atomic overlap integral $S_{12}$ was given in equation (3.14) and the energy $E_\mu$ is the orbital energy. As $H^+_2$ is a one-electron system, $E_\mu$ corresponds also to the total electronic energy of the system. Solving equation (3.27) for $E_\mu$ we obtain the two solutions

$$E_1 = \frac{H_{11} + H_{12}}{1 + S_{12}},$$

(3.28a)

$$E_2 = \frac{H_{11} - H_{12}}{1 - S_{12}},$$

(3.28b)

where $E_1, E_2$ are the electronic ground state and first excited state energy of $H^+_2$, respectively. We have used that $H_{11} = H_{22}$. The coefficients $c_{A1}, c_{B1}$ of solution 1 and $c_{A2}, c_{B2}$ of solution 2 read

$$c_{A1} = c_{B1} = \frac{1}{\sqrt{2(1 + S_{AB})}}, \quad c_{A2} = -c_{B2} = \frac{1}{\sqrt{2(1 - S_{AB})}},$$

(3.29)

respectively. In total we obtain a pair of solutions for the energy eigenvalues $E_1, E_2$ given by equation (3.28) and the molecular orbitals

$$|\phi_1\rangle = \frac{1}{\sqrt{2(1 + S_{AB})}} (|1s_A\rangle + |1s_B\rangle),$$

(3.30a)

$$|\phi_2\rangle = \frac{1}{\sqrt{2(1 - S_{AB})}} (|1s_A\rangle - |1s_B\rangle).$$

(3.30b)
Figure 3.2: Potentials \( E_1(R) \), \( E_2(R) \) of \( \text{H}_2^+ \) in the LCAO approximation. The orange and blue lines are calculated by the equations (3.28). The green solid line for \( E_1(R) \) was obtained by an electronic structure calculation using GAMESS with the \( 6-31G \) basis set.

With \( |1s_A⟩, |1s_B⟩ \) given by the displaced hydrogen atomic orbitals we can calculate the integrals \( H_{11}, H_{12} \) and \( S_{12} \) analytically. Using the spheroidal coordinates (3.24) we obtain [93–95]

\[
H_{11}(R) = -\frac{1}{2} + e^{-2R} \left(\frac{1}{R} + 1\right), \quad (3.31a)
\]

\[
H_{12}(R) = e^{-R} \left(\frac{1}{R} - \frac{1}{2} - \frac{2}{R} R - \frac{1}{R} R^2\right), \quad (3.31b)
\]

\[
S_{12}(R) = e^{-R} \left(1 + R + \frac{1}{2} R^2\right). \quad (3.31c)
\]

Inserting these results in the equations (3.28) finally leads to the potential energy curves \( E_1(R) \) and \( E_2(R) \) of \( \text{H}_2^+ \). These are the Born-Oppenheimer potentials (3.4) of the electronic Hamiltonian \( H_{el} \) of \( \text{H}_2^+ \) (3.23). We have obtained these potential curves under the assumption that the molecular orbitals are given by the LCAO approximation (3.25).

Figure 3.2 shows \( E_1(R) \) and \( E_2(R) \). The potential curve \( E_1(R) \) is attractive and leads to bonding solutions whereas \( E_2(R) \) is repulsive and leads to anti-bonding solutions [78]. \( E_1(R) \) and \( E_2(R) \) are approximations to the energetically lowest-lying molecular states of \( \text{H}_2^+ \) with \( s \) character as they are constructed from hydrogen \( s \)-orbitals. To obtain higher-lying states one has to include more atomic basis functions in the LCAO ansatz (3.13) and also basis functions which are not only of \( s \)-type but also of \( p \)-type, \( d \)-type, etc. Figure 3.2 also shows the solution of an UHF calculation of \( E_1(R) \) potential energy performed with GAMESS. The basis set chosen in GAMESS is a \( 6-31G \) basis which is larger than the set of basis states in equation (3.25). More details about this basis in GAMESS is given in section 6.5. Here we give the numerical GAMESS solution to demonstrate the variational principle. A larger basis has more free parameters and the energy eigenvalue becomes smaller. In order to verify that the \( 6-31G \) basis set is a good choice we depict the result in figure 3.2. The minimum of \( E_1(R) \) (3.28a) is \( E_{\text{min}} = -0.5648 \) \( E_h \) while the numerical solution of GAMESS leads to \( E_{\text{min}} = -0.5840 \) \( E_h \). The exact solution is given by \( E_{\text{min}} = -0.6025 \) \( E_h \) [81] so that the solution with the minimal basis set differs by 6% while the solution with the \( 6-31G \) basis set differs only by 3%. Additionally, the equilibrium position \( R_{eq} \) or bond length of \( E_1(R) \) which is the position of the minimum of \( E_1(R) \) is closer to the exact solution for the \( 6-31G \) basis than for \( E_1(R) \) in equation (3.28a). The exact value reads \( R_{eq} = 2.00 \) \( a_0 \) [81]. The equilibrium distance obtained by the \( 6-31G \) basis set reads \( R_{eq} = 2.02 \) \( a_0 \) differing by 1% from the exact solution while the equilibrium distance obtained
by the minimal basis set \((3.25)\) reads \(R_{eq} = 2.49\ a_0\) differing by almost 25% from the exact solution.

The molecular orbitals \((3.30)\) of \(H_2^+\) have certain symmetries. In the next subsection we discuss the symmetry aspects of the electronic molecular states from a group-theoretical point of view and introduce the notation for these molecular states.

### 3.3.2 Symmetries of molecular states

Symmetry operations on diatomic molecules are elements of the point symmetry group \(D_{oh}\) \([40]\), where the name \(D_{oh}\) is due to the Schoenflies notation \([78]\). The elements of this group are given by

\[
D_{oh} = \{ E, 2C_\phi, i, 2iC_\phi = 2S_\phi, \sigma_v, i\sigma_v = C_2 \},
\]

where \(E\) is the identity transformation, \(2C_\phi\) are the rotations through the angle \(\pm \phi\) about the molecular axis (which is simply the internuclear axis of atom \(A\) and \(B\) for diatomic molecules), \(i\) is the inversion at the center of charge of the molecule, \(2iC_\phi\) is the rotation \(2C_\phi\) followed by the inversion \(i\), \(\sigma_v\) is the reflection in a plane containing the molecular axis and \(i\sigma_v\) is the reflection \(\sigma_v\) followed by the inversion \(i\). We have introduced the symmetry operations \(i\) and \(\sigma_v\) already in the previous chapter for atoms. However, for molecules the reflection of electron coordinates is at the molecular center and the symmetry axis for \(\sigma_v\) is the internuclear axis.

In the previous section, we combined \(|s\rangle\) orbitals of atomic hydrogen centered on atom \(A\) and \(B\) and as a result of minimizing the energy we obtained two solutions to the Schrödinger equation for \(H_2^+\) of the form

\[
|\phi_1\rangle = |s_A\rangle + |s_B\rangle, \quad (3.33a)
|\phi_2\rangle = |s_A\rangle - |s_B\rangle, \quad (3.33b)
\]

where \(|s_A\rangle\) and \(|s_B\rangle\) were the 1s orbitals of hydrogen, centered at atom \(A\) and atom \(B\), respectively. Here, we neglected the normalization factor and also omitted the principal quantum number \(n\) as \(|s_A\rangle\) and \(|s_B\rangle\) are used in a more general sense denoting general atomic orbitals of \(s\)-type. It is also possible to combine other types of orbitals. Consider the hydrogen hybrid \(p_x\), \(p_y\) and \(p_z\) orbitals of table 2.2. From these atomic orbitals we can construct molecular orbitals as

\[
|\phi_3\rangle = |p_{zA}\rangle + |p_{zB}\rangle, \quad |\phi_4\rangle = |p_{zA}\rangle - |p_{zB}\rangle, \quad (3.34)
\]

and as

\[
|\phi_5\rangle = |p_{xA}\rangle + |p_{xB}\rangle, \quad |\phi_6\rangle = |p_{yA}\rangle + |p_{yB}\rangle, \quad (3.35a)
|\phi_7\rangle = |p_{xA}\rangle - |p_{xB}\rangle, \quad |\phi_8\rangle = |p_{yA}\rangle - |p_{yB}\rangle. \quad (3.35b)
\]

Again the subscripts \(A, B\) denote the displaced atomic orbitals centered at atom \(A\) and \(B\), respectively. As for \(s\)-type orbitals the discussion here is not restricted to hydrogen-like orbitals for given quantum number \(n\) but is general for all atomic orbitals of \(p_x\), \(p_y\) or \(p_z\) type.

The electronic molecular states given in the equations \((3.33), (3.34), (3.35)\) are basis functions of different representations \(\Gamma\) of the group \(D_{oh}\). The symmetry operations of this group are given by the coordinate transformation

\[
r' = Rr
\]

where \(r\) are the electronic coordinates and \(R\) is the transformation which describes rotation or reflection of the coordinates. A function \(f(r)\) transforms under this coordinate transformation as \([40]\)

\[
P_R f(r) = f(R^{-1}r).
\]

Applying the operator \(P_R\) to the basis functions \(|\phi^{(j)}\rangle\) of the \(j\)th representation \(\Gamma^{(j)}\) of \(D_{oh}\) generates this particular representation \(\Gamma^{(j)}\), i.e.

\[
P_R |\phi^{(j)}_k\rangle = \sum_{\lambda=1}^n |\phi^{(j)}_\lambda\rangle \Gamma^{(j)}_{\lambda k}(R),
\]
The number \( n \) is the total number of basis functions for the \( j \)th representation of the group. As an example we apply \( \mathcal{P}_R \) for all the elements of \( D_{ooh} \) to the molecular state \( |\psi_1\rangle \) in (3.33a) which results in

\[
\mathcal{P}_E |\psi_1\rangle = |\psi_1\rangle, \quad \mathcal{P}_{C_\varphi} |\psi_1\rangle = |\psi_1\rangle, \quad \mathcal{P}_{C_2} |\psi_1\rangle = |\psi_1\rangle.
\]

This shows that the orbital \( |\psi_1\rangle \) is a basis function for the unit representation where \( \Gamma \) is given by

\[
\Gamma_E = 1, \quad \Gamma_{C_\varphi} = 1, \quad \Gamma_{C_2} = 1, \quad \Gamma_i = 1, \quad \Gamma_{S_\varphi} = 1, \quad \Gamma_{C_2} = 1,
\]

with \( \Gamma(R) \equiv \Gamma_R \). Under a similarity transformation the trace of a matrix is invariant. In group theory, the trace \( \xi^{(i)}_R \) of a representation matrix is called its character. The trace of \( \Gamma_R^{(i)} \) is given by

\[
\xi^{(i)}_R = \text{Tr} \Gamma_R^{(i)} = \sum_a \Gamma^{(i)}_{aa}(R).
\]

For the unit representation we have \( \xi_R = 1 \) for all elements of the group. These characters characterize the symmetries of the basis functions \( |\phi^{(i)}\rangle \) under the symmetry operations of the group. They are summarized in character tables. Table 3.1 displays the characters for the irreducible representations of the \( D_{ooh} \) group.

<table>
<thead>
<tr>
<th>( D_{ooh} )</th>
<th>( E )</th>
<th>( 2C_\varphi )</th>
<th>( \sigma_0 )</th>
<th>( i )</th>
<th>( 2S_\varphi )</th>
<th>( C_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma^+_g )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \sigma^-_g )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>( \pi_g )</td>
<td>2</td>
<td>2 \cos \varphi</td>
<td>0</td>
<td>2</td>
<td>-2 \cos \varphi</td>
<td>0</td>
</tr>
<tr>
<td>( \delta_g )</td>
<td>2</td>
<td>2 \cos 2\varphi</td>
<td>0</td>
<td>2</td>
<td>2 \cos 2\varphi</td>
<td>0</td>
</tr>
<tr>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td>( \sigma^+_u )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>( \sigma^-_u )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>( \pi_u )</td>
<td>2</td>
<td>2 \cos \varphi</td>
<td>0</td>
<td>-2</td>
<td>2 \cos \varphi</td>
<td>0</td>
</tr>
<tr>
<td>( \delta_u )</td>
<td>2</td>
<td>2 \cos 2\varphi</td>
<td>0</td>
<td>-2</td>
<td>-2 \cos 2\varphi</td>
<td>0</td>
</tr>
<tr>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
</tbody>
</table>

Table 3.1: Table of characters for the elements of the infinite point group \( D_{ooh} \). The states \( \sigma^+_g \), \( \sigma^-_g \), \( \cdots \) are the irreducible representations of \( D_{ooh} \) and \( E \), \( 2C_\varphi \), \( \cdots \) are the elements of \( D_{ooh} \).

In the first row the characters of the unit representation is given and the irreducible representation is called \( \sigma^+_g \). Thus, the molecular orbital \( |\psi_1\rangle \) transforms according to the \( \sigma^+_g \) irreducible representation of \( D_{ooh} \) and is therefore called a \( |\sigma^+_g\rangle \) state. Here, the \( g \) symmetry reflects the symmetry of the molecular orbital under the inversion of the electronic coordinates at the molecular center given by the symmetry operation \( i \). For \( \mathcal{P}_i |\psi_1\rangle = |\psi_1\rangle \) the molecular state is denoted as a \( g \) state while for \( \mathcal{P}_i |\psi_1\rangle = -|\psi_1\rangle \) the state has \( u \) symmetry. The \( g/u \) symmetry only occurs for homonuclear diatomic molecules. The \( + \) symmetry reflects the symmetry of the molecular orbital under the symmetry operation \( \sigma_0 \). For \( \mathcal{P}_{\sigma_0} |\psi_1\rangle = |\psi_1\rangle \) the state is denoted by \( + \) while for \( \mathcal{P}_{\sigma_0} |\psi_1\rangle = -|\psi_1\rangle \) it is denoted by \( - \). The \( +/- \) symmetry only occurs for \( \sigma \) molecular states. We can now apply the operators \( \mathcal{P}_R \) to all the other orbitals in the equations (3.33), (3.34), (3.35). This generates different representations \( \Gamma_R^{(i)} \) of \( D_{ooh} \) and from the characters of these representations we will find that the molecular state \( |\phi_2\rangle \) transforms according to the \( \sigma^+_g \) representation and is labeled as a \( |\sigma^+_g\rangle \) state. The states \( |\phi_3\rangle \), \( |\phi_4\rangle \) transform accordingly to the \( \sigma^+_g \) representation and are labeled as \( |\sigma^+_g\rangle \) states. The states \( |\phi_5\rangle \), \( |\phi_6\rangle \) belong to the \( \pi_u \) representation and are labeled as \( |\pi_u\rangle \) states while \( |\phi_7\rangle \), \( |\phi_8\rangle \) belong to the \( \pi_g \) representation and are correspondingly named as \( |\pi_g\rangle \) states.

For more details regarding the group-theoretical aspects of the discussion in this subsection, we refer the interested reader to the literature [40]. Here we have discussed the symmetries of molecular states in terms of the one-electron states of \( H_2^+ \). However, as mentioned in the
introduction of this subsection, the results apply generally and also hold for many-electron molecular states constructed from the atomic orbitals.

3.4 COUPLING IN DIATOMIC MOLECULES

Here, we introduce different coupling schemes in molecular states which leads to the different molecular bases in which the interaction potentials of Ne* have been calculated. In figure 3.3 the angular momenta of diatomic molecules are shown. The angular momenta couple in different ways depending on the strengths of the different interaction types and the corresponding molecular states are classified due to the five Hund’s coupling cases (a) − (e) [47, 70, 71]. The molecular interaction potentials of Ne* have been calculated at short-range in the Hund’s case (a) basis and at long-range in the Hund’s case (c) basis.

The Hund’s case (a) states are designated as \(|L\Lambda S\Sigma\rangle\) states and the eigenvalue equations for total orbital angular momentum operator \(L\) and total electronic spin \(S\) read

\[
L^2|L\Lambda S\Sigma\rangle = L(L+1)|L\Lambda S\Sigma\rangle, \quad L_R|L\Lambda S\Sigma\rangle = \Lambda |L\Lambda S\Sigma\rangle, \quad (3.42)
\]

\[
S^2|L\Lambda S\Sigma\rangle = S(S+1)|L\Lambda S\Sigma\rangle, \quad S_R|L\Lambda S\Sigma\rangle = \Sigma |L\Lambda S\Sigma\rangle. \quad (3.43)
\]

Note that the eigenvalues \(L, S\) of the angular momentum operator and the spin operator are denoted by uppercase letters in order to not confuse them with the expectation values for atomic states. \(L_R = Ln_R, S_R = Sn_R\) are the projections of orbital angular momentum and spin on the internuclear axis with \(n_R = R/R\). In the Hund’s case (a) the total spin \(S\) and the projection \(\Lambda\) of orbital angular momentum on the internuclear axis are the good quantum numbers. The projection \(\Lambda\) is given by

\[
\Lambda \equiv |\Lambda_L|, \quad \Lambda_L = \sum_i \Lambda_{L,i}, \quad (3.44)
\]

with \(\Lambda_{L,i}\) the projection of the orbital angular momentum operator \(L_i\) of the \(i\)th electron on the internuclear axis. The electronic molecular states are classified due to different values of \(\Lambda\). The reason is, that the electric field between the nuclei \(A\) and \(B\) generates at short internuclear distances preferred axis in the system so that the projection on the internuclear axis is a good quantum number. Similar to the Stark effect for atoms in a homogeneous electric field, the energy of the electronic states only depends on the absolute value of the projection \(|\Lambda_L|\) [40]. For \(\Lambda = 0, 1, 2, \ldots\) the molecular states are labeled as \(\Sigma, \Pi, \Delta, \ldots\) states analogously to the
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designation of atomic states as \( S, P, D \) states. Also analogously to atomic states the difference of a one-electron state and a many electron state in the notation is given by lowercase and uppercase case letters. Therefore, the states of \( H_2^+ \) discussed in the previous subsection were introduced as \( \sigma, \pi, \delta, \ldots \) states. The spectroscopic notation of an \( n \)-electron molecular state in Hund’s case \((a)\) is given by [47]

\[
(2S+1)\Lambda_{g/u}^{+/−},
\]

and \( g/u \) and \(+/−\) symmetries of the Hund’s case \((a)\) states are given by [46]

\[
\mathcal{P}_l |L\Lambda\Sigma\rangle = (-1)^{L+S} |L\Lambda\Sigma\rangle, \quad \mathcal{P}_c |L\Lambda\Sigma\rangle = (-1)^{L−\Lambda} |L − \Lambda\Sigma\rangle.
\]

The Hund’s case \((c)\) states are designated as \(|J\Omega\rangle\) states and the eigenvalue equations for the total electronic angular momentum \( J \) read

\[
j^2 |J\Omega\rangle = j(j + 1) |J\Omega\rangle, \quad j_R |J\Omega\rangle = \Omega |J\Omega\rangle,
\]

with \( j_R = j n_R \) the projection on the internuclear axis. Here, \( J \) and \( \Omega \) are good quantum numbers instead of \( \Lambda \) and \( S \). The spectroscopic notation for a Hund’s case \((c)\) state reads

\[
j\Omega^{+/−}_{g/u},
\]

and the \( g/u \) symmetry of a Hund’s case \((c)\) state is given by [70]

\[
\mathcal{P}_l |J\Omega\rangle = (-1)^J |J\Omega\rangle.
\]

In chapter 6 we introduce the molecular potentials of \( \text{Ne}_2 \) in these two molecular bases. In order to illustrate the many-electron molecular orbitals we introduce in the next section the two-electron molecule \( \text{H}_2 \).

### 3.5 \( \text{H}_2 \) Molecule

Here, we discuss the two-electron molecular states of \( \text{H}_2 \) and introduce the Heitler-London approximation as a approximation method for molecular orbitals. The \( \text{H}_2 \) molecule consists of two electrons and two protons. The non-relativistic electronic Hamiltonian for the \( \text{H}_2 \) molecule in atomic units reads [40]

\[
H_{\text{el}} = -\frac{1}{\mathbf{r}_{A1}^2} - \frac{1}{\mathbf{r}_{B1}^2} - \frac{1}{\mathbf{r}_{A2}^2} - \frac{1}{\mathbf{r}_{B2}^2} + \frac{1}{\mathbf{r}_{12}} + \frac{1}{\mathbf{R}} = h_0(1) + h_0(2) + \frac{1}{\mathbf{r}_{12}} - \frac{1}{\mathbf{R}},
\]

where \( h_0(i) \) with \( i \in \{1,2\} \) is given by

\[
h_0(i) = -\frac{1}{2} \mathbf{r}_{\mathbf{r}_i}^2 - \frac{1}{\mathbf{r}_{A1}^2} - \frac{1}{\mathbf{r}_{B1}^2} + \frac{1}{\mathbf{R}}.
\]

The terms \( h_0(i) \) are identical to the Hamiltonian of \( \text{H}_2^+ \) (3.23) and describe the energy of the \( \text{H}_2^+ \) molecule ion so that the energy of \( \text{H}_2 \) is twice the energy of \( \text{H}_2^+ \) plus an additional term. This additional term describes the Coulomb repulsion between the two electrons in \( \text{H}_2 \) and the Coulomb repulsion between the two protons. Figure 3.4 shows a scheme of the \( \text{H}_2 \) molecule showing the positions of the two electrons and the two protons of the system and introduces the coordinates we are using.

#### 3.5.1 Two-electron molecular states

For the spatial part of the electron wave function of the \( \text{H}_2 \) molecule we choose the LCAO ansatz (3.25) of \( \text{H}_2^+ \) where the molecular orbitals are constructed by hydrogen orbitals. This ansatz is natural as the \( \text{H}_2 \) molecule consists of two hydrogen atoms and for large internuclear
separations dissociates into the atomic limit H–H. Within this ansatz we obtain the same molecular orbitals as for H₂⁺ which read

\[ |1σ_ū⟩ = \frac{1}{\sqrt{2+2S_{12}}} (|1σ_A⟩ + |1σ_B⟩), \quad |1σ_ū⟩ = \frac{1}{\sqrt{2-2S_{12}}} (|1σ_A⟩ - |1σ_B⟩). \] (3.52)

Here, we have included the considerations on symmetries of molecular states of section 3.3.2 and labeled the one-electron molecular orbitals due to their symmetry properties. The overlap integral \( S_{12} \) is given by equation (3.14). In order to obtain the complete two-electron state of H₂ we have to introduce the electronic spin in the system. In full analogy to atomic systems we can represent the total two-electron state as a fully antisymmetric Slater determinant. Assume for example the ground state electronic configuration \( 1σ_ū^2 \) where both electrons of H₂ occupy the spatial orbital \( |1σ_ū⟩ \). The Slater determinant for this configuration reads

\[ |1σ_ū^2 1Σ_ū^+⟩ ≡ |1σ_ū^a 1σ_ū^β⟩ ≡ \frac{1}{\sqrt{2}} \begin{vmatrix} |1σ_ū^a(1)⟩ & |1σ_ū^β(1)⟩ \\ |1σ_ū^a(2)⟩ & |1σ_ū^β(2)⟩ \end{vmatrix}, \] (3.53)

where \( α \) and \( β \) were introduced in chapter 2 as the spin projections of the electrons on the quantization axis. The designation of this state as \( 1Σ_ū^+ \) state is due to the Hund’s case \( a \). The symmetries arise from the properties under the symmetry transformations of \( D_{σh} \) (see section 3.3.2). As the spins have to be anti-parallel because the electrons occupy the same spatial orbital, the ground state of H₂ is a singlet state.

Consider now the first excited state configuration \( 1σ_ū 1σ_ū \) of H₂. The possible ways for the electrons to occupy the orbitals \( 1σ_ū, 1σ_ū \) are shown in the subfigures (ii) – (v) of the figure 3.5. From the \( 1σ_ū 1σ_ū \) configuration one can construct singlet and triplet spin states. The singlet state reads

\[ |1σ_ū^1 1σ_ū^− 1Σ_ū^+⟩ = \frac{1}{\sqrt{2}} \left( |1σ_ū^a 1σ_ū^β⟩ - |1σ_ū^β 1σ_ū^a⟩ \right), \] (3.54)

and the triplet state is given by

\[ |1σ_ū^1 1σ_ū^− 3Σ_ū^+⟩ = \begin{cases} |1σ_ū^a 1σ_ū^a⟩, \\
\frac{1}{\sqrt{2}} (|1σ_ū^a 1σ_ū^β⟩ + |1σ_ū^β 1σ_ū^a⟩), \\
|1σ_ū^β 1σ_ū^a⟩. \end{cases} \] (3.55)

These states transform according to the \( σ_ū^+ \) irreducible representations of \( D_{σh} \). If both electrons occupy the excited \( 1σ_ū \) orbital the fully anti-symmetrized state for this configuration reads

\[ |1σ_ū^2 1Σ_ū^+⟩ = |1σ_ū^a 1σ_ū^β⟩, \] (3.56)
We calculate analytically the energy integrals within the HL approximation and compare the resulting energies to a numerical calculation for the H molecule. Together with the expression of the Hartree-Fock total energy of the ground state of the H molecule in the LCAO approximation as

\[ E = \langle 1\sigma_u^2 1\sigma_g | H_{el} | 1\sigma_u 1\sigma_g \rangle = 2I(1\sigma_u) + J(1\sigma_u, 1\sigma_u) \]

we introduce this alternative approach and compare it to the LCAO method for the H molecule. For the energies of the excited states we remember the definition of the exchange integral \( K \) which reads

\[ K(1\sigma_g, 1\sigma_u) = \langle 1\sigma_g, 1\sigma_u | \frac{1}{|\mathbf{r}_1 - \mathbf{r}_2|} | 1\sigma_u, 1\sigma_g \rangle, \]

and only exists for parallel spins of the electrons. With the equations (3.57), (3.59) we can calculate the energies of the excited states (3.54), (3.55), (3.56) of the H\(_2\) molecule. In the LCAO we obtain from the Hartree-Fock energy (3.21) the following excited state energies

\[ E = \langle 1\sigma_g 1\sigma_u | H_{el} | 1\sigma_g 1\sigma_u 1\Sigma^+_g \rangle = I(1\sigma_g) + I(1\sigma_u) + J(1\sigma_g, 1\sigma_u) + K(1\sigma_g, 1\sigma_u), \]

\[ E = \langle 1\sigma_g 1\sigma_u | H_{el} | 1\sigma_g 1\sigma_u 3\Sigma_g^+ \rangle = I(1\sigma_g) + I(1\sigma_u) + J(1\sigma_g, 1\sigma_u) - K(1\sigma_g, 1\sigma_u), \]

\[ E = \langle 1\sigma_u^2 | H_{el} | 1\sigma_u^2 1\Sigma^+_g \rangle = 2I(1\sigma_u) + J(1\sigma_u, 1\sigma_u). \]

As stated above, these energies all result from the LCAO approximation for the molecular orbitals (3.52) and are valid within this approximation. There exist other ways of constructing molecular orbitals, for example, the Heitler-London (HL) method \([77,79]\). In the next subsection we introduce this alternative approach and compare it to the LCAO method for the H\(_2\) molecule. We calculate analytically the energy integrals within the HL approximation and compare the resulting energies to a numerical calculation for H\(_2\) within the LCAO approximation.
3.5.2 **Heitler-London method**

Here, we introduce the Heitler-London (HL) method as an alternative approximation method to construct molecular orbitals. The spatial parts of the lowest two-electron states of H₂ in the HL method are given by [47]

\[ |\psi(1,2)\rangle_{\text{HL}} = |s_A(1),s_B(2)\rangle \pm |s_B(1),s_A(2)\rangle, \]  \hspace{1cm} (3.63)

where \( |s_A\rangle \) and \( |s_B\rangle \) are again the atomic hydrogen orbitals and where we neglect the normalization factor. This ansatz differs from the spatial part of the two-electron states in the LCAO approximation, reading

\[ |\psi(1,2)\rangle_{\text{LCAO}} = (|s_A(1)\rangle \pm |s_B(1)\rangle) (|s_A(2)\rangle \pm |s_B(2)\rangle) \]

\[ = |s_A,s_A\rangle \mp |s_A,s_B\rangle \mp |s_B,s_A\rangle + |s_B,s_B\rangle. \]  \hspace{1cm} (3.64)

In the second line we omitted the labeling of the electrons. By comparing this LCAO ansatz with the HL ansatz (3.63) we recover the HL terms in the LCAO state but also have two additional terms \(|s_A,s_A\rangle, |s_B,s_B\rangle\). These terms are the ionic contributions to the molecular state where both electrons are centered at nucleus \(A\) or nucleus \(B\), respectively. They are completely absent in the HL approach which is the major difference of LCAO method and HL method. It is considered that the ionic configurations are important at short internuclear distances and become less important for intermediate and large distances of the nuclei where the H₂ molecule dissociates in two hydrogen atoms. The dissociation limit of H₂ is given by two neutral hydrogen atoms where each electron is centered at one single proton. Therefore, the HL wave function describes the correct dissociation limit while the wave function of the LCAO method still contains the ionic contributions. Thus, the HL wave function is a better suited at long-range distances. At short distances, however, the ionic contributions are also important so that the wave function of the LCAO is a better approximation here [52].

Regarding slow atomic collisions, the short-range part of the potential is important as it determines the exact position of the bound state closest to the threshold energy which influences the low-energy collision properties as will be seen in chapter 7.

For H₂ we can calculate the ground state potential energy in the HL approach (3.63) analytically. We define the integrals

\[ S_{12} = \langle s_A,s_B|s_A,s_B\rangle, \]  \hspace{1cm} (3.65a)

\[ H_{11} = \langle s_A,s_B|H_{\text{el}}|s_A,s_B\rangle, \]  \hspace{1cm} (3.65b)

\[ H_{12} = \langle s_A,s_B|H_{\text{el}}|s_B,s_A\rangle, \]  \hspace{1cm} (3.65c)

where \( H_{\text{el}} \) in the second and third term is the electronic Hamiltonian of H₂ (3.50). These integrals (3.65) are non-trivial two-electron integrals but can be solved analytically by using spheroidal coordinates (3.24). The derivation is given in detail in [93,94] and the results read

\[ S_{12}(R) = e^{-2R} \left( 1 + \frac{1}{3} R^2 \right)^2, \]  \hspace{1cm} (3.66a)

\[ H_{11}(R) = -1 + \frac{1}{R} + \frac{2 + e^{-2R}(2R + 2)}{R} + I_{11}(R), \]  \hspace{1cm} (3.66b)

\[ H_{12}(R) = (-1 + \frac{1}{R}) S_{AB} - \frac{2}{3} e^{-2R}(R + 1)(R^2 + 3R + 3) + K_{12}(R). \]  \hspace{1cm} (3.66c)

These expressions are analytic functions of the internuclear distance \(R\), where the Coulomb integral \(I_{11}(R)\) is given by

\[ I_{11}(R) = \frac{1}{R} - \left( \frac{1}{R} + \frac{11}{8} + \frac{3}{4} R + \frac{1}{6} R^2 \right) e^{-2R}, \]  \hspace{1cm} (3.67)
Thus, the LCAO solution gives a good approximation with a difference of 4.08% for $E_{\text{LCAO}}$ and

The potential $E_1$ of the ground state of H$_2$ is attractive while the excited state $E_2$ is repulsive. For large internuclear separations, the H$_2$ molecule dissociates in two neutral hydrogen atoms in their ground state. The ground state energy of a hydrogen atom was calculated numerically by the GAMESS package in the LCAO approach, however. We calculated the potential minimum

$$E_1 = \Sigma^+_u, \text{LCAO}$$

and the exchange integral $K_{12}(R)$ by

$$K_{12}(R) = \left(\frac{5}{8} - \frac{23}{20} R - \frac{3}{5} R^2 - \frac{1}{15} R^3\right) e^{-2R} + \left(1 + R + \frac{1}{3} R^2\right)^2 e^{-2R} (\gamma + \log(R))$$

$$- 2(1 - \frac{1}{3} R^2 + \frac{1}{9} R^4) \text{Ei}(-2R) + \left(1 - R + \frac{1}{3} R^2\right)^2 e^{-2R} \text{Ei}(-4R).$$

(3.68)

The constant $\gamma$ and the function $\text{Ei}(x)$ are given in the appendix D.

With these results we can write the ground state energies of H$_2$ in the HL approximation (3.63) as

$$E_1 = \frac{H_{11} + H_{12}}{1 + S_{12}}, \quad E_2 = \frac{H_{11} - H_{12}}{1 - S_{12}}.$$  

(3.69)

The potential $E_1$ describes the ground state potential $\Sigma^+_u(R)$ and the potential $E_2$ the potential $\Sigma^+_u(R)$ of H$_2$. Both potential curves are shown in figure 3.6. Similarly to $H^+_u$, the ground state potential $\Sigma^+_u(R)$ is attractive while the excited state $\Sigma^+_u(R)$ is repulsive. For the ground state potential $\Sigma^+_u(R)$, a numerical solution is shown in the figure for the comparison of HL and LCAO approximation. The numerical solution is a RHF calculation in the LCAO approximation with a 6–31G basis set by the GAMESS package. The basis set 6–31G for the LCAO wave function is larger than the wave function of the HL approach (3.63). However, a comparison is conclusive. For large internuclear separations, the H$_2$ molecule dissociates in two neutral hydrogen atoms in their ground state. The ground state energy of a hydrogen atom was given by equation (2.14) as $E_H = 1/2 E_h$. Thus, the correct energy dissociation limit is given by $E_{2H} = 1 E_h$. It can be seen, that this dissociation limit is described accurately by the HL solution while for the LCAO solution the dissociation energy is overestimated. This overestimation is a result of the ionic contributions in the wave function which do not describe accurately the limit of two separate hydrogen atoms. This problem is known as the RHF dissociation problem [70].

For short-range distances the LCAO approximation is a better description than the HL approach, however. We calculated the potential minimum $E_{\text{min}}$ and the equilibrium distance $R_{\text{eq}}$ of the ground state of H$_2$ with the LCAO approximation as $E_{\text{min}} = -1.1265 E_h$ and $R_{\text{eq}} = 1.42 a_0$ and with the HL approximation as $E_{\text{min}} = -1.1128 E_h$ and $R_{\text{eq}} = 1.6397 a_0$. The accurate experimental values were determined as $E_{\text{min}} = -1.1744 E_h$ and $R_{\text{eq}} = 1.4003 a_0$ [47]. Thus, the LCAO solution gives a good approximation with a difference of 4.08% for $E_{\text{min}}$ and 1.41% for $R_{\text{eq}}$ to the exact values while the HL approximation differs by 5.25% for $E_{\text{min}}$ and

Figure 3.6: Potential energies of the lowest states of H$_2$ as functions of the internuclear distance $R$. The LCAO calculation was performed numerically by the GAMESS package in the 6–31G basis. The HL solutions are given by equation (3.69).
17.1% for $R_{eq}$. Particularly the equilibrium distance is not well described in the HL approach but also the minimum potential energy is not as close to the experimental value as the minimum potential energy calculated by the LCAO approximation. These results confirm the statements above that the HL approach is better suited at longer internuclear distances of the atoms and the LCAO approach at shorter distances.

CONCLUSION

The goal of this chapter was to illustrate the basic ideas of diatomic molecular physics in order to understand the molecular interaction potentials of Ne* and to introduce the different molecular basis states. For the derivation of the molecular potentials we introduced the Born-Oppenheimer approximation and the LCAO method. We compared the LCAO method to the Heitler-London approach and found that the LCAO method is better suited at short-range while the Heitler-London method describes the correct asymptotic limit. Furthermore, we illustrated for the $\text{H}_2^+$ and the $\text{H}_2$ molecule the notation for the molecular states in Hund's case (a) and Hund's case (c) notation as these are the bases in which the molecular potentials of Ne* were calculated and gave the symmetry properties of these states.

For larger distances of colliding atoms, different types of physics occur. The next chapter will be devoted to the long-range physics of two interacting atoms which gives rise to the van der Waals interaction and other multipole interactions.
LONG-RANGE INTERACTIONS

In cold collisions of Ne* the long-range physics is governed by the van der Waals interaction and the quadrupole–quadrupole interaction. In this chapter we show how these interaction terms arise from the multipole expansion of the electrostatic interaction energy between the atoms. The van der Waals interaction occurs for neutral atoms as a second-order energy correction to the dipole–dipole interaction. Therefore, we introduce briefly the time-independent perturbation theory. The matrix elements occurring in the van der Waals energy can be calculated with the Wigner-Eckart theorem which is introduced afterwards. As examples for the van der Waals interaction we calculate the van der Waals interaction energy in an atomic basis first of two hydrogen atoms in their ground state and second of two helium atoms in their ground state and introduce coefficient $c_6$. Furthermore, we show how the van der Waals interaction of two excited helium atoms in $P$-states can be calculated in principle. This example corresponds to the anisotropic van der Waals interaction between Ne* atoms and therefore it is introduced here.

4.1 Multipole Expansion

We start with the multipole expansion of the electrostatic interaction of the atoms. First we perform the multipole expansion of the electrostatic potential of a localized charge distribution in Cartesian coordinates. This introduces the dipole moment and quadrupole moment of a charge distribution. Then the multipole expansion of the interaction energy of two localized charge distributions in spherical coordinates is given from which the multipole interactions can be calculated.

4.1.1 Electrostatic potential of a localized charge distribution

We assume the electrostatic potential $V_{el}(R)$ of a localized charge distribution of $n$ point-like charged particles. This system corresponds to an $n$-electron atom. The electrostatic potential can be written as [96]

$$V_{el}(R) = \sum_{i=1}^{n} \frac{q_i(r_i)}{|R - r_i|}$$  \hspace{1cm} (4.1)

where the coordinates are introduced in figure 4.1. The electrostatic potential is now evaluated at long-range $|R| \gg |r_1|, |r_i|, |r_N|$. For large distances $1/|R - r_i|$ can be expanded in a Taylor series

$$\frac{1}{|R - r_i|} = \frac{1}{R} - r \cdot \nabla_R \frac{1}{R} + \frac{1}{2} (r \cdot \nabla_R) (r \cdot \nabla_R) \frac{1}{R} + \ldots$$  \hspace{1cm} (4.2)

Insertion of the expansion (4.2) into the electrostatic potential (4.1) leads to the multipole expansion of the electrostatic potential

$$V_{el}(R) = \frac{Q}{R} + \frac{R \cdot d}{R^3} + \frac{R^T \hat{Q} R}{2R^5} + \ldots$$  \hspace{1cm} (4.3)

where $Q$ is the total charge or the monopole moment of the system

$$Q = \sum_{i=1}^{n} q_i$$  \hspace{1cm} (4.4)
Figure 4.1: System of \( n \) point-like particles with charge \( q_i \) at positions \( r_i \). The electrostatic potential \( V_\text{el}(R) \) is evaluated at large distances \( R \) where \( |R| \gg |r_1|, |r_i|, |r_N| \), i.e. far away from the charge distribution.

and where we have introduced the dipole moment

\[
d = \sum_{i=1}^{n} q_i r_i.
\] (4.5)

The quadrupole moment tensor reads

\[
\tilde{Q} = \begin{pmatrix}
\tilde{Q}_{11} & \tilde{Q}_{12} & \tilde{Q}_{13} \\
\tilde{Q}_{21} & \tilde{Q}_{22} & \tilde{Q}_{23} \\
\tilde{Q}_{31} & \tilde{Q}_{32} & \tilde{Q}_{33}
\end{pmatrix},
\] (4.6)

and the elements are given by

\[
\tilde{Q}_{ij} = \sum_{k=1}^{n} q_k \left( 3x_{ki}x_{kj} - r_k^2 \delta_{ij} \right).
\] (4.7)

Here, the coordinate \( x_{ki} \) is the \( i \)th Cartesian component of the position vector \( r_k \) of the \( i \)th particle.

For a neutral atom, the total charge is zero and the first term in the expansion (4.2) vanishes. The dipole term and the quadrupole term are important for \( \text{Ne}^* \), as in the interaction of \( \text{Ne}^* \) atoms these terms give rise to the long-range interactions of \( \text{Ne}^* \) atoms.

4.1.2 Interaction energy of two localized non-overlapping charge distribution

From the multipole expansion of one localized charge distributions we derive in this subsection the multipole expansion of the interaction energy of two localized charge distributions for the electrostatic interaction energy of two atoms. The interaction energy of the charge distributions reads [97]

\[
W_{AB} = \sum_{i \in A} \sum_{j \in B} \frac{q_i q_j}{|r_i - r_j|},
\] (4.8)

where the coordinates are introduced in figure 4.2. In equation (4.8) the first sum is over all charged particles centered at \( A \) and the second sum is over all charged particles centered at \( B \). It can be easily seen from figure 4.2 that

\[
R + r_{Bj} + r_{ji} + r_{iA} = 0 \quad \Leftrightarrow \quad r_{ij} = R - r_{Ai} + r_{Bj}.
\] (4.9)

The assumption that the two charge distributions are non-overlapping can be written in the form

\[
|R| > |r_{Bj} - r_{Ai}| \quad \text{for all} \; i, j.
\] (4.10)
With the relations (4.9) and equation (4.10) one can perform the Laplace expansion of $1/|r_j - r_i|$ which reads

$$\frac{1}{|r_j - r_i|} = \frac{1}{|\mathbf{r} - (\mathbf{r}_{Ai} - \mathbf{r}_{Bj})|} = \sum_{L=0}^{\infty} \sum_{M=-L}^{L} (-1)^M I_{L-M}(\mathbf{R}) R_{LM}(\mathbf{r}_{Ai} - \mathbf{r}_{Bj}),$$  \hspace{1cm} (4.11)

where $I_{L-M}(\mathbf{R})$ are the irregular solid harmonics, given by

$$I_{lm}(\mathbf{r}) = \left( \frac{4\pi}{2l+1} \right)^{1/2} Y_{lm}(\mathbf{n}_r) \frac{r^{l}}{R_{AB}^{l+1}},$$ \hspace{1cm} (4.12)

and $R_{LM}^M(\mathbf{r}_{Ai} - \mathbf{r}_{Bj})$ denotes the regular solid harmonics, given by

$$R_{lm}(\mathbf{r}) = \sqrt{\frac{4\pi}{2l+1}} r^l Y_{lm}(\mathbf{n}_r),$$ \hspace{1cm} (4.13)

with $\mathbf{n}_r = \mathbf{r}/r$. Furthermore, we introduce the spherical multipole moments [98]

$$Q_{lm} = \sum_{i=1}^{N} q_i R_{lm}(\mathbf{r}_i).$$ \hspace{1cm} (4.14)

For $l = 0$ this is the monopole moment, for $l = 1$ the dipole moment and for $l = 2$ the quadrupole moment. These moments were given in the equations (4.4), (4.5), (4.7) of the previous subsection, but in Cartesian coordinates rather than the spherical multipole moments introduced here. A shift of the regular solid harmonics is given by

$$R_{lm}(\mathbf{x} - \mathbf{y}) = \sum_{l_A=0}^{L} (-1)^{l - l_A} \left( \frac{2l}{2l_A} \right)^{1/2} \sum_{m_A=-l_A}^{l_A} R_{l_A,m_A}(\mathbf{x}) R_{l-l_A,M-m_A}(\mathbf{y})$$

$$\langle l_A, m_A; L - l_A, M - m_A | LM \rangle,$$ \hspace{1cm} (4.15)

with the Clebsch-Gordan coefficient $\langle l_A, m_A; L - l_A, M - m_A | LM \rangle$. With the translation of the regular solid harmonics and the introduction of the spherical multipole moments, we can write the multipole expansion of two non-overlapping charge distributions with the Laplace expansion (4.11) as

$$W_{AB} = \sum_{l_A=0}^{\infty} \sum_{l_B=0}^{\infty} (-1)^{l_B} \left( \frac{2l_A + 2l_B}{2l_A} \right)^{1/2} \sum_{m_B=-l_B}^{l_B} \sum_{m_A=-l_A}^{l_A} (-1)^{m_A+m_B} I_{l_A+m_B}^{l_A+m_B}(\mathbf{R}) Q_{l_A}^{m_A} Q_{l_B}^{m_B} \langle l_A, m_A; l_B, m_B | l_A + l_B, m_A + m_B \rangle.$$

(4.16)
This is the interaction potential of two atoms at long-range. The dependence of the interaction energy $W_{AB}$ on the distance between the charge distributions $R_{AB}$ (or the internuclear distance for atoms) is given by the irregular solid harmonics (4.12) as $1/R^{4+1/2}$. For dipole–dipole interactions, $I_A = I_B = 1$, we obtain a $1/R^3$ dependence and for quadrupole–quadrupole interactions we obtain a $1/R^5$ dependence. Both interaction types are present in Ne* collisions which will be discussed in chapter 6. The dipole–dipole interaction of Ne* occurs in second-order perturbation theory as the van der Waals interaction which will be introduced in the next section. A general discussion of quadrupole–quadrupole interaction of atoms can be found in [99, 100].

4.2 Time-Independent Perturbation Theory

In order to calculate van der Waals interactions between atoms we discuss briefly the time-independent perturbation theory. Suppose that the Hamilton operator $H$ of a diatomic system can be written as

$$H = H_0 + \lambda V,$$

(4.17)

where $H_0$ is the free Hamiltonian of two non-interacting atoms and $V$ is the interaction potential of the atoms. We assume that the interaction is a small contribution to the total energy of the system so that the parameter $\lambda \ll 1$. Then we can treat the system in a perturbation approach. The unperturbed states $|\psi_i^{(0)}\rangle$ fulfill the eigenvalue equation

$$H_0 |\psi_i^{(0)}\rangle = E_i^{(0)} |\psi_i^{(0)}\rangle,$$

(4.18)

where $E_i^{(0)}$ are the corresponding unperturbed eigenenergies. At first we assume that the unperturbed states are non-degenerate so that only a single eigenenergy occurs for a single eigenstate. Following [101], we can expand the full energy and the full state of the system in a power series of $\lambda$ as

$$E_i(\lambda) = \sum_{n=0}^{\infty} \lambda^n E_i^{(n)} |\psi_i(\lambda)\rangle = \sum_{n=0}^{\infty} \lambda^n |\psi_i^{(n)}\rangle,$$

(4.19)

where the first series is called the Rayleigh-Schrödinger series. Equating the coefficients leads to the first-order energy correction

$$E_i^{(1)} = \langle \psi_i^{(0)} | V | \psi_i^{(0)} \rangle,$$

(4.20)

and to

$$E_i^{(2)} = \langle \psi_i^{(0)} | V S_j V | \psi_i^{(0)} \rangle = \sum_{i \neq j} \frac{| \langle \psi_i^{(0)} | V | \psi_j^{(0)} \rangle |^2}{E_i^{(0)} - E_j^{(0)}},$$

(4.21)

at second order, where we have introduced

$$S_i = \sum_{i \neq j} \frac{| \langle \psi_i^{(0)} | \psi_j^{(0)} \rangle |^2}{E_i^{(0)} - E_j^{(0)}}.$$

(4.22)

The first-order energy correction is simply the expectation value of the interaction $V$ in terms of the unperturbed states and the second-order correction is a sum over all unperturbed eigenstates, excluding the state $|\psi_i^{(0)}\rangle$. In the discussion of van der Waals interactions of atoms we will identify the interaction $V$ with the multipole interaction $W_{AB}$ (4.16), where only the dipole–dipole terms with $I_A = I_B = 1$ occur. The unperturbed states $|\psi_i^{(0)}\rangle$ are then diatomic product states. For atoms in non-degenerate levels, the energy $E_i^{(2)}$ is the van der Waals interaction energy, there are no first order corrections $E_i^{(1)}$. In Ne* interactions the ground state is degenerate. In order to calculate van der Waals interactions of degenerate levels we have to discuss degenerate perturbation theory.
Degenerate perturbation theory

For degenerate levels we investigate briefly Kato’s theory [102]. This theory is based on the study of the resolvent \( G(z) = 1/(z - H) \) [101]. Let the degeneracy of the \( i \)th eigenstate \( |\psi_{\alpha i}\rangle \) of the Hamiltonian be given by \( g_i > 1 \). Assume further, that the \( g_i \)-fold unperturbed degenerate energy of the \( j \)th eigenstate of \( H_0 \) is given by \( E^{(0)}_j \) and the \( g_i \)-fold exact degenerate energy of the \( i \)th eigenstate of \( H \) by \( E_i \). The unperturbed \( g_i \)-dimensional space \( \delta_{\alpha i}^{(0)} \) is spanned by the unperturbed eigenstates \( |\psi_{\alpha i}^{(0)}\rangle \), where \( \alpha = 1, \ldots, g_i \), while the \( g_i \)-dimensional space \( \delta_{\alpha}^{(0)} \) of the full solution is spanned by the eigenstates \( |\psi_{\alpha}^{(0)}\rangle \) of the full Hamiltonian, where again \( \alpha = 1, \ldots, g_i \). The eigenvalues of \( H \) approaching \( E_{i}^{(0)} \) as \( \lambda \to 0 \) are given by the \( g_i \) roots of the equation

\[
\det \left[ \lambda \langle \psi_{\alpha i}^{(0)} | V | \psi_{\beta i}^{(0)} \rangle + \lambda^2 \langle \psi_{\alpha i}^{(0)} | V S_i V | \psi_{\gamma i}^{(0)} \rangle - (E - E_i^{(0)}) \delta_{\beta \gamma} \right] = 0, \tag{4.23}
\]

where the operator \( S_i \) is given by equation (4.22) with \( \psi_{\beta i}^{(0)} \) replaced by \( \psi_{\alpha i}^{(0)} \) and the summation is also over the \( g_i \) unperturbed degenerate states of the \( g_i \)-dimensional spaces \( \delta_{\alpha i}^{(0)} \). If there is no first-order correction to the energy, the correction to the energy of degenerate levels is solely given by the second-order expression

\[
\langle \psi_{\alpha i}^{(0)} | V S_i V | \psi_{\alpha i}^{(0)} \rangle = \sum_{j \neq i} \sum_{S_j} \langle \psi_{\alpha i}^{(0)} | V | \psi_{\beta i}^{(0)} \rangle \langle \psi_{\beta i}^{(0)} | V | \psi_{\gamma i}^{(0)} \rangle \frac{E_{i}^{(0)} - E_j^{(0)}}{E_i^{(0)} - E_j^{(0)}}. \tag{4.24}
\]

The second-order energy correction is calculated by diagonalizing the \( g_i \times g_i \) matrix whose elements are given by this equation. All matrix elements are infinite sums over all unperturbed degenerate states excluding the unperturbed ground state \( |\psi_{\alpha i}^{(0)}\rangle \) with \( \alpha = 1, \ldots, g_i \). The diagonalized matrix can lead in principle to \( g_i \) distinct eigenenergies. If the interaction \( V \) is given by \( W_{AB} \) and the states \( |\psi_{\alpha i}^{(0)}\rangle \) are \( g_i \)-fold degenerate product states of two atoms we retrieve the van der Waals interaction of atoms in degenerate states. We show this more explicitly for the van der Waals interaction of excited He atoms.

A useful tool for the evaluation of the matrix elements occurring in the calculation of the energy corrections (4.20), (4.21), (4.24) for the multipole interactions of atoms is the Wigner-Eckart theorem. We introduce this theorem in the next section.

4.3 WIGNER-ECKART THEOREM

The Wigner-Eckart theorem reads [103]

\[
\langle ajm | T_q^{(k)} | a'j'm' \rangle = \frac{1}{\sqrt{2j+1}} \langle jkm'qj'km \rangle \langle aj||T_q^{(k)}||a'j' \rangle, \tag{4.25}
\]

where \( T_q^{(k)} \) is a tensor of rank \( k \) with \( T_q^{(k)} \) is the \( q \)th component of this tensor with \( q = -k, \ldots, +k \). The states \( |aj'j'm'\rangle \) are total angular momentum states introduced in chapter 2 where \( \langle aj||T_q^{(k)}||a'j' \rangle \) is the reduced matrix element. The important statement of the Wigner-Eckart theorem is that the matrix elements of \( T_q^{(k)} \) can be decomposed into two parts. One part of the decomposition depends only on the geometry of the system, i.e. solely on the quantum numbers \( j, j, m', m \), while the second part is given by the reduced matrix element which is the radial integral depending solely on the quantum numbers \( a', a \).

We are particularly interested in the evaluation of dipole moments and the dipole-dipole interaction of atoms in order to understand the van der Waals interaction of atoms. Dipole moments can be evaluated in a spherical basis or a Cartesian basis. If we write the position operator \( r \) in the spherical basis, we have

\[
r = \sqrt{\frac{4\pi}{3}} r (-Y_{11} e_{-1} + Y_{10} e_0 - Y_{1-1} e_{+1}), \tag{4.26}
\]
with the spherical basis vectors
\[ e_{-1} = -\frac{1}{\sqrt{2}} (e_x + ie_y), \quad e_0 = e_z, \quad e_{+1} = \frac{1}{\sqrt{2}} (e_x - ie_y). \] (4.27a)

We immediately conclude that the position operator is a tensor of rank 1 as the spherical harmonics \( Y_{1m} \) as well as the spherical basis vectors are tensors of rank 1. The transformation of the Cartesian components of \( r \) to the spherical basis is given by
\[ x = \sqrt{\frac{2\pi}{3}} r (Y_{1-1} - Y_{11}), \quad y = i \sqrt{\frac{2\pi}{3}} r (Y_{1-1} + Y_{11}), \quad z = \sqrt{\frac{4\pi}{3}} Y_{10}. \] (4.28)

In order to calculate matrix elements of these components we can immediately apply the Wigner-Eckart theorem (4.25) where \( T_y^{(k)} \) are the spherical harmonics and \( k = 1 \). The Clebsch-Gordan coefficient in equation (4.25) leads to the dipole selection rules and reduced matrix elements for the dipole transitions is given in the literature \[73\] as
\[ \langle \alpha j || r Y^{(1)} || \alpha' j' \rangle = \sqrt{2j+1} \left( \frac{3\varepsilon_0 \hbar \lambda^3 \Gamma}{8\pi^2 e^2} \right)^{1/2}, \] (4.29)
where \( \lambda \) is the wavelength of the transition of the states \( |\alpha j \rangle \) and \( |\alpha' j' \rangle \) and \( \Gamma \) is the decay rate of the higher-lying state. (The numerical values of the physical constants \( e, \varepsilon_0, \hbar \) are given in the appendix A, table A1.) Now we have all the ingredients in order to calculate the \textit{van der Waals} interaction of atoms. This will be done in the next section.

### 4.4 Van der Waals Interaction of Atoms

The dipole–dipole interaction of two atoms is given by the multipole expansion of the interaction energy (4.16) for \( l_A = l_B = 1 \) and reads
\[ W_{dd} = \frac{1}{R^3} \{ d_A \cdot d_B - 3 (d_A \cdot n_R) (d_B \cdot n_R) \}, \] (4.30)
with \( n_R = R/R \). Figure 4.3 shows the scheme of two atoms at internuclear distance \( R \) with dipole moments \( d_A, d_B \) [see equation (4.5)]. The subscripts \( A, B \) refer to coordinates with respect the atomic centers \( A \) and \( B \), respectively. Note that even though the expectation values of the dipole moments may vanish, the matrix elements of the second-order energy in equation (4.21) do not necessarily. From \( W_{dd} \) can calculate the \textit{van der Waals} interaction energy of two hydrogen atoms which is done in the following subsection.

![Figure 4.3: Two atoms A and B with dipole moments d_A, d_B. The position vector R points from atom A to atom B.](image-url)
### 4.4 Van der Waals interaction of hydrogen

Assume that we are given two hydrogen atoms at fixed distance $R$. The dipole moments of the two hydrogen atoms read

$$d_A = r_A, \quad d_B = r_B,$$

where the coordinates are introduced in figure 4.4. We choose the coordinate system where $R = Re_z$.

![Figure 4.4: Scheme of induced dipole–dipole interaction for H. Electron $e^-_A$ of atom $A$ is at position $r_A$ with respect to the center of atom $A$ and $r_B$ is the position of electron $e^-_B$ with respect to the atomic center $B$. The electrons are distinguishable as the atoms are far apart. The vectors $d_A, d_B$ are the dipoles of atom $A$ and $B$, respectively.](image)

The dipole–dipole interaction term (4.30) then reads

$$W_{dd} = \frac{1}{R^3} (x_A x_B + y_A y_B - 2z_A z_B),$$

where $x_A, y_A, z_A$ are the Cartesian components of $r_A$ and $x_B, y_B, z_B$ are those of $r_B$. The Hamiltonian for this system reads

$$H = H_{0,A} + H_{0,B} + W_{dd},$$

where $H_{0,A}, H_{0,B}$ are the free Hamiltonian operators of the atoms $A$ and $B$. As we assume that the interaction term $W_{dd}$ only gives a small contribution to the total energy we treat the system in a perturbation approach. The unperturbed eigenenergies and eigenstates of the system are given by

$$(H_{0,A} + H_{0,B}) |\psi^{(0)}\rangle = 2E^{(0)}_1 |\psi^{(0)}\rangle,$$

where $E^{(0)}_1 = 1/2 E_h$ is the ground state energy of hydrogen and the unperturbed eigenstate $|\psi^{(0)}\rangle$ is the product state

$$|\psi^{(0)}\rangle = |1s_A, 1s_B\rangle.$$

The first order energy correction (4.20) for the system (4.33) is given by

$$E^{(1)}_1 = \langle 1s_A, 1s_B | W_{dd} | 1s_A, 1s_B\rangle.$$

The single-atom states $|1s_A\rangle, |1s_B\rangle$ only act on the coordinates of $r_A, r_B$, respectively. One can show with the Wigner-Eckart theorem (4.25) that all the terms in equation (4.36) vanish so that the first order correction of the dipole–dipole interaction of two ground state hydrogen atoms is zero.

The second-order energy correction (4.21) reads

$$E^{(2)}_1 = \sum_{n'l'm'} \sum_{n'm'} |\langle 1s_A, 1s_B | W_{dd} | (nlm)_A, (n'l'm')_B\rangle|^2 2E^{(0)}_1 + E^{(0)}_n + E^{(0)}_{n'} \frac{1}{2E^{(0)}_1 + E^{(0)}_n + E^{(0)}_{n'}},$$

where...
where the summation is over all excited states \( |(nlm)_{A}, (n'l'm')_{B}⟩ \) with \( n \neq 2 \) and \( E_n, E_{n'} \) are the excited state energies of hydrogen, given by equation (2.14). The energy \( E_{1}^{(0)} \) is positive and the energies \( E_{n}^{(0)}, E_{n'}^{(0)} \) are negative but smaller in magnitude than \( 2E_{1}^{(0)} \). Thus, the second-order energy \( E_{1}^{(2)} \) is always attractive. The two sums in equation (4.37) are infinite sums not only including bound states but also continuum states. The latter make the sums problematic as it is not guaranteed that the matrix elements can be neglected even though the denominator becomes very small for larger energies. There exist sum rules such as the Thomas-Reiche-Kuhn sum rule \([104]\) in order to simplify the infinite sum of equation (4.37) \([73, 105, 106]\).

In the case of hydrogen–hydrogen interactions there exists another, elegant way of evaluating the second-order energy correction (4.37). This is shown in \([81]\). The energies of the H atom scale as \( |E_n| \approx 1/n^2 \) [see equation (2.1.4)]. We therefore assume that \( E_n = E_{n'} = 0 \) for \( n \geq 2 \) which is called the Unsöld approximation \([107]\). If we use the Unsöld approximation and the completeness relation for the states of the H atom, which reads

\[
\sum_{n} \sum_{l} \sum_{m} |(nlm)_{A}, (n'l'm')_{B}⟩ \langle (nlm)_{A}, (n'l'm')_{B}| = 1 - |1s_A, 1s_B⟩⟨1s_A, 1s_B|, \tag{4.38}
\]

the infinite sums in equation (4.37) reduce to two terms

\[
E_{1}^{(2)} = - \frac{\langle 1s_A, 1s_B | W_{dd}^2 | 1s_A, 1s_B⟩}{2E_{1}^{(0)}} + \frac{(\langle 1s_A, 1s_B | W_{dd} | 1s_A, 1s_B⟩)^2}{2E_{1}^{(0)}}. \tag{4.39}
\]

Note, that the second term in this equation is similar to the first-order correction (4.36) and therefore is equal to zero. The first term contains \( W_{dd}^2 \) and we have to evaluate matrix elements of the form

\[
\langle 1s_A, 1s_B | W_{dd}^2 | 1s_A, 1s_B⟩ \propto \langle 1s_A | x_A^2 | 1s_B⟩ \langle 1s_B | x_B^2 | 1s_B⟩. \tag{4.40}
\]

All the mixed terms with \( x_A y_A x_B y_B \), etc. are zero as can be shown by the Wigner-Eckart theorem (4.25). We calculate one matrix element occurring in equation (4.40) explicitly which yields

\[
\langle 1s | x^2 | 1s⟩ = \int_{0}^{2\pi} \int_{0}^{\pi} \int_{0}^{\pi} d\phi \, r^2 \sin \theta \, |y_{100}(r)|^2 (r \sin \theta \cos \phi)^2 \, d\theta = 1. \tag{4.41}
\]

It can be shown that the integrals for the other components \( y^2, z^2 \) lead to the same result so that in total the interaction energy for hydrogen–hydrogen ground state atoms in second-order (4.39) becomes

\[
E_{1}^{(2)} = - \frac{c_6}{R^6}, \quad c_6 = 6 \text{ a.u.} \tag{4.42}
\]

where we introduced the dispersion coefficient \( c_6 \). This is an important result which shows that the van der Waals or induced dipole–dipole interaction gives rise to an attraction between neutral atoms that depends on the internuclear distance \( R \) as \( 1/R^6 \). The strength of the attraction is given by the \( c_6 \) coefficient and for hydrogen, we obtain in this simple calculation the result \( c_6 = 6.000 \text{ a.u.} \). This value is very close to the literature value \( c_6 = 6.499 \text{ a.u.} \) \([108]\).

### 4.4.2 Van der Waals interaction of helium

In the following we establish an upper bound on the van der Waals interaction for two interacting He atoms in their ground states by calculating the first term in the second-order energy correction of the dipole–dipole interaction. This situation is more complicated than two interacting H atoms as He consists of two electrons. The atomic states need to be antisymmetrized with respect to the exchange of the electrons.

In figure 4.5 the coordinates for a system consisting of two He atoms are given. The dipole moments \( d_A, d_B \) introduced in the figure read

\[
d_A = r_{A1} + r_{A2}, \quad d_B = r_{B1} + r_{B2}. \tag{4.43}
\]
Inserting the dipole moments (4.43) in the dipole-dipole interaction (4.30) leads to
\[ W_{dd} = W_{d_{A1}d_{B2}} + W_{d_{A2}d_{B1}} + W_{d_{A2}d_{B2}}, \]
where the individual terms \( W_{d_{A1}d_{B2}} \) are given by equation (4.32) but with the coordinates \( x_A, y_B, \ldots \) replaced with \( x_{A1}, y_{B2}, \ldots \). As in the case of hydrogen interactions we treat the system in a perturbation approach. The unperturbed eigenstate of the system is the product state
\[ |\psi_1^{(0)}\rangle = |(1^1S)_A, (1^1S)_B\rangle, \]
with the atomic states \(|(1^1S)_A\rangle, |(1^1S)_B\rangle\) centered at atom \( A \) and \( B \), respectively. The atomic ground state of helium is given by
\[ |1s^2\ 1^1S\rangle = \frac{1}{\sqrt{2}} \left| \begin{array}{c} 1s\alpha (1) \\ 1s\alpha (2) \end{array} \right| \left| \begin{array}{c} 1s\beta (1) \\ 1s\beta (2) \end{array} \right|, \]
where \( 1s \) denotes the lowest spatial orbital of He. The term of this two-electron state is given by \( 1^1S \), which is a singlet state where the electronic orbital angular momentum is zero (see section 2.2.1). With \( W_{dd} \) given by equation (4.44) we obtain as in the case of hydrogen, that the first-order energy correction (4.20) in terms of the unperturbed states (4.45) vanishes.

Due to the selection rules for dipole transitions mentioned in section 4.3 the first non-vanishing term in the second-order energy (4.21) is the overlap with the product state of atomic helium singlet \( P \) states, i.e.

\[ |\psi_2^{(0)}\rangle = |(2^1P, m_l)_A, (2^1P, m_l)_B\rangle, \]
where the atomic \( P \)-state for He is given by
\[ |1s2p\ 2^1P, m_l\rangle = \frac{1}{\sqrt{2}} \left| \begin{array}{c} 1s\alpha (1) \\ 1s\alpha (2) \end{array} \right| \left| \begin{array}{c} 2p_m\beta (1) \\ 2p_m\beta (2) \end{array} \right| - \left| \begin{array}{c} 1s\beta (1) \\ 1s\beta (2) \end{array} \right| \left| \begin{array}{c} 2p_m\alpha (1) \\ 2p_m\alpha (2) \end{array} \right|, \]
with \( m_l \) the projection on a space-fixed axis of the single-electron \( p \)-orbital which also determines the projection of the total two-electron state, as the other electron occupying the \( 1s \) orbital has zero orbital angular momentum. With these states we can establish an upper bound on the van der Waals interaction of helium atoms
\[ E_1^{(2)} \leq - \sum_{m_l=-1}^{1} \sum_{m_{l'}=-1}^{1} \frac{|\langle (2^1P, m_l)_A, (2^1P, m_{l'})_B | W_{dd} | (1^1S)_A, (1^1S)_B \rangle|^2}{2E_1^{(0)} - 2E_2^{(0)}}. \]
Here, the energy \( E_{1}^{(0)} = 2.9006 \) \( E_{h} \) is the ground state energy of He and \( E_{2}^{(0)} = 2.1209 \) \( E_{h} \) is the energy of the excited \( 1^1P \) state. The numerical values are given by the NIST Atomic Spectra Database [109]. The symbol \( \leq \) results from the fact that all the other terms of the infinite sums in second-order perturbation theory are negative, as \( E_{1} - E_{h} - E_{\nu} > 0 \), where \( E_{h}, E_{\nu} \) denote the energies of the excited states, so that the total sum becomes smaller with every summand. Due to the Wigner-Eckart theorem, the only non-vanishing matrix elements in equation (4.49) are for \( m_{1} = m_{\nu} = 0 \) and \( m_{1} = -m_{\nu} = \pm 1 \). Again, as in the case of hydrogen interactions, the atoms are far apart so that atomic states of atom \( A \) only act on the electronic coordinates of atom \( A \) and correspondingly for the electrons of atom \( B \). We calculate explicitly the matrix elements occurring in equation (4.49) where we assume that the spatial orbitals are given by the hydrogen wave functions \( \psi_{100}^{0}(\mathbf{r}) \) and \( \psi_{2m_{\nu}}^{1}(\mathbf{r}) \) with \( m_{1} = -1, 0, +1 \) with \( Z = 2 \) (see table 2.1). This is an approximation where no electron correlation effects are included. For the purpose of establishing an upper bound on the van der Waals interaction of He this is a reasonable simplification. The matrix elements read

\[
\langle 1^1P, \pm 1 | x | 1^1S \rangle = \frac{32\sqrt{2}}{243}, \quad \langle 1^1P, \pm 1 | y | 1^1S \rangle = \pm \frac{32i\sqrt{2}}{243}, \quad \langle 1^1P, 0 | z | 1^1S \rangle = \frac{64}{243},
\]

where we have omitted the labels \( A, B \), since the results for both atomic centers are the same. Inserting the calculated matrix elements in equation (4.49) leads to an upper bound on the van der Waals interaction energy of

\[
E_{1}^{(2)} \leq -\frac{c_{6}}{R^{6}}, \quad \text{with} \quad c_{6} \geq 0.2962 \text{a.u.}.
\]

The corresponding literature value is given by \( c_{6} = 1.4610 \text{ a.u.} \) [108] which is consistent with the bound established here. It is evident that our value is not close to this value, as hydrogen wave functions were used to calculate the matrix elements and only the first terms (4.49) of the infinite sums of second-order perturbation theory was calculated. It is assumed, however, that the other terms become smaller for higher states so that a significant contribution to the total sum is expected to be given by the first terms (4.49). Note, that the He dispersion coefficient \( c_{6} = 1.4610 \text{ a.u.} \) is much smaller than the H dispersion coefficient \( c_{6} = 6.499 \text{ a.u.} \). The reason for this is that He in its ground state configuration is a closed-shell system which is harder to perturb than the open-shell system H. Thus, the polarizability of He is lower than the polarizability of H and, as a consequence, the attraction of two He atoms due to the van der Waals interaction is smaller than that of two H atoms.

**Excited state interactions**

To close the discussion of helium we examine the van der Waals interaction of two helium atoms in triplet states \( 1^3P_{2} \) of the \( 1s2p \) configuration. This case corresponds to the case of Ne\(^*\) interactions as the lowest states of Ne\(^*\) are states of the \( 3^3P_{2} \) manifold. In a perturbation approach the unperturbed product state for this system is given by

\[
|\psi_{i_{\alpha}}^{(0)}\rangle = |(1^3P_{2}, m_{1})_{A}, (1^3P_{2}, m_{2})_{B}\rangle,
\]

where the atomic states \( |1^3P_{2}, m_{l}\rangle \) are total angular momentum states of the \( 1s2p \) configuration. The label \( \alpha \) of the state \( |\psi_{i_{\alpha}}^{(0)}\rangle \) denotes the set of projections \( (m_{1}, m_{2}) \). Without a magnetic field the unperturbed state \( |\psi_{i_{\alpha}}^{(0)}\rangle \) is \( g_{i} = (2j + 1)(2j + 1) = 25\)-fold degenerate for all different magnetic sub levels. In order to calculate the van der Waals interaction of two helium atoms in the degenerate state \( |\psi_{i_{\alpha}}^{(0)}\rangle \) we have to apply degenerate perturbation theory. The matrix elements of the second-order correction are given by equation (4.24) with \( V = W_{dd} \). For all different internal levels \( (m_{1}, m_{2}) \) we obtain \( g_{i} \times g_{i} = 25 \times 25 \) matrix which has to be diagonalized in order to obtain the van der Waals interaction of the two helium atoms in states of the \( 3^3P_{2} \) manifold. For anisotropic systems this will result in a maximum of 25 different \( c_{6} \) coefficients, depending on the magnetic internal states of the diatomic system. The anisotropy of the \( c_{6} \) coefficients is present in Ne\(^*\) interactions which we discuss in chapter 6. There, the \( c_{6} \) coefficients for Ne\(^*\) will
be given in the molecular Hund’s case (c) basis instead of the atomic basis we used throughout this chapter.

In order to calculate polarizabilities of atoms and multipole dispersion forces between atoms, different approaches based on variational methods instead of the standard second-order perturbation method exist. These different approaches are discussed in [48, 110].

CONCLUSION

In this chapter we illustrated the long-range interactions which are important for Ne* collisions. The multipole expansion of the electrostatic interaction energy leads to the dipole–dipole interactions and the quadrupole–quadrupole interactions between two atoms. In second-order perturbation theory, the van der Waals interaction of atoms appears and the Wigner-Eckart theorem is an important tool to evaluate transition matrix elements between different states which need to be calculated. We calculated approximations to the $c_6$ coefficient for H(1s)-H(1s) interactions and for He (1$^1S$)-He (1$^1S$) interactions in an atomic basis. The He($^3P_2$)-He($^3P_2$) interaction gives rise to 25 $c_6$ coefficients depending on the internal magnetic states of the atoms similar to Ne* interactions. However, the long-range interactions of Ne* have been calculated in the Hund’s case (c) basis in the body-fixed frame instead of the diatomic basis in the space-fixed frame used in this chapter.

In the previous chapter we introduced the short-range interactions in atom–atom collisions. In this chapter, the topic was the long-range interactions. The question remains how the atoms interact dynamically. This is solved by quantum scattering theory which is introduced in the next chapter.
Cold atomic collisions are described in the framework of quantum scattering theory. Here we give an overview of the basic concepts of quantum scattering theory and follow mainly [37, 38]. More topics in scattering theory may be found in [36, 91, 103] and in the theory of atomic collisions in [39, 41, 42, 52]. A quick overview is also given in [111].

The following chapters are based on the insights of scattering theory, i.e. the coupled-channel equations resulting from an expansion of the scattering states in a molecular basis in chapter 6, the analysis of the $S$ matrix in the complex $k$ plane in chapter 7 and the calculation of cross sections and two-body loss rate coefficients of Ne$^*$ in chapter 8. Therefore, the study of quantum scattering theory is crucial for this work.

We start by the time-dependent formalism in order to introduce the basic operators of quantum scattering theory such as the Møller operators, the $S$ operator and the $K$ or reactance operator. From this time-dependent approach, we switch to the time-independent formalism and introduce the scattering cross section, two-particle scattering and the partial-wave expansion of the scattering states. In order to analyze the $S$ matrix for complex wave numbers for the square-well model in chapter 7 we introduce the regular solution which in the asymptotic region yields the Jost function. From the analytic properties of the Jost function we establish the analytic properties of the $S$ matrix and give the pole expansion of the $S$ matrix in terms of the bound states, virtual states and resonant states of the scattering potential.

Cold reactive collisions of Ne$^*$ are described in the framework of multichannel scattering theory. We introduce the basic concepts and generalize the results of single-channel scattering for the $S$ operator, cross section, etc. In order to calculate elastic and inelastic collision processes in Ne$^*$ collisions for the coupled two-channel model of this work we introduce the elastic and inelastic scattering cross sections of multichannel scattering theory. We introduce the complex energy-dependent scattering length and show how the cross sections are parametrized in terms of this complex scattering length. It is also shown in this chapter that the expansion of the multichannel scattering wave function in the basis of the target states leads to the coupled-channel equations when the infinite sum of the expansion is truncated at a finite value. For two-channels only we obtain the coupled two-channel equations which are of special importance as we introduce in the later chapters of this work the coupled two-channel model for cold Ne$^*$ collisions.

In the two-channel model with square-well potentials we investigate the $S$ matrix in the complex $k$ plane. In order to perform a pole expansion of the multichannel $S$ matrix we first have to establish its analytic properties. This is done by studying the multichannel regular solution which, in the asymptotic region, yields the Jost matrices. From the analytic properties of the Jost matrices for complex energies we can establish the analytic properties of the multichannel $S$ matrix.

The atomic states of Ne$^*$ are angular momentum states in different internal spin-states which will be shown in the next chapter. In order to describe ionizing collisions of Ne$^*$ we introduce the inelastic scattering of identical particles with spin. We derive the two-particle inelastic cross sections for this case and establish the relationship of the inelastic cross section of theory and the macroscopic two-body loss rate coefficients measured in the experiment.
5.1 Time-Dependent Formal Scattering Theory

Here we describe the scattering process in time. By introducing the Green’s operators we can define the asymptotically free in- and out-states and their relation to the full scattering state. In this context, the important Møller operators and the S and K operator are introduced.

5.1.1 Time development of state vectors in the Schrödinger picture

Let us suppose that we can split the Hamilton operator \( H(t) \) as in [37]
\[
H(t) = H_0(t) + V(t),
\]
where \( H_0(t) \) is the free Hamilton operator and where \( V(t) \) describes the interactions of the particles. We define the free Green’s operators \( G_0^\pm(t) \) and the full Green’s operators \( G^\pm(t) \) by the equations [37]
\[
\begin{align*}
\left(i\frac{d}{dt} - H_0(t)\right) G_0^+(t) &= \delta(t), \quad \text{with } G_0^+(t) = 0 \text{ for } t \leq 0, \\
\left(i\frac{d}{dt} - H(t)\right) G^+(t) &= \delta(t), \quad \text{with } G^+(t) = 0 \text{ for } t \leq 0
\end{align*}
\]
where we use natural units (\( h = 1 \)) and where \( G_0^+ \), \( G^+ \) are the retarded Green’s operators while \( G_0^- \), \( G^- \) are the advanced Green’s operators \( G_0^- \), \( G^- \). The solutions are given in terms of the free time evolution operator \( U_0(t,t') \) and the full time evolution operator \( U(t,t') \)
\[
\begin{align*}
G^+(t,t') &= \mp iU(t,t')\theta(t-t'), \\
G_0^+(t,t') &= \mp iU_0(t,t')\theta(t-t').
\end{align*}
\]
The time-dependent Schrödinger equations for the full Hamilton operator \( H(t) \) and for the free Hamilton operator \( H_0(t) \) read
\[
\begin{align*}
i\frac{d}{dt} |\Psi(t)\rangle &= H(t) |\Psi(t)\rangle, \quad i\frac{d}{dt} |\Psi_0(t)\rangle &= H_0(t) |\Psi_0(t)\rangle,
\end{align*}
\]
respectively. With the help of the retarded Green’s operators we can describe the time evolution of the full state \( |\Psi(t)\rangle \) and the free state \( |\Psi_0(t)\rangle \) after the collision \( t' > t \) as
\[
|\Psi(t')\rangle = iG^+(t',t) |\Psi(t)\rangle, \quad |\Psi_0(t')\rangle = iG_0^+(t',t) |\Psi_0(t)\rangle,
\]
respectively. Before the collision \( t' < t \), analogous expressions for the full solution and the free solution are obtained in terms of the advanced Green’s operators
\[
|\Psi(t')\rangle = -iG^-(t',t) |\Psi(t)\rangle, \quad |\Psi_0(t')\rangle = -iG_0^-(t',t) |\Psi_0(t)\rangle.
\]
The free states \( |\Psi_0(t)\rangle \) are defined as
\[
|\Psi_0(t)\rangle \equiv iG_0^+(t,t') |\Psi(t')\rangle, \quad |\Psi_0(t)\rangle \equiv -iG_0^-(t,t') |\Psi(t')\rangle.
\]
At times long before or long after the collision these states are equivalent to the full scattering state \( |\Psi(t_0)\rangle \). The limits \( t' \to \pm \infty \) define the in- and out-states as
\[
\begin{align*}
|\Psi_{\text{in}}(t)\rangle &= \lim_{t' \to -\infty} iG_0^+(t,t') |\Psi(t')\rangle, \\
|\Psi_{\text{out}}(t)\rangle &= \lim_{t' \to +\infty} -iG_0^-(t,t') |\Psi(t')\rangle.
\end{align*}
\]
In the infinite past \( t' \to -\infty \), the in-state \( |\Psi_{\text{in}}(t)\rangle \) evolves with the free retarded Green’s operator and in the infinite future \( t' \to +\infty \), the out-state \( |\Psi_{\text{out}}(t)\rangle \) evolves with the free advanced Green’s operator. Figure 5.1 shows schematically, how \( |\Psi_{\text{in}}(t)\rangle \), \( |\Psi_{\text{out}}(t)\rangle \) and the full scattering state \( |\Psi(t)\rangle \) are related.
We can also write the full scattering wave function in terms of the full Green’s operators $G$. This state satisfies the equations (5.10a), (5.10b) which is specified by the quantum numbers $\alpha$ which again commute with $H_0$, but are quantum numbers which are specified for the state $|\Psi_{\text{out}}(\beta, t)\rangle$. Here, the quantum numbers of the out-state are known but the in-state is uncontrolled. The state $|\Psi_{\text{out}}(\beta, t)\rangle$ satisfies

$$|\Psi_{\text{out}}(t)\rangle = e^{-iH_0 t} |\Psi_{\text{out}}(0)\rangle$$

Figure 5.1: Full scattering state $|\Psi(t)\rangle$ evolving with the full Hamilton operator $H$ and the in- and out-states $|\Psi_{\text{in}}(t)\rangle$, $|\Psi_{\text{out}}(t)\rangle$ evolving with the free Hamilton operator $H_0$. For $t \to \pm \infty$ the full state approaches the in- and out-state, respectively.

The full scattering state $|\Psi(t)\rangle$ can be written in integral form in terms of $|\Psi_{\text{in}}(t)\rangle$ and $|\Psi_{\text{out}}(t)\rangle$ as

$$|\Psi(t)\rangle = |\Psi_{\text{in}}(t)\rangle + \int_{-\infty}^{\infty} dt' G_0^+ (t, t') V(t) |\Psi(t')\rangle,$$  \hspace{1cm} (5.10a)

$$|\Psi(t)\rangle = |\Psi_{\text{out}}(t)\rangle + \int_{-\infty}^{\infty} dt' G_0^- (t, t') V(t) |\Psi(t')\rangle.$$  \hspace{1cm} (5.10b)

We can also write the full scattering wave function in terms of the full Green’s operators $G^{\pm}(t)$ as

$$|\Psi(t)\rangle = |\Psi_{\text{in}}(t)\rangle + \int_{-\infty}^{\infty} dt' G^+(t, t') V(t) |\Psi_{\text{in}}(t')\rangle,$$  \hspace{1cm} (5.11a)

$$|\Psi(t)\rangle = |\Psi_{\text{out}}(t)\rangle + \int_{-\infty}^{\infty} dt' G^-(t, t') V(t) |\Psi_{\text{out}}(t')\rangle.$$  \hspace{1cm} (5.11b)

The in-state $|\Psi_{\text{in}}(t)\rangle$ is controlled in the infinite past. In the time-dependent picture, it is considered to be a wave packet specified by a set of quantum numbers labeled by $\alpha$ which commute with $H_0$. A full scattering state determined by $|\Psi_{\text{in}}(t)\rangle$ and its quantum numbers $\alpha$ is then denoted by $|\Psi^{(+)}(\alpha, t)\rangle$. This state was identical to $|\Psi_{\text{in}}(\alpha, t)\rangle$ in the infinite past. It satisfies the integral equation

$$|\Psi^{(+)}(\alpha, t)\rangle = |\Psi_{\text{in}}(\alpha, t)\rangle + \int_{-\infty}^{\infty} dt' G_0^+ (t, t') V(t) |\Psi^{(+)}(\alpha, t')\rangle.$$  \hspace{1cm} (5.12)

The state $|\Psi^{(+)}(\alpha, t)\rangle$ in the infinite future will be given by $|\Psi_{\text{out}}(t)\rangle$ and also satisfies the integral equations (5.10b), (5.11b) but these equations are of no practical use since $|\Psi_{\text{out}}(t)\rangle$ is uncontrolled and unknown. The inverse situation occurs for the state $|\Psi^{(-)}(\beta, t)\rangle$ which is specified by the quantum numbers $\beta$ which again commute with $H_0$ but are quantum numbers which are specified for the state $|\Psi_{\text{out}}(\beta, t)\rangle$. Here, the quantum numbers of the out-state are known but the in-state is uncontrolled. The state $|\Psi^{(-)}(\beta, t)\rangle$ satisfies

$$|\Psi^{(-)}(\beta, t)\rangle = |\Psi_{\text{out}}(\beta, t)\rangle + \int_{-\infty}^{\infty} dt' G_0^- (t, t') V(t) |\Psi^{(-)}(\beta, t')\rangle.$$  \hspace{1cm} (5.13)

This state satisfies the equations (5.10a), (5.11a) but again this is of no practical use since $|\Psi_{\text{in}}(t)\rangle$ is unknown. The state $|\Psi^{(-)}(\beta, t)\rangle$ is physically not meaningful as in the experiment typically a state is prepared and controlled before the collision process, then scattered and finally an outgoing amplitude is measured. As the states $|\Psi^{(+)}(\alpha, t)\rangle$, $|\Psi^{(-)}(\alpha, t)\rangle$ are constructed from an controlled in-state with quantum numbers $\alpha$ and from an out-state with specified quantum numbers $\beta$ in (5.12), respectively, the quantum labels $\alpha, \beta$ of the full scattering states $|\Psi^{(\pm)}\rangle$ are conceptually quite different [37].
5.1.2 Møller wave operators

The Møller wave operators \( \Omega^{(\pm)}(t) \) map the asymptotically free in- and out-states to the full scattering state \(|\Psi(t)\rangle\)

\[
|\Psi(t)\rangle = \Omega^{(\pm)}(t) |\Psi_in(t)\rangle, \tag{5.14}
\]

where \( \Omega^{(\pm)}(t) \) is derived by inserting \(|\Psi_0(t')\rangle\) of equation (5.7) in equation (5.11a) which leads to

\[
\Omega^{(\pm)}(t) = 1 - i \int_{-\infty}^{\infty} dt' G^+(t,t') VG_0(t',t), \tag{5.15}
\]

with \( \Omega^{(\pm)}(t) \) given in terms of the Green’s operators. In terms of the Hamilton operator of the system the Møller operator \( \Omega^{(\pm)}(t) \) reads

\[
\Omega^{(\pm)}(t) = \lim_{t \to -\infty} e^{iHt} e^{-iH_0t} := \lim_{\epsilon \to 0^+} \int_{0}^{-\infty} dt (\epsilon - e^{-\epsilon}) e^{iHt} e^{-iH_0t}. \tag{5.16}
\]

Similarly, the Möller operator \( \Omega^{(-)}(t) \) maps the out-state \(|\Psi_out(t)\rangle\) to the full scattering state

\[
|\Psi(t)\rangle = \Omega^{(-)}(t) |\Psi_out(t)\rangle, \tag{5.17}
\]

where \( \Omega^{(-)}(t) \) may be derived by inserting \(|\Psi_0(t')\rangle\) of equation (5.6) in equation (5.11b) which reads

\[
\Omega^{(-)}(t) = 1 + i \int_{0}^{\infty} dt G^-(t,t') VG_0^+(t',t). \tag{5.18}
\]

Again, \( \Omega^{(-)}(t) \) can be given in terms of the Hamilton operator of the system

\[
\Omega^{(-)}(t) = \lim_{t \to -\infty} e^{iHt} e^{-iH_0t} := \lim_{\epsilon \to 0^+} \int_{0}^{\infty} dt e^{-\epsilon^t} e^{iHt} e^{-iH_0t}. \tag{5.19}
\]

The Möller operators \( \Omega^{(\pm)}(t) \) and \( \Omega^{(-)}(t) \) are isometric operators and fulfill

\[
\Omega^{(\pm)\dagger}(t) \Omega^{(\pm)}(t) = 1, \tag{5.20}
\]

but in general \( \Omega^{(\pm)}(t) \Omega^{(\pm)\dagger}(t) \neq 1 \). As unitary operators isometric operators are linear operators on the Hilbert space \( \mathcal{H} \) preserving the norm but in contrast to unitary operators they are not a one-to-one injective map over \( \mathcal{H} \) [38]. This is a consequence of the scattering states \(|\Psi(t)\rangle\) not necessarily spanning the full Hilbert space \( \mathcal{H} \) as \( \mathcal{H} \) also includes the bound states of the system [37]. The relation

\[
H(t) \Omega^{(\pm)}(t) = \Omega^{(\pm)}(t) H_0(t), \tag{5.21}
\]

is called the intertwining relation for the Möller operators [38].

5.1.3 \( S \) operator

Having established how the Möller operators act on the asymptotic in- and out- states we can now derive the relation of in- and out- state with the equations (5.14), (5.17) and introduce the \( S \) operator as

\[
|\Psi_{out}(t)\rangle = \Omega^{(-)\dagger}(t) \Omega^{(+)}(t) |\Psi_{in}(t)\rangle = S(t) |\Psi_{in}(t)\rangle. \tag{5.22}
\]

The significance of the \( S \) operator is shown if one calculates the probability that the system is in the state \(|\Psi_0(\beta,t)\rangle\) in the infinite future when it was controlled in the infinite past \(|\Psi_{in}(\alpha,t)\rangle = |\Psi_0(\alpha,t)\rangle\) and the actual scattering state is given by \(|\Psi^{(+)}(\alpha,t)\rangle\). This probability reads

\[
\lim_{t \to -\infty} \langle \Psi_0(\beta,t) | \Psi^{(+)}(\alpha,t) \rangle = \langle \Psi_0(\beta,t) | \Psi_{out}(t) \rangle = \langle \Psi_0(\beta,t) | \Omega^{(-)\dagger}(t) \Omega^{(+)}(t) |\Psi_{in}(t)\rangle
\]

\[
= \langle \Psi_0(\beta,t) | S(t) |\Psi_0(\alpha,t)\rangle. \tag{5.23}
\]
From the intertwining relation (5.21) we conclude that the $S$ operator commutes with $H_0$

$$[S(t), H_0(t)] = 0. \quad (5.24)$$

If the actual state is again given by $|\Psi^{(+)}(\alpha, t)\rangle$ the probability of finding the system in the state $|\Psi^{(-)}(\beta, t)\rangle$ evolving to the state $|\Psi^{(-)}(\beta, t)\rangle$ is given by

$$S_{\beta\alpha} = \langle \Psi^{(-)}(\beta, t)|\Psi^{(+)}(\alpha, t)\rangle = \langle \Psi^{out}(\beta, t)|S|\Psi^{in}(\alpha, t)\rangle = \langle \Psi^{in}(\alpha, t)|S|\Psi^{out}(\beta, 0)\rangle, \quad (5.25)$$

which again is given in terms of the $S$ operator. As seen from the equations (5.23), (5.25), all scattering properties of the system are known when the $S$ operator is known. In contrast to the Møller operators which are isometric operators the $S$ operator is a unitary operator with

$$S^\dagger S = SS^\dagger = 1. \quad (5.26)$$

In figure 5.2 the effect of the Møller operators and $S$ operators acting on the asymptotic in- and out-states and the full scattering state are shown.

### 5.1.4 Reactance operator

The full information of the scattering process is also given by the reactance $K$ operator. It is obtained from the Caley transformation of the $S$ operator as [37]

$$K \equiv i(\mathbb{1} - S)(\mathbb{1} + S)^{-1}. \quad (5.27)$$

The inverse transformation reads

$$S = (\mathbb{1} + iK)(\mathbb{1} - iK)^{-1}. \quad (5.28)$$

From these definitions and from the fact that the $S$ operator is unitary it may be easily verified that the $K$ operator is Hermitian, $K = K^\dagger$. Rewriting equation (5.28) in another form leads to Heitler’s integral equation [37]

$$S - \mathbb{1} = 2iK + iK(S - \mathbb{1}). \quad (5.29)$$

Equivalently to the $S$ operator, full knowledge of the $K$ operator leads to full knowledge of the scattering properties of the system.

### 5.2 Time-independent formal scattering theory

For actual calculations we need the time-independent approach of scattering theory [38]. Here the Hamilton operator is not time-dependent $H \neq H(t)$. The time-independent picture of scattering can be deduced from the time-dependent picture by Fourier transformation of the operators and states introduced in the last section from the time domain to the energy domain. This Fourier transformation for an operator $f$ reads

$$f(E) = \int_{-\infty}^{\infty} dt e^{iEt} f(t), \quad (5.30)$$

Figure 5.2: Schematically shown are the scattering state $|\Psi(t)\rangle$ and the asymptotically free states $|\Psi^{in}(t)\rangle$, $|\Psi^{out}(t)\rangle$. The $S$ operator maps $|\Psi^{in}(t)\rangle$ to $|\Psi^{out}(t)\rangle$ while the Møller operators map $|\Psi^{in}(t)\rangle$ and $|\Psi^{out}(t)\rangle$ to the full scattering state $|\Psi(t)\rangle$. 
where $E$ is the energy of the system. In this section we introduce the free momentum states and derive the decomposition of the $S$ operator in terms of these states. This leads to a connection between the $S$ matrix and the on-shell $T$ matrix $t(k, k')$ and the scattering amplitude $f(k, k')$.

5.2.1 Green’s operators and state vectors

In order to calculate the energy-dependent Green’s operators we have to Fourier transform the time-dependent Green’s operators defined together with the initial conditions in equation (5.2), reading

$$G_{\pm}(E) = \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} dt e^{-\epsilon|t|} e^{iEt} G_{\pm}(t) = \lim_{\epsilon \to 0^+} G(E \pm i\epsilon),$$

(5.31)

where we have included a convergence factor $e^{-\epsilon|t|}$ and where $G(z)$ is the resolvent of the system, given by

$$G(z) = \frac{1}{z - H}.$$  

(5.32)

We obtain the same result for the free energy-dependent Green’s operators $G_{0\pm}^\pm$ but with $H$ replaced by $H_0$. The time-independent Green’s operators fulfill the following equations

$$(E - H_0)G_{0\pm}^\pm(E) = \mathbb{1},$$

(5.33)

$$(E - H)G_{\pm}^\pm(E) = \mathbb{1}. $$

(5.34)

With the Fourier transform (5.30) we can also calculate the time-independent scattering states. The time-independent scattering states $|\Psi^{(\pm)}(E)\rangle$ are given by

$$|\Psi^{(\pm)}(E)\rangle = |\Psi_0(E)\rangle + G_{0\pm}^\pm(E)V|\Psi^{(\pm)}(E)\rangle = |\Psi_0(E)\rangle + G_{\pm}^\pm(E)V|\Psi_0(E)\rangle.$$  

(5.35)

These equations are referred to as the Lippmann-Schwinger equations [112]. The time-independent Schrödinger equations for the full scattering state $\Psi(E)$ and the free scattering state $\Psi_0(E)$ read

$$H_0|\Psi_0(E)\rangle = E|\Psi_0(E)\rangle, \quad H|\Psi(E)\rangle = E|\Psi(E)\rangle.$$  

(5.36)

As in the time-dependent picture, the Møller operators map the free states to the full scattering states

$$|\Psi^{(\pm)}(E)\rangle = \Omega^{(\pm)}(E)|\Psi_0(E)\rangle,$$  

(5.37)

but now the Møller operators are energy-dependent. Again, we obtain the important result that the $S$ operator maps the in amplitude $|\Psi_{\text{in}}(E)\rangle$ to the out amplitude $|\Psi_{\text{out}}(E)\rangle$

$$|\Psi_{\text{out}}(E)\rangle = \Omega^{(-)^*}(E)\Omega^{(+)}(E)|\Psi_{\text{in}}(E)\rangle \equiv S(E)|\Psi_{\text{in}}(E)\rangle,$$  

(5.38)

and all the information about the scattering process is contained in the $S$ operator. In the next subsection we derive the $S$ operator in free momentum states and obtain the $S$ matrix and its decomposition in terms of the $T$ matrix.

5.2.2 $S$ matrix, $T$ matrix and scattering amplitude

From the formal scattering theory we now come to the specific representation in momentum space. As the $S$ operator commutes with $H_0$ (see subsection 5.1.3), both operators have a common basis of eigenstates. The eigenstates of $H_0$ are the free momentum states $|\Psi_0(E)\rangle \equiv |k\rangle$

$$H_0|k\rangle = \frac{k^2}{2m} |k\rangle \equiv E_k|k\rangle,$$  

(5.39)

where $m$ is the mass of the particle. Here we highlight, that in natural units ($\hbar = 1$) momentum and wave number are identical, $p = k$, so that we call the eigenstates momentum states. The position representation of the free momentum states reads

$$\langle x|k\rangle = (2\pi)^{-3/2} e^{ikx},$$  

(5.40)
with normalization $\langle k'|k \rangle = \delta^{(3)}(k' - k)$. The $S$ operator in the momentum representation $\langle k'|S|k \rangle$ is often called the $S$ matrix [38]. As the $S$ matrix commutes with $H_0$ we obtain
\[
\langle k'| [S, H_0] |k \rangle = (E_{k'} - E_k) \langle k'|S|k \rangle ,
\]
which is zero for $E_{k'} = E_k$. We conclude that the $S$ matrix elements $\langle k'|S|k \rangle$ must have a form like $\langle k'|S|k \rangle = \delta(E_{k'} - E_k) \times$ remainder. The decomposition of the $S$ matrix in the free momentum states reads [38]
\[
\langle k'|S|k \rangle = \delta^{(3)}(k - k') - 2\pi i \delta(E_{k'} - E_k)T(k, k'),
\]
where the factor $2\pi i$ is a conventional factor. The first term in equation (5.42) ensures we have unit transmission in the absence of a scatterer. The second term is only non-zero for $E_{k'} = E_k$ when the energy is conserved. The term $T(k, k')$ is therefore only defined on the energy-shell for $k^2 = k'^2$ and for this reason it is called the “on-shell” $T$ matrix. Of course it is conceivable to define a $T$ operator for momentum states, where the elements $\langle k'|T|k \rangle$ are not necessarily “on-shell”, which is then consistently called the “off-shell” $T$ matrix. The “on-shell” $T$ matrix is closely related to the scattering amplitude $f(k, k')$
\[
f(k, k') = -(2\pi)^2 m \cdot T(k, k').
\]
Before we introduce the concept of the scattering cross section and the relationship of scattering amplitude and differential cross section we discuss the topic of two-particle scattering in order to describe atomic collisions.

5.3 TWO-PARTICLE SCATTERING

So far we have only considered scattering of a single particle. In this section, we show that two-particle scattering is quite similar to this scenario if one separates the center-of-mass and the relative motion. The Hamiltonian for two particles interacting via $V$ is given by
\[
H = \frac{k_1^2}{2m_1} + \frac{k_2^2}{2m_2} + V = H_0 + V,
\]
where $m_1, m_2$ are the masses and $k_1, k_2$ the wave vectors of particle 1 and 2, respectively. The center-of-mass coordinates $(\mathbf{x}, \mathbf{k})$ and the relative coordinates $(\mathbf{x}', \mathbf{k}')$ are given by
\[
\begin{align*}
\mathbf{k} &= \mathbf{k}_1 + \mathbf{k}_2, & \mathbf{k} &= \frac{m_2\mathbf{k}_1 - m_1\mathbf{k}_2}{m_1 + m_2}, \\
\mathbf{x} &= \frac{m_1\mathbf{x}_1 + m_2\mathbf{x}_2}{m_1 + m_2}, & \mathbf{x} &= \mathbf{x}_1 - \mathbf{x}_2.
\end{align*}
\]
Inserting equation (5.45) in equation (5.44) leads to a separation of the Hamiltonian into center-of-mass and a relative parts
\[
H = H_{\text{com}} + H_{\text{rel}} = H_{\text{com}} + H_{\text{rel}}^0 + V = \frac{\mathbf{k}^2}{2M} + \left[ \frac{\mathbf{k}'^2}{2\mu} + V(\mathbf{x}) \right],
\]
with the total mass $M$ and the reduced mass $\mu$ given by
\[
M = m_1 + m_2, \quad \mu = \frac{m_1 m_2}{m_1 + m_2}.
\]
The relative Hamiltonian $H_{\text{rel}}$ is an effective one-particle operator for the potential scattering of a particle with reduced mass $\mu$ and relative wave vector $\mathbf{k}$ and a potential $V(\mathbf{x})$.

If we insert the Hamiltonian of the two-particle system (5.46) in the equations (5.16), (5.19) we obtain the two-particle Møller operators
\[
\Omega^{(+)}(E) = \mathbb{I}_{\text{com}} \otimes \Omega^{(+)}(E), \quad \Omega^{(+)}(E) = \lim_{t \to \pm \infty} e^{iH_{\text{rel}} t} e^{-iH_{\text{rel}}^0 t},
\]
with a center-of-mass part and the Møller operators $\Omega(\pm)(E)$ of the relative motion and where the last term is a shorthand notation for the integrals defined in the equations (5.16), (5.19). The center-of-mass part is simply given by the unit operator $\mathbb{1}_{\text{com}}$. With equation (5.48) we obtain the two-particle $S$ operator as

$$S(E) = \mathbb{1}_{\text{com}} \otimes S(E), \quad S(E) = \Omega(-)^f(E)\Omega(+)(E),$$

(5.49)

where $S$ is the $S$ operator for the relative motion of the two particles. We observe, that the center-of-mass part does not affect the scattering process, as it is given by the unit operator $\mathbb{1}_{\text{com}}$. For two interacting particles, the total wave vector $\mathbf{k}$ is conserved and the center-of-mass $\mathbf{\bar{x}}$ of the system moves uniformly in space. The decomposition of the $S$ matrix for the one-particle case in equation (5.42) in free momentum states translates in the two-particle case to [38]

$$\langle \mathbf{k}_1', \mathbf{k}_2' | S | \mathbf{k}_1, \mathbf{k}_2 \rangle = \delta^{(3)}(\mathbf{k}_1' - \mathbf{k}_1)\delta^{(3)}(\mathbf{k}_2' - \mathbf{k}_2) - 2\pi i \delta \left( \sum_i E_i' - E_i \right) \delta(\mathbf{k}' - \mathbf{k}) T(\mathbf{k}, \mathbf{k}'),$$

(5.50)

where the first term describes no scattering, neither of particle 1 nor of particle 2 and the second term conserves total energy and total momentum of the system. The two-particle "on-shell" $T$ matrix $T(\mathbf{k}, \mathbf{k}')$ is related to the two-particle scattering amplitude by an expression similar to equation (5.43)

$$f(\mathbf{k}', \mathbf{k}) = -(2\pi)^2 \mu \cdot T(\mathbf{k}, \mathbf{k}'),$$

(5.51)

where only the mass $m$ is replaced by the reduced mass $\mu$.

In conclusion, two-particle scattering is equivalent to the scattering of one particle with reduced mass $\mu$ and relative wave vector $\mathbf{k}$ off a potential, so it is sufficient to constrain our attention to the case of single-particle potential scattering.

### 5.4 Scattering States and Scattering Cross Section

In this section, we introduce the scattering wave function in 3D by solving the Lippmann-Schwinger equations (5.35). We then assume an isotropic potential and give the scattering states in a spherical basis. The resulting partial-wave expansion of the scattering states leads to a decomposition of the cross section $\sigma$ in partial-wave contributions $\sigma_l$. This is of particular use in low-energy collisions as here only a few partial waves contribute to the actual scattering properties.

We start with the Lippmann-Schwinger equations (5.35) where we identify the states $|\Psi(E)\rangle$ with the momentum states $|\mathbf{k}\rangle$, $|\mathbf{k}\rangle$ so that we write

$$|\mathbf{k}\rangle = |\mathbf{k}\rangle + G^+_0(E) V |\mathbf{k}\rangle,$$

(5.52)

In order to obtain the position representation of this state we have to calculate the free Green’s function $G^+_0(x, x') \equiv \langle x | G^+_0(E) | x' \rangle$. The result is given in [111]

$$G^+_0(x, x') = -\frac{m}{2\pi} e^{\pm ik|x-x'|} \frac{i}{|x-x'|},$$

(5.53)

Under the assumption that the interaction potential is local, i.e. $\langle x | V | x' \rangle = V(x) \delta^{(3)}(x - x')$, we obtain for the Lippmann-Schwinger equation in position representation

$$\psi^+_k(x) = \langle x | k \pm \rangle = \langle x | k \rangle - \frac{m}{2\pi} \int d^3x' e^{\pm ik|x-x'|} V(x') \psi^+_k(x').$$

(5.54)

Usually the detector is placed far away from the scattering center to fulfill the requirement that the particles freely evolve after the scattering process and that there is no interaction between the particles anymore. Therefore, we evaluate the scattering wave function in the asymptotic region $|x| \gg |x'|$. With the coordinates $|x| \equiv r$, $|x'| \equiv r'$, $|x - x'| \simeq r - r'$ and $k' \equiv k r$ we obtain

$$\psi^+_k(x) \to (2\pi)^{-3/2} \left[ e^{ikx} - (2\pi)^2 m \langle k' | V | k \rangle \frac{e^{\pm ikr}}{r} \right].$$

(5.55)
For the physically more meaningful wave function $\psi_{\pm}^+(x)$ we write

$$
\psi_{\pm}^+(x) \rightarrow \psi_{\text{in}}(x) + \psi_{\text{out}}(x) = (2\pi)^{-3/2} \left[ e^{ikx} + f(k, k') \frac{e^{ikr}}{r} \right],
$$

with the scattering amplitude, given by

$$
f(k, k') = -\frac{(2\pi)^2}{2m} \langle k' | V | k \pm \rangle = -\frac{(2\pi)^2}{2m} \cdot T(k, k').
$$

Thus, from equation (5.56) we conclude that the asymptotic scattering state is given by an incoming plane wave and a scattered outgoing spherical wave with the scattering amplitude $f(k, k').$

### Scattering cross section

With the asymptotic form of the scattering wave function $\psi_{\pm}^+(x)$ (5.56) we now can calculate the scattering cross section. The scattering cross section is measured in experiment. Therefore, it is important to understand the concept of the cross section. The differential scattering cross section is defined as the scattered flux of particles in the surface element $dF$ over the incoming flux particles, reading

$$
d\sigma = \frac{j_{\text{out}} \cdot dF}{|j_{\text{in}}|}.
$$

The scattering process is depicted in figure 5.3.

![Figure 5.3: Incoming wave with wave vector $k$ and scattered wave with wave vector $k'$ through the surface element $dF$. In elastic scattering the energy is conserved $k = k'$. The $z$-axis is chosen along $k$.](image)

The flux of particles or the particle current density is given by

$$
j(x) = \frac{n_0}{2mi} \left( \psi_k^*(x) \nabla_x \psi_k(x) - \psi_k(x) \nabla_x \psi_k^*(x) \right),
$$

where $n_0$ is the particle density of the incoming wave. The incoming particle current density is calculated from the incoming wave $\psi_{\text{in}}(x)$ of equation (5.56) and the outgoing particle current density from the outgoing wave $\psi_{\text{out}}(x).$ With the surface element given by $dF = r^2d\Omega \, \mathbf{n}_r$ (with $\mathbf{n}_r = \mathbf{x}/r$ and for elastic scattering $(k = k')$ we find the important result

$$
\frac{d\sigma}{d\Omega}(k, k') = |f(k, k')|^2.
$$

Thus, the differential scattering cross section is simply given the absolute square of the scattering amplitude $f(k, k').$ From the differential cross section one obtains the total scattering cross section as

$$
\sigma(k, k') = \int d\Omega \frac{d\sigma}{d\Omega}(k, k').
$$

In the next section we decompose the scattering wave function and the scattering cross section in partial waves.
5.5 Partial-Wave Expansion

In the preceding discussion, we have assumed that the potential \( V(x) \) is local. We further assume now, that \( V(x) = V(r) \), which means that the potential is isotropic. Thus, the potential is spherically symmetric the system rotationally invariant so that \( [S, R] = 0 \) and \( S = R^2 SR \), where \( R \) is the rotation operator [38]. Rotational invariance also implies that the \( S \) operator commutes with the total angular momentum operator \( J \) which, for a single spinless particle, is equivalent to the orbital angular momentum operator \( L \). In this situation, \( \{ H_0, L^2, L_z \} \) form a complete set of commuting observables with eigenvalues \( E, l(l + 1) \) and \( m \), respectively. As consequence, the basis states are labeled \(|E, l, m\rangle\) and the \( S \) operator is diagonal in this representation

\[
\langle E', l', m'| S |E, l, m\rangle = \delta(E' - E)\delta_{l'l}\delta_{mm'} \times s_l(E) = \delta(E' - E)\delta_{l'l}\delta_{mm'} \times e^{i\eta_l(E)}, \quad (5.62)
\]

with the \( S \) matrix elements \( s_l \) and the scattering phase \( \eta_l(E) = \log(s_l)/2i \) which is real for real energies. Here the factor 2 is a conventional factor. The parametrization of \( s_l \) in terms of a scattering phase \( \eta_l \) follows from the unitarity of the \( S \) matrix, which means that its entries \( s_l \) are unimodular. The position representation of the basis states \(|E, l, m\rangle\) is given by

\[
\langle x|E, l, m\rangle = i^l \left( \frac{2m}{\pi\hbar} \right)^{1/2} \frac{1}{r} j_l(kr) Y_{lm}(n_r), \quad (5.63)
\]

where \( j_l \) are the Riccati-Bessel functions (see appendix C.3) and \( Y_{lm}(n_r) \) are the spherical harmonics with \( n_r = x/r \). The spherical basis in the momentum representation reads

\[
\langle k|E, l, m\rangle = (mk)^{-1/2} \delta(E_k - E) Y_{lm}(n_k), \quad (5.64)
\]

with \( n_k = k/k \). Using this representation for the spherical basis together with the decomposition of the \( S \) matrix (5.42) we obtain the partial-wave expansion of the scattering amplitude [38]

\[
f(k', k) = f(k, \cos \theta) = \sum_{l=0}^{\infty} (2l + 1)f_l(k)P_l(\cos \theta), \quad (5.65)
\]

where \( \theta \) is the angle between the wave vectors \( k, k' \) and \( f_l(k) \) is the partial-wave scattering amplitude. We can also construct full scattering states in the \(|E, l, m\rangle\) basis by applying the Møller operators \( \Omega^{(\pm)} \) to the free states \(|E, l, m\rangle\)

\[
|E, l, m\pm\rangle = \Omega^{(\pm)}(E) |E, l, m\rangle. \quad (5.66)
\]

The full scattering states \(|E, l, m\pm\rangle\) fulfill the Lippmann-Schwinger equation

\[
|E, l, m\pm\rangle = |E, l, m\rangle + G_0^{(\pm)}(E) V |E, l, m\rangle. \quad (5.67)
\]

Reduced radial Schrödinger equation

The position representation of the full scattering state in the spherical basis is similar to the free scattering state in equation (5.63) but with \( j_l \) replaced by \( \psi_{l,k}^{\pm} \) reading [38]

\[
\langle x|E, l, m\pm\rangle = i^l \left( \frac{2m}{\pi\hbar} \right)^{1/2} \frac{1}{r} \psi_{l,k}^{\pm}(r) Y_{lm}(n_r), \quad (5.68)
\]

where the partial scattering wave function \( \psi_{l,k}^{\pm}(r) \) fulfills the reduced radial Schrödinger equation

\[
\left[ \frac{d^2}{dr^2} - \frac{l(l+1)}{r^2} - V(r) + k^2 \right] \psi_{l,k}^{\pm}(r) = 0, \quad (5.69)
\]

together with the boundary condition at the origin, \( \psi_{l,k}^{\pm}(0) = 0 \), and the asymptotic boundary condition at \( r \to \infty \) for

\[
\psi_{l,k}^{\pm}(r) \xrightarrow{r \to \infty} j_l(kr) + k f_l(k) \hat{h}_l^{\pm}(kr) = \frac{i}{2} \left[ \hat{h}_l^{\pm}(kr) - s_l(k) \hat{h}_l^{\pm}(kr) \right], \quad (5.70)
\]
and correspondingly for $\psi_{l,k}^-$ which is given by $\psi_{l,k}^- = [\psi_{l,k}^+]^*$ [38]. In the equation (5.70) we introduced the Riccati-Hankel functions $\tilde{h}_l^\pm$ (see appendix C.3) and we used the relation $\tilde{j}_l = (\tilde{h}_l^+ - \tilde{h}_l^-)/2i$ (see appendix C.3). From the equation (5.70) we find the important relationship of $S$ matrix and partial scattering amplitude as $s_l(k) = 1 + 2ik f_l(k)$. With the parametrization of the $S$ matrix in terms of the scattering phase $\eta_l$ we find that the partial scattering amplitude can also be written as

$$f_l(k) = \frac{s_l(k) - 1}{2ik} = \frac{e^{2i\eta_l(k)} - 1}{2ik} = \frac{e^{i\eta_l(k)} \sin \eta_l(k)}{k},$$

(5.71)

In section 5.4 we established the relation of the scattering cross section $\sigma$ and the scattering amplitude $f(k, k')$. Inserting the partial-wave expansion (5.65) in equation (5.61) and integrating over the solid angle $d\Omega$ by using the orthogonality of the Legendre polynomials [13] leads to the partial-wave expansion of the scattering cross section in terms of the scattering phase $\eta_l$ or the $S$ matrix $s_l$

$$\sigma = \sum_l q_l = \frac{4\pi}{k^2} \sum_l (2l + 1) \sin^2 \eta_l = \frac{2\pi}{k^2} \sum_l (2l + 1)(1 - \text{Re} s_l).$$

(5.72)

In the next section, we study a solution to the reduced radial Schrödinger equation (5.69) with different boundary conditions which leads to the regular solution and to the Jost function.

### 5.6 Regular Solution

Here we introduce the regular solution as from the analytic properties of the regular solution one can establish the analytic properties of the $S$ matrix. The regular solution is defined by the boundary condition

$$\phi_{l,k}(r) \to \tilde{j}_l(kr),$$

(5.73)

which is a second boundary condition at the origin besides the condition $\phi_{l,k}(0) = 0$. The boundary condition (5.73) fixes the normalization of the regular solution. This solution is real since the boundary conditions and the radial Schrödinger equation (5.69) are real. We can also write the radial Schrödinger equation (5.69) together with the boundary conditions for the regular solution in an integral equation of the type

$$\phi_{l,k}(r) = \tilde{j}_l(kr) + \int_0^r dr' g_{l,k}(r, r') V(r')\phi_{l,k}(r'),$$

(5.74)

with the radial Green’s function $g_{l,k}(r, r')$. The radial Green’s function reads

$$g_{l,k}(r, r') = \frac{1}{k} \left[ \tilde{j}_l(kr) \tilde{h}_l(kr') - \tilde{h}_l(kr) \tilde{j}_l(kr') \right],$$

(5.75)

with $\tilde{h}_l(kr)$ the Riccati-Neumann function (see appendix C.3). The integral (5.74) is zero for $r' > r$. Integrals of the type (5.74) are called Volterra integral equations [37]. The advantage of Volterra type equations is that they can be solved by iteration. Thus, the regular solution can be found by iteration, independently of the strength of the interaction potential [37].

### 5.7 Jost Function

Here we introduce the Jost function and study its properties for complex wave numbers. The Jost function is given by the asymptotic behavior of the regular solution. For large $r$ the regular solution reads

$$\phi_{l,k}(r) \to \frac{i}{2} \left[ \tilde{j}_l(k) \tilde{h}_l^+(kr) - \tilde{h}_l^+(k) \tilde{j}_l^+(kr) \right],$$

(5.76)

where $\tilde{j}_l(k)$ is the Jost function [37]. Comparing the asymptotic behavior of the regular solution (5.76) with the asymptotic behavior of the scattering wave function (5.70) we obtain

$$\phi_{l,k}(r) = \psi_{l,k}^+(r) \tilde{j}_l(k) = \psi_{l,k}^-(r) \tilde{j}_l^+(k),$$

(5.77)
and the important connection between the $S$ matrix $s_l$ and the Jost function

$$s_l(k) = f_l(k) / f_l^*(k).$$

(5.78)

One can see from this relation that wherever the Jost function is zero, the $S$ matrix has a pole.

**Complex wave numbers**

So far the discussion was restricted to real $k$. We now give up this restriction and study the analyticity of the regular solution, the Jost function and the $S$ matrix in the complex $k$ plane. Starting from the integral equation for the regular solution (5.74), one can show that the regular solution is an entire function of $k$ which means that it is analytic everywhere in the complex $k$ plane [38]. If we compare the integral equation for the regular solution (5.74) with the asymptotic form (5.76) we obtain an integral equation for the Jost function

$$f_l(k) = 1 + \frac{1}{k} \int_0^\infty dr \hat{h}_l^+(kr)V(r)\phi_{l,k}(r).$$

(5.79)

As this integral runs from zero to infinity it needs to be checked if it converges. Due to the properties of the Riccati-Hankel function $\hat{h}_l^+(kr)$ this integral converges for all $k$ in the upper half plane. For finite-range potentials with range $r_0$, the integral (5.79) runs from 0 to $r_0$. In this case, the Jost function is analytic for all $k$ in the complex $k$ plane. Note that the assumption of finite-range potentials is sufficient for the discussion in this work. For more general potentials, however, the investigation of the analyticity of the Jost function in the complex $k$ plane has to be done with great care. From the analyticity of $f_l(k)$ we cannot directly make conclusions about the analyticity of $s_l(k)$. This is due to the fact, that in general, if some function $f(z)$ is analytic on a region $R$ this is not true for $f^*(z)$. Therefore, we have to think about the analyticity of $f_l^+(k)$. Consider a change if the real wave number $k$ to the negative real wave number $-k$. Due to the properties of the Riccati-Hankel functions (see appendix C.3) we find for the Jost function the relation

$$f_l(-k) = f_l(k)^*. $$

(5.80)

Knowing that the Jost function is real on the imaginary axis one can generalize the relation (5.80) with the help of the Schwarz reflection principle [113] to complex $k$ values and finds that

$$f_l(k) = f_l(-k^*)^*,$$

for all $k$ in the complex plane. Therefore, we can rewrite the $S$ matrix in terms of the Jost function as

$$s_l(k) = \frac{f_l(k)^*}{f_l(k)} = \frac{f_l(-k^*)}{f_l(k)},$$

(5.82)

which holds for all $k$ in the complex plane. Since $f_l(k)$ is analytic everywhere for finite-range potentials we conclude that the $S$ matrix is a meromorphic function of $k$ which means that it is analytic for all $k$ except at the points where $f_l(k) = 0$ and $s_l(k)$ has a pole. These zeros of the Jost function or the poles of the $S$ matrix have an important physical interpretation.

**Weierstrass expansion**

The poles of the $S$ matrix or correspondingly the zeros of the Jost matrix in the complex $k$ plane correspond to bound states, virtual states and resonance states of the scattering potential. We saw in the previous subsection that the Jost function is an entire function of $k$ for finite-range potentials. Due to the Weierstrass factorization theorem [113,114] an entire function can be represented as a product of the zeros of the function. In [37] the Weierstrass factorization of the Jost function has been given for potentials of finite range $r_0$ and $l = 0$ as

$$f_0(k) = f_0(0)e^{ik_0} \prod_{n=1}^{\infty} \left(1 - \frac{k}{k_n} \right).$$

$$= f_0(0)e^{ik_0} \prod_{n=1}^{N_k} \left(1 - i \frac{k}{k_n} \right) \prod_{n=1}^{N_k} \left(1 + i \frac{k}{k_n} \right) \prod_{n=1}^{\infty} \left(1 - \frac{k}{k_n} \right) \left(1 + \frac{k}{k_n} \right),$$

(5.83)
Figure 5.4: Poles and zeros of the S matrix in the complex k plane. The poles $i\kappa_n$ due to bound states are given as orange crosses, the pole $-i\kappa_n$ due to a virtual state as a green cross and the poles $\kappa_n$ due to resonant states as blue crosses. Each pole corresponds to a zero of the S matrix in the lower/upper half plane which are shown as circles.

with $f_0(0) \neq 0$ and with $k_n$ the positions of the zeros of the Jost-function. There are infinitely many zeros of the Jost function so that the product in equation (5.83) is an infinite product. The zeros of the Jost function in the complex k plane are due to bound, virtual and resonant states of the potential [37]. There can be zero or finitely many bound and virtual states in the potential but infinitely many resonant states [37]. If there are $N$ bound and $N'$ virtual states in the scattering potential then there are $N$ zeros of the Jost function on the positive imaginary axis $\kappa_n = i\kappa_n$, with $\kappa_n > 0$ and $N'$ zeros on the negative imaginary axis $k_n = -i\kappa_n$. The resonant states occur as two symmetric zeros of the Jost function at $k_n$, $-k_n^*$. Inserting the Weierstrass expansion of the Jost function in equation (5.82) we obtain the pole expansion of the S matrix

$$s_0(k) = e^{-2ikr_0} \prod_{n=1}^{N'} \frac{-i\kappa_n + ik}{\kappa_n - ik} \prod_{n=1}^{N} \frac{\kappa_n - ik}{\kappa_n + ik} \prod_{n=1}^{\infty} \frac{|\kappa_n|^2 - k^2 - 2ik \Im \kappa_n}{|\kappa_n|^2 - k^2 + 2ik \Im \kappa_n},$$

(5.84)

in terms of the bound, virtual and resonant states of the potential. The of poles of the S matrix are depicted in figure 5.4.

In chapter 7 we show that for the poles due to bound, virtual or a resonant states close to the real axis, the pole expansion of the S matrix (5.84) is dominated by these poles and the infinite product over the other poles can be included in a background scattering phase. As the scattering phase $\eta$ is related to the $S$ matrix with $s_0 \equiv \exp(2i\eta_0)$, we can immediately give an expansion for the scattering phase in terms of the poles of the S matrix

$$\eta_0(k) = -kr_0 - \sum_{n=1}^{N} \tan^{-1} \frac{k}{\kappa_n} + \sum_{n=1}^{N'} \tan^{-1} \frac{k}{\kappa_n} - \sum_{n=1}^{\infty} \tan^{-1} \frac{2k \Im \kappa_n}{|\kappa_n|^2 - k^2}.$$ 

(5.85)

We return to the discussion of analytic scattering theory in section 5.8.4 in terms multichannel scattering which we now introduce.

5.8 MULTICHANNEL SCATTERING

The results so far in this chapter have been derived for elastic scattering. In order to describe ionizing collisions of Ne* we have to generalize the results to multichannel scattering. The scattering processes in metastable neon collisions read

$$\begin{align*}
\text{Ne}^* + \text{Ne}^* &\rightarrow \text{Ne}^* + \text{Ne}^*, \\
\text{Ne}^* + \text{Ne}^* &\rightarrow \text{Ne} + \text{Ne}^+ + e^- \quad \text{(PI)}, \\
\text{Ne}^* + \text{Ne}^* &\rightarrow \text{Ne}^2 + e^- \quad \text{(AI)},
\end{align*}$$

(5.86)
with the first line denoting elastic scattering of Ne* and the second and third line describe the PI and AI processes. Each reaction equation describes a different scattering process. Reactants and products define different scattering channels. There are different processes possible in multichannel scattering such as elastic collisions, excitations, rearrangement collisions and breakup collisions. In Ne* collisions all different types of processes are present. This is depicted in figure 5.5 for PI.

![Diagram](image)

Figure 5.5: Penning Ionization in Ne* collisions. The black arrows indicate the exchange process of the valence electron of atom 2 and the ejection of the valence electron of atom 1.

The labeling of the atomic orbitals of Ne* in the figure will be explained in more detail in the next chapter 6. For the discussion of this section it is important to note, that PI is a rearrangement collision, a breakup collision and a deexcitation process at the same time. The 3s electron of atom 2 is transferred to atom 1 and the 3s electron of Ne* is ejected. Atom 1 is then in the atomic ground state and a Ne\(^{+}\) ion and an electron are produced. The channel Ne + Ne\(^{+}\) + e\(^{-}\) is a scattering channel which is different from the Ne* + Ne* scattering channel. For single-channel scattering we have defined the in- and out-states in equation (5.9) which evolved in time with the free Hamiltonian \(H_0\). In the inelastic processes depicted here it is clear that the time evolution of the asymptotic states of scattering channel Ne* + Ne* must be given in terms of a free Hamiltonian different from the one for the asymptotic states of Ne + Ne\(^{+}\) + e\(^{-}\) as different particles are considered as free particles. This defines different channel Hamilton operators.

In order to illustrate the concept of channel Hamilton operators we assume a system of three particles \(a, b, c\) and follow the discussion in [38]. We choose this system as the ionization processes of Ne* are not intuitive and the concepts of multichannel scattering can be better understood in terms of a simpler system. The three particles \(a, b, c\) can form bound states in different arrangements. Assume the scattering processes

\[
a + (bc) \rightarrow \begin{cases} 
a + (bc)^* \text{ elastic scattering}, 

b + (ac) \text{ excitation}, 

a + b + c \text{ rearrangement}, 

\end{cases}
\]

(5.87)

Depending on the collision energy, some of the scattering channels might be energetically forbidden and are then called closed channels. Energetically accessible scattering channels are called open channels. If the particle \(a\) collides with the compound system \((bc)\), the collision energy might be high enough to excite the bound system \((bc)\) to the excited state \((bc)^*\) but could not be high enough to break up the bound system to end up in the scattering channel \(a + b + c\). The total Hamiltonian for the three-particle system reads

\[
H = \frac{k_a^2}{2m_a} + \frac{k_b^2}{2m_b} + \frac{k_c^2}{2m_c} + V_{ab}(x_{ab}) + V_{ac}(x_{ac}) + V_{bc}(x_{bc}),
\]

(5.88)
where the first three terms are the kinetic energy terms with the masses \( m_a, m_b, m_c \) of the particles \( a, b, c \), respectively and where \( V_{ab}(x_{ab}), V_{ac}(x_{ac}), V_{bc}(x_{bc}) \) are the interaction potentials between the particles \( a, b \) and \( c \). The channel Hamiltonian of the scattering channel \( a + (bc) \), which we denote by \( \alpha \), reads

\[
H_\alpha = \frac{k_a^2}{2m_a} + \frac{k_b^2}{2m_b} + \frac{k_c^2}{2m_c} + V_{bc}(x_{bc}) = \frac{k_a^2}{2m_a} + \frac{k_{bc}^2}{2M_{bc}} + \left( \frac{k_{bc}^2}{2\mu_{bc}} + V_{bc} \right)
\]  

(5.89)

where in the second line we introduce the center-of-mass wave vector \( \vec{k}_{bc} \), the relative wave vector \( k_{bc} \), total mass \( M_{bc} \) and reduced mass \( \mu_{bc} \) of the particles \( b \) and \( c \). The expressions for \( \vec{k}_{bc}, k_{bc}, M_{bc} \) and \( \mu_{bc} \) are given by the equations (5.45), (5.47) with the labels 1, 2 replaced by \( b, c \), respectively. We define the channel Møller operators \( \Omega_\alpha^{(\pm)} \) acting on the channel states \( \left| \psi^{\alpha}_{\text{in}} \right\rangle \)

\[
\left| \psi \right\rangle = \Omega_\alpha^{(+)} \left| \psi_{\text{in}} \right\rangle = \lim_{t \to -\infty} e^{iHt} e^{-iHt} \left| \psi^{\alpha}_{\text{in}} \right\rangle,
\]

(5.90)

\[
\left| \psi \right\rangle = \Omega_\alpha^{(-)} \left| \psi_{\text{out}} \right\rangle = \lim_{t \to +\infty} e^{iHt} e^{-iHt} \left| \psi^{\alpha}_{\text{out}} \right\rangle,
\]

(5.91)

where \( \left| \psi \right\rangle \) is the full scattering state and \( \left| \psi^{\alpha}_{\text{in/out}} \right\rangle \) are the asymptotically free scattering states in the scattering channel \( \alpha \). Consider the coordinates of the three particles in the notation

\[
\vec{x} \equiv (x_a, x_b, x_c),
\]

(5.92)

where \( \vec{x} \) includes the coordinates of all the three particles. We then can write the asymptotic in-state in position representation as

\[
\langle \vec{x} | \psi_{\text{in}} \rangle = \chi(x_a, x_{bc}) \phi_{(bc)}(x_{bc}),
\]

(5.93)

where the first term \( \chi(x_a, x_{bc}) \) describes the motion of the incident particles \( a \) and \( (bc) \) and \( \phi_{(bc)}(x_{bc}) \) describes the internal motion of the bound state \( (bc) \). The most general scattering state is a superposition of all the channel states and is constructed by the channel Møller operators as

\[
\left| \psi \right\rangle = \Omega_0^{(+)} \left| \psi^{0}_{\text{in}} \right\rangle + \ldots + \Omega_n^{(+)} \left| \psi^{n}_{\text{in}} \right\rangle + \ldots + \Omega_0^{(-)} \left| \psi^{0}_{\text{out}} \right\rangle + \ldots + \Omega_n^{(-)} \left| \psi^{n}_{\text{out}} \right\rangle,
\]

(5.94)

\[
\left| \psi \right\rangle = \Omega_0^{(-)} \left| \psi^{0}_{\text{out}} \right\rangle + \ldots + \Omega_n^{(-)} \left| \psi^{n}_{\text{out}} \right\rangle + \ldots + \Omega_0^{(+)} \left| \psi^{0}_{\text{in}} \right\rangle + \ldots + \Omega_n^{(+)} \left| \psi^{n}_{\text{in}} \right\rangle,
\]

(5.95)

where we have assumed \( n \) different scattering channels. The most general asymptotic states include all the asymptotic channel states and may be written as

\[
\left| \psi_{\text{in}} \right\rangle = \left\{ \left| \psi^{1}_{\text{in}} \right\rangle, \ldots, \left| \psi^{n}_{\text{in}} \right\rangle \right\},
\]

(5.96)

\[
\left| \psi_{\text{out}} \right\rangle = \left\{ \left| \psi^{1}_{\text{out}} \right\rangle, \ldots, \left| \psi^{n}_{\text{out}} \right\rangle \right\}.
\]

(5.97)

We define the multichannel Møller operators \( \Omega^{(\pm)} \) as those operators which act on the general multichannel states \( \left| \psi_{\text{in}} \right\rangle, \left| \psi_{\text{out}} \right\rangle \) as

\[
\left| \psi \right\rangle = \Omega^{(+)} \left| \psi_{\text{in}} \right\rangle = \Omega_0^{(+)} \left| \psi^{0}_{\text{in}} \right\rangle + \ldots + \Omega_n^{(+)} \left| \psi^{n}_{\text{in}} \right\rangle + \ldots + \Omega_0^{(-)} \left| \psi^{0}_{\text{out}} \right\rangle + \ldots + \Omega_n^{(-)} \left| \psi^{n}_{\text{out}} \right\rangle,
\]

(5.98)

\[
\left| \psi \right\rangle = \Omega^{(-)*} \left| \psi_{\text{out}} \right\rangle = \Omega_0^{(-)*} \left| \psi^{0}_{\text{out}} \right\rangle + \ldots + \Omega_n^{(-)*} \left| \psi^{n}_{\text{out}} \right\rangle + \ldots + \Omega_0^{(+)*} \left| \psi^{0}_{\text{in}} \right\rangle + \ldots + \Omega_n^{(+)*} \left| \psi^{n}_{\text{in}} \right\rangle,
\]

(5.99)

where \( \Omega_0^{(+)} \), \( \Omega_0^{(-)} \) are the channel Møller operators (5.90), (5.91). As in the equations (5.22), (5.38) we establish a relation between the asymptotic in- and out-states as

\[
\left| \psi_{\text{out}} \right\rangle = \Omega^{(-)*} \Omega^{(+)} \left| \psi_{\text{in}} \right\rangle,
\]

(5.100)

and obtain the multichannel S operator

\[
S \equiv \Omega^{(-)*} \Omega^{(+)}.
\]

(5.101)
The probability of finding a system in the scattering channel $\alpha'$ in the state $\phi'$ when the system was initially prepared in channel $\alpha$ in the state $|\phi\rangle$ is given by

\[
w(\phi', \alpha' \leftarrow \phi, \alpha) = |\langle \phi' | \Omega_{\alpha'}^{(-1)} \Omega_{\alpha}^{(+)} | \phi \rangle|^2.
\] (5.102)

From the probabilities $w$ one can calculate the cross sections in multichannel scattering. Transitions of different channels introduce the inelastic cross sections which are measured in the experiment as two-body loss rate coefficients. The multichannel scattering cross section is introduced in the next subsection.

5.8.1 Cross sections in multichannel scattering

We derive the scattering cross section in multichannel scattering in terms of the momentum eigenstates. Therefore, we first introduce the free momentum eigenstates for the three-particle system with particles $a, b, c$. These states are given by

\[
|k_a, k_b, k_c; 0\rangle \equiv |k, 0\rangle,
\] (5.103)

and the zero indicates the channel 0 where all particles are free. The momentum eigenstates are normalized

\[
\langle k_a', 0 | k_a, 0 \rangle = \delta^{(3)}(k_a' - k_a) \delta^{(3)}(k_b' - k_b) \delta^{(3)}(k_c' - k_c),
\] (5.104)

and are eigenstates of the channel Hamiltonian $H_0$

\[
H_0 |k, 0\rangle = \left( \frac{k_a^2}{2m_a} + \frac{k_b^2}{2m_b} + \frac{k_c^2}{2m_c} \right) |k, 0\rangle = E_0 |k, 0\rangle,
\] (5.105)

Consider again the channel $a + (bc)$. Equation (5.93) shows that the in-state of the channel $a + (bc)$ can be separated in a term depending on $x_a, \bar{x}_b$, and a term solely depending on the internal coordinates $x_{bc}$ of the compound system $(bc)$. We can write the in-state of channel $\alpha$ as the momentum state

\[
|\psi_{\text{in}}\rangle = |k_a, \bar{k}_{bc}, \alpha\rangle = |K, \alpha\rangle,
\] (5.106)

where $K$ includes $k_a$ and the center-of-mass $\bar{k}_{bc}$ of the bound state $(bc)$. These states are normalized

\[
\langle K', \alpha | K, \alpha \rangle = \delta^{(3)}(K' - k_a) \delta^{(3)}(\bar{K}_{bc} - \bar{k}_{bc}),
\] (5.107)

and eigenstates of the channel Hamiltonian

\[
H_\alpha |K, \alpha\rangle = \left( \frac{k_a^2}{2m_a} + \frac{K_{bc}^2}{2M_{bc}} + E_{(bc)} \right) |K, \alpha\rangle = E_\alpha |K, \alpha\rangle,
\] (5.108)

where $E_{bc}$ is the internal energy of the bound state $(bc)$. The position representation of the momentum states is given by

\[
\langle x | k_a, \bar{k}_{bc}, \alpha \rangle \equiv \langle x | K, \alpha \rangle = (2\pi)^{-3} \exp \left[ i(k_a \cdot x_a + \bar{k}_{bc} \cdot \bar{x}_{bc}) \right] \phi_{(bc)}(x_{bc}).
\] (5.109)

As for the two-particle system described in section 5.3, the motion of the multichannel system factors in relative and center-of-mass motion with $K^2/2M$ so that the $S$ operator can again be written as

\[
S = \mathbb{I}_{\text{com}} \otimes S.
\] (5.110)

Similar to the decomposition of the $S$ matrix in terms of the free momentum states in the equations (5.42), (5.50) for single-channel scattering, we obtain in multichannel scattering

\[
\langle K', \alpha' | S | K, \alpha \rangle = \delta_{\alpha' \alpha} \delta(K' - k) - 2\pi i \delta(E' - E) \delta(K' - k) t(K', \alpha' ; K, \alpha),
\] (5.111)

where $K, K'$ denote the sets of relative momenta of the $n_a - 1$ and $n_{a'} - 1$ fragments of the channels $\alpha, \alpha'$, respectively. The first term ensures unit transmission in the absence of a scatterer.
and the second term defines the “on-shell” T matrix \( t(k', a'; k, a) \) which is only defined if energy and total momentum of the system are conserved. With this expression for the S matrix in momentum eigenstates, one finally can derive the scattering cross section in terms of the T matrix. The multichannel scattering from channel \( \alpha \) to channel \( \alpha' \) can be calculated from the probability \( w(\phi', \alpha' \leftarrow \phi, \alpha) \) (5.102) and the decomposition of the S matrix (5.111). It is given by

\[
\sigma(\Delta', \alpha' \leftarrow k, a) = (2\pi)^4 \frac{\mu}{k} \int_{\Delta'} d\Omega' \delta(E' - E)|t(k', a'; k, a)|^2,
\]

where \( \Delta' \) is an arbitrary volume in the space of final momenta and \( \mu \) is the reduced mass of the initial two particles in the in-channel \( \alpha \) with initial momentum \( k \). The detailed calculation is given in [38]. If one assumes that the initial and final states are only two-body states, as for example in Al collisions \( \text{Ne}^+ + \text{Ne}^* \rightarrow \text{Ne}^+_2 \ + e^- \), the expression for the differential cross section becomes very similar to the single-channel differential cross section in equation (5.60) and reads

\[
\frac{d\sigma}{d\Omega}(k', a'; k, a) = \frac{k'}{k} |f(k', a'; k, a)|^2,
\]

with the multichannel scattering amplitude \( f(k', a'; k, a) \) defined by

\[
f(k', a'; k, a) = -(2\pi)^2 (\mu' / \mu)^{1/2} t(k', a'; k, a).
\]

Here, \( \mu \) and \( \mu' \) are the reduced masses of channel \( \alpha \) and \( \alpha' \), respectively. Our goal is to derive a partial-wave series for the total scattering cross section in multichannel scattering. Therefore, we introduce in the next subsection the stationary scattering states.

### 5.8.2 Scattering states

In order to derive the scattering states in multichannel scattering we start with the multichannel \textit{Lippmann-Schwinger equation}

\[
|k_\alpha \pm \rangle = |k_\alpha \rangle + G_\alpha (E \pm i\epsilon)V_\alpha |k_\alpha \pm \rangle,
\]

where \( k_\alpha \) denote the \( n_\alpha - 1 \) relative wave numbers for the \( n_\alpha \) fragments of channel \( \alpha \) and of the \( n_{\alpha'} - 1 \) relative wave numbers for the \( n_{\alpha'} \) fragments of channel \( \alpha' \), respectively. The potential \( V_\alpha \) is the channel potential given by

\[
V_\alpha \equiv H - H_\alpha,
\]

and the free Green’s operator \( G_\alpha \) of channel \( \alpha \) is given by

\[
G_\alpha(z) = (z - H_\alpha)^{-1},
\]

with the channel Hamiltonian \( H_\alpha \). The multichannel \textit{Lippmann-Schwinger equation} is much harder to solve than the single-channel \textit{Lippmann-Schwinger equation}. Different asymptotic limits cover different scattering channels and one has to take great care to distinguish between collisions with no rearrangements and rearrangement collisions [38].

We consider an example where a single incident particle scatters off an arbitrary target in order to show how the expansion of the scattering wave function in terms of the target states leads to an infinite series of coupled-channel equations. If one truncates this infinite series at a finite number \( n \) one obtains the \textit{coupled-channel approximation} or \textit{close-coupling approximation}. In order to describe \( \text{Ne}^* \) collisions we will work in the framework of the \textit{coupled-channel approximation}. We start with the channel Hamiltonian

\[
H_1 \equiv \frac{k^2}{2m} + H_{\text{tar}},
\]

where \( m \) and \( m \) denote the position and mass of the incident particle and \( H_{\text{tar}} \) is the Hamiltonian of the kinetic energies and internal interactions of the target. We introduce \( \sigma_{\text{tar}} \) as the set of
coordinates of all the target particles. The asymptotic wave function for this system, derived from the Lippmann-Schwinger equation (5.115) reads [38]

\[
\langle x, x_{\text{tar}} | k, 1+ \rangle \xrightarrow{x \to \infty} (2\pi)^{-3/2} \left[ e^{ikx} \phi_I(x_{\text{tar}}) + \sum_{\alpha} f(k', \alpha; k, 1) \frac{e^{ik_{\alpha}r}}{r} \phi_\alpha(x_{\text{tar}}) \right],
\]

where \( \phi_\alpha(x_{\text{tar}}) \) are the eigenstates of \( H_{\text{tar}} \) which are partly discrete eigenstates but also continuum states with the eigenenergies \( \Delta_\alpha \). The full scattering state in representation \( \langle x, x_{\text{tar}} | k, 1+ \rangle \) can also be expanded in target eigenstates

\[
\langle x, x_{\text{tar}} | k, 1+ \rangle = \sum_{\alpha} \eta_\alpha(x) \phi_\alpha(x_{\text{tar}}),
\]

where as before the target eigenstates depend only on the internal set of coordinates \( x_{\text{tar}} \) and the expansion coefficients \( \eta_\alpha \) depend only on the position \( x \) of the incident particle. Comparing equation (5.120) and the asymptotic form of the wave function in (5.119) leads to the asymptotic form of \( \eta_\alpha \)

\[
\eta_\alpha(x) \xrightarrow{x \to \infty} (2\pi)^{-3/2} \left[ e^{ikx} \delta_{\alpha 1} + f(k', \alpha; k, 1) \frac{e^{ik_{\alpha}r}}{r} \right],
\]

which for \( \alpha = 1 \) is simply the single-channel solution of the asymptotic scattering wave function. The difference for \( \alpha \neq 1 \) is that there is no incoming wave in channel \( \alpha \). One could view the expansion (5.120) as a decomposition of the full scattering state into the channel scattering states, however, the channel states do not include the rearrangement channels which are present in the full scattering wave function. Therefore, the effect of these rearrangement channels is hidden in the infinite sum in (5.120). The full scattering state \( |k, 1+ \rangle \) is an eigenstate of the Hamiltonian, given by

\[
H |k, 1+ \rangle = (H_I + V_I) |k, 1+ \rangle = \left( \frac{k^2}{2m} + H_{\text{tar}} + V_I \right) |k, 1+ \rangle,
\]

where in \( V_I \) all interactions of the incident particle with the target particles are included. Inserting the expansion (5.120) in the Schrödinger equation for the Hamiltonian (5.122) and projecting on \( \phi_\alpha(x_{\text{tar}}) \) leads to a Schrödinger equation for the “channel wave functions” \( \eta_\alpha \), given by

\[
-\nabla^2 \eta_\alpha(x) + \sum_{\alpha'} V_{\alpha\alpha'}(x) \eta_{\alpha'}(x) = (E - \Delta_\alpha) \eta_\alpha(x),
\]

where \( \Delta_\alpha \) are the eigenenergies of the target Hamiltonian \( H_{\text{tar}} \) which define the channel thresholds \( \Delta_\alpha \). Furthermore, we have introduced the interaction potential

\[
V_{\alpha\alpha'}(x) = \int dx_{\text{tar}} \phi_\alpha(x_{\text{tar}})^* V^1(x, x_{\text{tar}}) \phi_{\alpha'}(x_{\text{tar}}).
\]

Equation (5.123) shows, that the expansion of the full scattering wave function in terms of the target states (5.120) results in a set of infinite coupled equations for \( \eta_\alpha(x) \). The truncation at a finite number of channels \( n \) is called the coupled-channel approximation, close-coupling approximation or the \( n \)-state approximation [38]. For the two-channel model we work within this approximation for \( n = 2 \). In cold collisions only a few partial waves contribute to the scattering rates. We introduce the decomposition of the scattering solutions in multichannel scattering in terms of the partial-waves by investigating rotationally invariant systems.

### 5.8.3 Partial-wave expansion

As in single-channel scattering we assume now a system which is rotationally invariant and introduce the spherical multichannel basis states \( |E, I, m; \alpha \rangle \) of channel \( \alpha \), where again the operators \( \{ H_0, L^2, L_z \} \) form a complete set of commuting observables. In the basis \( |E, I, m; \alpha \rangle \) the \( S \) operator becomes diagonal

\[
\langle E', l', m'; \alpha' | S | E, l, m; \alpha \rangle = \delta(E' - E) \delta_{l'l} \delta_{m'm} \times \delta_{\alpha\alpha'}(E).
\]
The diagonal elements of the $S$ matrix with $\alpha = \alpha'$ no longer fulfill the condition that they are unimodular as outgoing flux in other channels is possible. For real energies the diagonal elements can be parametrized in terms of a complex scattering phase $\eta_{\alpha}(E)$ or a real scattering phase $\delta_{\alpha}(E)$ but then including an additional inelasticity factor $0 \leq \epsilon(E) \leq 1$

$$s_{i,\alpha\alpha}(E) \equiv e^{2i\eta_{\alpha}(E)} \equiv \epsilon(E)e^{2i\delta_{\alpha}(E)}. \quad (5.126)$$

Within the $n$-state approximation the $S$ matrix $S_l$ is a $n \times n$ matrix, given by

$$S_l = \begin{pmatrix} \hat{s}_{l,11} & \hat{s}_{l,12} & \cdots & \hat{s}_{l,1n} \\ \vdots & \ddots & \ddots & \vdots \\ \hat{s}_{l,n1} & \hat{s}_{l,n2} & \cdots & \hat{s}_{l,nn} \end{pmatrix}, \quad (5.127)$$

and is unitary

$$S_l(E)^{\dagger}S_l(E) = S_l(E)S_l(E)^{\dagger} = I. \quad (5.128)$$

$n$-channel coupled radial Schrödinger equation

From the spherical basis states $|E, l, m, a\rangle$ we obtain in position representation the $n$-channel reduced coupled radial Schrödinger equation in matrix form

$$\left[ \frac{d^2}{dr^2} - \frac{l(l+1)}{r^2} - V(r) + K^2 \right] \Psi^\pm_{l,k}(r) = 0, \quad (5.129)$$

where $K$ is a $n \times n$ matrix with the matrix elements $K_{\alpha\alpha'} = k_\alpha \delta_{\alpha\alpha'}$. The channel wave numbers $k_\alpha$ are given by

$$k_\alpha = \left[ 2\mu_\alpha(k^2 - \Delta_\alpha) \right]^{1/2}, \quad (5.130)$$

where $\Delta_\alpha$ is the threshold energy of channel $\alpha$ and $\mu_\alpha$ is the reduced mass of the two colliding particles in channel $\alpha$. For $E > \Delta_\alpha$, $k_\alpha$ is real and the channel is open. For $E < \Delta_\alpha$, $k_\alpha$ is purely imaginary and the channel is closed. The scattering wave function $\Psi^\pm$ is a $n \times n$ matrix where the $\alpha$th column gives the solution of the Schrödinger equation with the initial condition of an incident wave in channel $\alpha$ [38]. In principle, the incident wave can lie in any of the channels so that $n$ distinct solutions are obtained and arranged in matrix form. The scattering wave function $\Psi^\pm$ has the asymptotic form

$$\Psi^\pm_{l,k}(r) \xrightarrow{r \to \infty} \left[ \hat{j}_l(Kr) + \hat{h}^\pm_l(Kr) F_lK \right] = \frac{i}{2} \left[ \hat{h}^-_l(Kr) - \hat{h}^+_l(Kr) K^{-1/2} S_l K^{1/2} \right], \quad (5.131)$$

where the matrices $\hat{j}_l(Kr)$ and $\hat{h}^\pm_l(Kr)$ are diagonal $n \times n$ matrices with the matrix elements $[\hat{j}_l(Kr)]_{\alpha'\alpha} = j_l(k_\alpha r) \delta_{\alpha'\alpha}$ and $[\hat{h}^\pm_l(Kr)]_{\alpha'\alpha} = h^\pm_l(k_\alpha r) \delta_{\alpha'\alpha}$. The corresponding asymptotic form of the solution $\Psi^-$ is given by the relation $\Psi^- = [\Psi^+]^\dagger$.

The $n \times n$ matrix $S_l$ is the $S$ matrix given by equation (5.127) and the $n \times n$ matrix $F_l$ is the scattering amplitude matrix with the matrix elements $f_{l,\alpha'\alpha}$. Rewriting the scattering wave function (5.131) in terms of $S_l$ instead of $F_l$ leads to the relation of $S_l$ matrix elements and scattering amplitude matrix elements

$$f_{l,\alpha'\alpha}(E) = \frac{s_{l,\alpha'\alpha}(E) - \delta_{\alpha'\alpha}}{2i(k_\alpha k_\alpha)^{1/2}}. \quad (5.132)$$

In a partial-wave series, the total multichannel scattering amplitude matrix elements are given by

$$f(k', \alpha'; k, \alpha) = \sum_l (2l + 1) f_{l,\alpha'\alpha} P_l(\cos \theta), \quad (5.133)$$

where $\theta$ is the angle of $k$ and $k'$. Note, that we restrict the discussion to two-body initial states and final states only. Inserting the partial-wave expansion of the scattering amplitude (5.133) in equation (5.113) and integrating over the solid angle $d\Omega$ leads to the partial cross section

$$\sigma_{l,\alpha'\alpha}(E) = \frac{\pi}{k^2} \sum_l (2l + 1) \left( |s_{l,\alpha'\alpha}(E)|^2 - 2\delta_{\alpha'\alpha} \Re s_{l,\alpha'\alpha}(E) + (\delta_{\alpha'\alpha})^2 \right), \quad (5.134)$$
from channel \( a \) to channel \( a' \). For elastic scattering \((a' = a)\) the elastic partial cross section of channel \( a \) reads
\[
\sigma_{\alpha \alpha}^{el}(E) = \sigma_{\alpha \alpha}(E) = \frac{\pi}{k_{\alpha}^2} (2l + 1) |s_{l,\alpha\alpha}(E)|^2.
\]
(5.135)
The inelastic partial cross section of channel \( \alpha \) is defined as the sum of the partial cross section of channel \( \alpha \) to all other channels \( \alpha' \neq \alpha \) and is then given by
\[
\sigma_{\alpha \alpha'}^{inel}(E) = \sum_{\alpha'} \sigma_{\alpha \alpha'}(E) = \frac{\pi}{k_{\alpha}^2} (2l + 1) \left(1 - |s_{l,\alpha\alpha}(E)|^2\right),
\]
(5.136)
where the prime in the summation denotes a sum excluding the summation over channel \( \alpha \).
The overall partial cross section of channel \( \alpha \) is given by a sum of the cross section of channel \( \alpha \) to all channels \( \alpha' \) including \( \alpha \) or simply by the sum of elastic cross section (5.135) and inelastic cross section (5.136) and reads
\[
\sigma_{\alpha}^{tot}(E) = \sum_{\alpha} \sigma_{\alpha \alpha'}(E) = \frac{2\pi}{k_{\alpha}^2} (2l + 1) \left(1 - \text{Re} s_{l,\alpha\alpha}(E)\right).
\]
(5.137)
The total elastic cross section, inelastic cross section and overall total cross sections are given by a sum over all partial waves \( l \) as
\[
\sigma_{\alpha}^{el}(E) = \sum_{l} \sigma_{\alpha}^{el}(E), \quad \sigma_{\alpha}^{inel}(E) = \sum_{l} \sigma_{\alpha}^{inel}(E), \quad \sigma_{\alpha}^{tot}(E) = \sum_{l} \sigma_{\alpha}^{tot}(E).
\]
(5.138)
Note that neither in single-channel nor in multichannel scattering we have addressed the issue of the scattering of identical particles. In section 5.8.5 we discuss this issue and show, that the sums in the equations (5.72) for single-channel scattering and in the equations (5.138) need to be modified for properly (anti-)symmetrized scattering wave functions. In the equations (5.135), (5.136) and (5.137) the diagonal 5 matrix elements \( s_{l,\alpha\alpha}(E) \) appear in the partial cross sections.
In equation (5.126) we parametrized these elements in terms of a complex scattering phase \( \eta_{l,\alpha} \). Another parametrization is given by introducing an energy-dependent complex scattering length in terms of the complex scattering phase \( \eta_{l,\alpha} \) [60, 115–117]
\[
\tilde{a}_{l,\alpha}(E) = \tilde{a}_{l,\alpha}(E) - i\tilde{b}_{l,\alpha}(E) = \frac{\tan \theta_{l,\alpha}(E)}{k_{\alpha}} = \frac{1 - s_{l,\alpha\alpha}(E)}{ik_{\alpha} + s_{l,\alpha\alpha}(E)},
\]
(5.139)
with real part \( \tilde{a}_{l,\alpha}(E) \) and imaginary part \( -\tilde{b}_{l,\alpha}(E) \). The elastic cross sections and inelastic cross sections of channel \( \alpha \) in terms of the complex scattering length read
\[
\sigma_{\alpha}^{el}(E) = \frac{4\pi|\tilde{a}_{l,\alpha}(E)|^2}{1 + k_{\alpha}^2|\tilde{a}_{l,\alpha}(E)|^2 + 2k_{\alpha}\tilde{b}_{l,\alpha}(E)^2}(2l + 1),
\]
(5.140)
\[
\sigma_{\alpha}^{inel}(E) = \frac{4\pi|\tilde{b}_{l,\alpha}(E)|^2}{k_{\alpha}^2(1 + k_{\alpha}^2|\tilde{a}_{l,\alpha}(E)|^2 + 2k_{\alpha}\tilde{b}_{l,\alpha}(E)^2)}(2l + 1).
\]
(5.141)
The complex scattering length is used in chapter 8 to analyze cold collision properties of Ne*.
Similar to the discussion of single-channel scattering we introduce in the next subsection the multichannel regular solution to the Schrödinger equation (5.129). The asymptotic form leads to the Jost matrix. From the analytic properties of the regular solution and the Jost matrix for complex energies we establish the analytic properties of the multichannel S matrix in the complex \( \kappa \) plane. These properties will be used in chapter 7 to analyze the coupled two-channel model with square-well potentials.

5.8.4 Analytic properties of the regular solution and of the Jost matrices

The regular solution is a solution to the \( n \)-channel coupled radial Schrödinger equation (5.129) with the boundary condition [38]
\[
\Phi_{l,\kappa}(r) \xrightarrow{r \to 0} \tilde{f}_l(Kr).
\]
(5.142)
At \( r = 0 \), the \( \alpha \)th column of the regular solution behaves as the free solution of channel \( \alpha \). The multichannel regular solution of the \( n \)-channel Schrödinger equation together with the boundary conditions (5.142) and \( \Phi_l(0) = 0 \) can be written in integral form, reading

\[
\Phi_{l,k}(r) = \tilde{j}_l(Kr) + \int_0^r dr' \cdot G_{l,k}(r, r') V(r') \Phi_{l,k}(r'),
\]

(5.143)

where \( G_{l,k}(r, r') \) is a diagonal matrix with the single-channel Green’s functions \( g_{l,k}(r, r') \), given by equation (5.75) on the diagonal. This is multichannel matrix Volterra integral equation for the regular solution.

**Jost matrix**

The asymptotic form of the regular solution \( \Phi_{l,k}(r) \) is given by [38]

\[
\Phi_{l,k}(r) \underset{r \to \infty}{\sim} \frac{i}{2} \left\{ \hat{h}_l^{-}(Kr) \hat{s}_l(K) - \hat{h}_l^{+}(Kr) \hat{s}_l(-K) \right\},
\]

(5.144)

which introduces the \( n \times n \) Jost matrix \( \hat{s}_l \). Comparison of the asymptotic form of the scattering solution (5.131) and the regular solution (5.144) leads to the important relations of regular and scattering solution

\[
\Phi_{l,k}(r) = \Psi_{l,k}^{+}(r) \hat{s}_l(K),
\]

(5.145)

and of the Jost matrix and the \( S \) matrix

\[
S_l = K^{1/2} \hat{s}_l(-K) \hat{s}_l^{-1}(K) K^{-1/2}.
\]

(5.146)

As in single-channel scattering, the study of the multichannel regular solution and the Jost matrix for complex energies leads to the analytic properties of the \( S \) matrix. This is done in the next subsection.

**Complex energies**

We now investigate the analyticity of the multichannel regular solution \( \Phi_{l,k} \) for complex energies [38]. The channel wave numbers \( k_{\alpha} \) are related by the conservation of energy so that we have

\[
\frac{k_1^2}{2m} + \Delta_1 = \ldots = \frac{k_n^2}{2m} + \Delta_n = E.
\]

(5.147)

However, in the integral equation (5.143) the channel wave numbers are not restricted to the conservation of energy and one can treat \( \Phi_l(r) \) as a function of \( n \) independent variables \( k_1, \ldots, k_n \). If a function \( \Phi(k_1, \ldots, k_n) \) is an analytic function of the independent variables \( k_1, \ldots, k_n \), the function \( \Phi(k_1(E), \ldots, k_n(E)) \) is an analytic function of \( E \) except at the channel thresholds \( E = \Delta_1, \ldots, \Delta_n \). Comparing the integral equation (5.143) with the asymptotic form (5.144) of the multichannel regular solution \( \Phi_{l,k} \), one can write the Jost matrix in integral form [38]

\[
\hat{s}_l(k_1, \ldots, k_N) = \hat{s}_l(K) = 1 + K^{-1} \int_0^\infty dr \hat{h}_l^{+}(Kr)V(r)\Phi_l(r).
\]

(5.148)

Here, the Jost matrix is seen as a function of the independent variables \( k_1, \ldots, k_n \). The integral in equation (5.148) can be studied for complex channel wave numbers \( k_1, \ldots, k_n \) and is in general not convergent for arbitrary potentials. However, if we assume finite-range potentials which are identically zero for distances \( r \) larger than some finite distance \( r_0 \), then the integral in equation (5.148) is convergent for arbitrary channel wave numbers and an entire function of \( k_1, \ldots, k_n \) [38].

We can then rewrite the \( S \) matrix (5.146) in terms of the Jost matrices as

\[
S_l = K^{1/2} \hat{s}_l(-K) \hat{s}_l^{-1}(K) K^{-1/2} = \frac{K^{1/2} \hat{s}_l(-K) \text{cof} \hat{s}_l(K) K^{-1/2}}{\det \hat{s}_l(K)},
\]

(5.149)
where \( \text{det} \tilde{\mathcal{S}}_j \) is the determinant of the Jost matrix and \( \text{cof} \tilde{\mathcal{S}}_j \) the \( n \times n \) matrix made up of the co-factors of \( \tilde{\mathcal{S}}_j \). Both \( \text{cof} \tilde{\mathcal{S}}_j \) and \( \text{det} \tilde{\mathcal{S}}_j \) are analytic wherever \( \tilde{\mathcal{S}}_j \) is analytic. Replacing the channel wave numbers \( k_n \rightarrow 2 \mu_n (E - \Delta_n)^{1/2} \), we obtain the important analytic properties of the \( S \) matrix as a function of the energy \( E \) for finite range potentials; \( \tilde{\mathcal{S}}_j(E) \) is an analytic function of \( E \) for all \( E \), except for branch points at the thresholds \( \Delta_1, \ldots, \Delta_n \) and for the poles at those points where \( \text{det} \tilde{\mathcal{S}}_j(K) = 0 \) [38]. In the complex \( E \) plane the poles on the negative real axis correspond to bound states in the scattering potential and the poles in the lower half plane, \( \text{Im} E < 0 \), correspond to the resonant states of the multichannel system [38]. In the complex \( k \) plane of the channel wave number \( k_n \) the poles occur for bound states, virtual states and resonant states in a similar way as in the complex \( k \) plane of single-channel scattering (given in section 5.6). This will be studied explicitly in chapter 7.

5.8.5 Inelastic cross sections of identical particles with spin

In the coupled two-channel model of this work, ionizing collisions of Ne* are described by the transitions of the scattering channel to the loss channel. In the last two subsections of this chapter, we introduce the inelastic cross sections and two-body rate coefficients for this process for homo- and heteronuclear collisions of Ne*. Therefore, we assume in the general discussion that the elastic channel is given by the scattering of two particles in the total angular momentum states \( |j_1 m_1 \rangle, |j_2 m_2 \rangle \) and denote the loss channel with \( \alpha' \). We discuss the transition from elastic to loss channel for identical fermions/bosons as well as for distinguishable particles which corresponds to homonuclear and heteronuclear collisions of Ne*. In the elastic channel, we denote different particles by \( F \) and \( G \) and the internal spin states as \( m_1, m_2 \) for the isotopes \( F, G \). As in Ne* collisions the atoms have the same angular momentum, we assume that \( j_1 = j_2 \) holds. The asymptotic scattering part of the scattering wave function \( \psi_{\alpha' \rightarrow F G m_1 m_2}^{\text{sc}} \) for the transition \( \alpha \rightarrow \alpha' \) reads

\[
\psi_{\alpha' \rightarrow F G m_1 m_2}^{\text{sc}}(r) \rightarrow_{r \rightarrow \infty} f_{\alpha' \rightarrow F G m_1 m_2}(\theta) |j_1 j_1 m_1 m_2\rangle \pm f_{\alpha' \rightarrow F G m_1 m_2}(\pi - \theta) |j_1 j_2 m_1 m_2\rangle \frac{\mu}{r},
\]

where the \( \pm \) sign refers to whether the particles are bosons or fermions and where \( f_{\alpha' \rightarrow F G m_1 m_2}(\theta) \) is the scattering amplitude for the process \( F G m_1 m_2 \rightarrow \alpha' \). The incoming scattering wave vector \( k \) is assumed to be in \( z \) direction so that the angle \( \theta \) is the azimuthal angle in spherical coordinates.

In a coupled angular momentum representation, equation (5.150) becomes

\[
\psi_{\alpha' \rightarrow F G m_1 m_2}^{\text{sc}}(r) \rightarrow_{r \rightarrow \infty} \sum_{j m} \left\{ f_{\alpha' \rightarrow F G m_1 m_2}(\theta) |j m| j_1 j_1 m_1 m_2\rangle \pm f_{\alpha' \rightarrow F G m_1 m_2}(\pi - \theta) |j m| j_1 j_2 m_1 m_2\rangle \right\} \frac{\mu k}{r},
\]

where \( j \) is the total angular momentum eigenvalue of the coupled state which may take the values \( j = 0, \ldots, 2j \) while \( m \) is the projection on the space-fixed axis and \( m = -j, \ldots, +j \). Using the symmetry properties of the Clebsch-Gordan coefficients (B.6) we obtain for the asymptotic wave function

\[
\psi_{\alpha' \rightarrow F G m_1 m_2}^{\text{sc}}(r) \rightarrow_{r \rightarrow \infty} \sum_{j m} \left\{ f_{\alpha' \rightarrow F G m_1 m_2}(\theta) |j m| j_1 j_1 m_1 m_2\rangle |j m\rangle \right\} \frac{\mu k}{r} + \sum_{j m} f_{\alpha' \rightarrow F G m_1 m_2}(\theta) |j m| j_1 j_2 m_1 m_2\rangle |j m\rangle \frac{\mu k}{r},
\]

where we have introduced the abbreviation

\[
f_{\alpha' \rightarrow F G m_1 m_2}(\theta) \equiv f_{\alpha' \rightarrow F G m_1 m_2}(\theta) \pm f_{\alpha' \rightarrow F G m_1 m_2}(\pi - \theta).
\]
If we use the partial-wave expansion of the scattering amplitude (5.133) together with the relation of partial scattering amplitude \( f_{\alpha'\alpha'} \) and \( S \) matrix element \( s_{\alpha',\alpha'} \) (5.132) for \( \alpha \neq \alpha' \), with \( \alpha = (m_1m_2) \), we obtain the scattering amplitudes decomposed in partial waves as

\[
f_{\alpha'\rightarrow FGm_1m_2}^{\pm} = \frac{1}{2i(k_{\alpha'}k_{\alpha'})^{1/2}} \sum_l (2l + 1) s_{\alpha',\alpha'} \left[ 1 \pm (-1)^l \right] P_l(\cos \theta).
\] (5.154)

Here, we have used the symmetry properties of the Legendre polynomials [13]. The total inelastic cross section of the process \( \alpha \rightarrow \alpha' \) can be calculated as the particle current density generated by the wave function (5.152) in the surface element \( dF \) over the absolute value of the incoming particle current density. For identical isotopes it reads

\[
FF_{\alpha'\rightarrow m_1m_2}^{\pm} = 2 \left( \sum_{j \text{ even},m} |\langle j | f_{\alpha'\rightarrow m_1m_2}^{\pm} | jm \rangle|^2 FF_{\alpha'\rightarrow m_1m_2}^{\pm} + \sum_{j \text{ odd},m} |\langle j | f_{\alpha'\rightarrow m_1m_2}^{\pm} | jm \rangle|^2 FF_{\alpha'\rightarrow m_1m_2}^{\pm} \right),
\] (5.155)

where we have assumed an incoming plane wave in channel \( \alpha \) and where we have introduced

\[
FF_{\alpha'\rightarrow m_1m_2}^{\pm} = \frac{k_{\alpha'}}{k_{\alpha}} \int d\Omega f_{\alpha'\rightarrow FGm_1m_2}^{\pm} = \sum_{l \text{ even/odd}} FF_{\alpha'\rightarrow m_1m_2}^{\pm},
\] (5.156)

with \( FF_{\alpha'\rightarrow m_1m_2}^{\pm} \) given by equation (5.134) for \( \alpha \neq \alpha' \). The + sign corresponds to a summation over even partial waves only and holds for identical bosons while the − sign corresponds to a summation over odd partial waves and holds for identical fermions. The inelastic cross section (5.155) holds generally for identical bosons/fermions. For identical bosons/fermions in the same state \( (m_1 = m_2) \) we evaluate the inelastic cross section (5.155) and obtain

\[
FF_{\alpha'\rightarrow m_1m_1}^{\pm} = \begin{cases} 
\frac{2\pi}{k_{\alpha}} \sum_{l \text{ even}} (2l + 1) |s_{\alpha',\alpha'}(E)|^2 & \text{bosons,} \\
\frac{2\pi}{k_{\alpha}} \sum_{l \text{ odd}} (2l + 1) |s_{\alpha',\alpha'}(E)|^2 & \text{fermions.}
\end{cases}
\] (5.157)

For identical bosons/fermions in different internal states \( (m_1 \neq m_2) \) we calculate from equation (5.155) the expression

\[
FF_{\alpha'\rightarrow m_1\neq m_2}^{\pm} = \frac{\pi}{k_{\alpha}} \sum_l (2l + 1) |s_{\alpha',\alpha'}(E)|^2.
\] (5.158)

In the case of non-identical particles, the inelastic cross section reads

\[
F \neq G_{\alpha'\rightarrow m_1m_2}^{\pm} = \sum_l F \neq G_{\alpha'\rightarrow m_1m_2}^{\pm},
\] (5.159)

for \( m_1 = m_2 \) and \( m_1 \neq m_2 \). From the inelastic cross sections for the process \( (FGm_1m_2) \rightarrow \alpha' \) given in this subsection we can calculate the two-body loss rate coefficients.

### 5.8.6 Boltzmann equation and two-body loss rate coefficients

In the experiment, Ne* atoms are trapped and laser-cooled and from the decreasing number of the atoms in the trap or from the counting of produced ions due to PI and AI processes, two-body loss rate coefficients \( \beta(T) \) are extracted. These two-body loss rate coefficients are dependent of the temperature \( T \) of the thermal gas and of the different isotope and internal spin states. We introduce these parameters by starting with the Boltzmann equation. The discussion here is analogous to the discussion of the Boltzmann equation for elastic processes given in [118].

We assume a thermal gas in an atom trap, where, as in the previous subsection, the different isotopes are denoted by \( F \) and \( G \) with internal states \( m_1, m_2 \). The number \( N_F(t) \) of atoms \( F \) in
the trap decreases as a function of time due to inelastic two-body collisions to the loss channel \( \alpha' \) and the Boltzmann equation for these inelastic collisions reads [118]

\[
\frac{dN_F(t)}{dt} = - \sum_{Gm_1m_2} \left( \frac{1}{2\pi\hbar} \right)^6 \int d^3r dr d^3p_G h_{Fm_1}(r, p_F, t) \cdot h_{Gm_2}(r, p_G, t) \times FG \sigma_{\alpha' \rightarrow m_1m_2}^{\text{inel}}(v_{FG}) \cdot v_{FG},
\]

(5.160)

where \( v_{FG} \) is the relative velocity of isotope \( F \) and \( G \) and \( FG \sigma_{\alpha' \rightarrow m_1m_2}^{\text{inel}} \) is the inelastic cross section for the scattering process \( \alpha = (FGm_1m_2) \rightarrow \alpha' \). The scattering channel \( \alpha \) is specified by the internal states \( (m_1, m_2) \) of the atoms and by the different isotopes \( (F, G) \). The distribution function \( h_{Fm_1}(r, p_F, t) \) for isotope \( F \) in the state \( m_1 \) is given by

\[
h_{Fm_1}(r, p_F, t) = n_{Fm_1}(t) e^{-H_{Fm_1}(r, p_F)/k_B T} \Lambda_F^3,
\]

(5.161)

where \( \Lambda_F \) is the de Broglie wavelength given by

\[
\Lambda_F = \left( \frac{2\pi\hbar^2}{m_F k_B T} \right)^{1/2},
\]

(5.162)

and \( m_F \) is the mass of isotope \( F \). The Hamiltonian \( H_{Fm_1} \) of isotope \( F \) reads

\[
H_{Fm_1}(r, p_F) = \frac{p_F^2}{2m_F} + V_{Fm_1}(r),
\]

(5.163)

where \( V_{Fm_1}(r) \) is the trapping potential. The central density \( n_{Fm_1}(t) \) of the cloud consisting of \( N_{Fm_1} \) atoms is given by

\[
n_{Fm_1}(t) = \frac{N_{Fm_1}(t)}{\int d^3r \ e^{-V_{Fm_1}(r)/k_B T}},
\]

(5.164)

and the particle density distribution trapped in the potential \( V_{Fm_1} \) reads

\[
n_{Fm_1}(r, t) = n_{Fm_1}(t) e^{-V_{Fm_1}(r)/k_B T}.
\]

(5.165)

The corresponding expressions are obtained for the isotope \( G \) in the internal state \( m_2 \) by simply replacing \( (Fm_1) \) with \( (Gm_2) \) in the above expressions (5.161), (5.162), (5.163), (5.164), (5.165). Inserting the distribution functions \( h(r, p_F, t) \) for \( (Fm_1) \) and \( (Gm_2) \) in the Boltzmann equation (5.160) leads to the rate equation for the number of atoms \( N_F \)

\[
\frac{dN_F(t)}{dt} = - \sum_{Gm_1m_2} FG \beta_{m_1m_2}(T) \int d^3r \ n_{Fm_1}(r) \cdot n_{Gm_2}(r) =
\]

\[
- \sum_{Gm_1m_2} FG \beta_{m_1m_2}(T) \frac{N_{Fm_1}(t) \cdot N_{Gm_2}(t)}{V_{\text{eff},FGm_1m_2}},
\]

(5.166)

where we have introduced the effective volume \( V_{\text{eff},FGm_1m_2} \) as

\[
V_{\text{eff},FGm_1m_2} = \frac{\int d^3r \ e^{-\left(V_{Fm_1}(r) - V_{Gm_2}(r)\right)/k_B T} \cdot \int d^3r \ e^{-V_{Gm_2}(r)/k_B T}}{\int d^3r \ e^{-V_{Fm_1}(r)/k_B T} \cdot \int d^3r \ e^{-V_{Gm_2}(r)/k_B T}}.
\]

(5.167)

Furthermore, we have introduced the important two-body loss rate coefficient

\[
FG \beta_{m_1m_2}(T) = \langle FG \sigma_{\alpha' \rightarrow m_1m_2}^{\text{inel}}(v_{FG}) \cdot v_{FG} \rangle = \int_0^{\infty} dv \ P(v_{FG}, T) \cdot FG \sigma_{\alpha' \rightarrow m_1m_2}^{\text{inel}}(v_{FG}) \cdot v_{FG}.
\]

(5.168)

which is the thermal average over the relative velocities of the colliding particles in the thermal ensemble. The Maxwell-Boltzmann distribution \( P(v, T) \) for the relative velocities is given by

\[
P(v, T) = \sqrt{\frac{2}{\pi}} \left( \frac{\mu}{k_B T} \right)^3 \cdot v^2 \cdot \exp \left( - \frac{\mu v^2}{2k_B T} \right),
\]

(5.169)
where $\mu$ is the reduced mass of isotope $F$ and $G$. The two-body loss rate coefficient was obtained from the transformation in relative and center-of-mass coordinates $(p_F, p_G) \rightarrow (P, p)$. The integration over the total momentum coordinate $P$ is already performed in equation (5.168).

The two-body loss rate coefficients can be decomposed in partial waves. From the discussion of the previous subsection, which incorporated the case of identical particle scattering, we find from equation (5.157) the partial-wave series of the two-body loss rate coefficients for homonuclear collisions in identical states as

$$
FF \beta_{m_1 m_1} = \begin{cases} 
2 \sum_{l \text{ even}} \langle FF | \alpha \rightarrow -m_1 m_1 \rangle (v_{FF}) \cdot v_{FF} = \sum_{l \text{ even}} FF \beta_{1, m_1} (T) & \text{bosons,} \\
2 \sum_{l \text{ odd}} \langle FF | \alpha \rightarrow -m_1 m_1 \rangle (v_{FF}) \cdot v_{FF} = \sum_{l \text{ odd}} FF \beta_{1, m_1} (T) & \text{fermions,}
\end{cases}
(5.170)
$$

where we introduced the partial two-body loss rate coefficients as

$$
FG \beta_{1, m_1 m_2} (T) = 2 \cdot \langle FF | \alpha \rightarrow -m_1 m_2 \rangle (v) \cdot v = 2 \cdot \int_0^{\infty} dv \cdot P_T (v) \langle FF | \alpha \rightarrow -m_1 m_2 \rangle (v) \cdot v.
(5.171)
$$

For homonuclear collisions in different internal states we find from equation (5.158)

$$
FF \beta_{m_1 \neq m_2} = \sum_l \langle FF | \alpha \rightarrow -m_1 \neq m_2 \rangle (v_{FF}) \cdot v_{FF} = \frac{1}{2} \sum_l FF \beta_{1, m_1 \neq m_2} (T),
(5.172)
$$

and for heteronuclear collisions we find from equation (5.159)

$$
F \neq G \beta_{m_1 m_2} = \sum_l \langle F \neq G | \alpha \rightarrow -m_1 m_2 \rangle (v_{FG}) \cdot v_{FG} = \frac{1}{2} \sum_l F \neq G \beta_{1, m_1 m_2} (T).
(5.173)
$$

**Unpolarized two-body loss rate coefficients in homonuclear ensembles**

An important study case in Ne* experiments is the measurement of unpolarized two-body loss rate coefficients of homonuclear ensembles where the internal spin states are all equally populated. Therefore, we specify the rate equation (5.166) for this case. We assume atoms with total angular momentum $J$ with $2j + 1$ different internal states $m_1$. If the atoms equally populate $m_1$, one has to sum over all internal states and the number of atoms are given by

$$
N_{F m_1} (t) = N_{G m_2} (t) = \frac{1}{2j + 1} N_F (t).
(5.174)
$$

The rate equation (5.166) then becomes

$$
\frac{dN_F (t)}{dt} = -FF \beta_{\text{unp}} (T) \frac{N_F^2 (t)}{V_{\text{eff}}},
(5.175)
$$

where the unpolarized two-body loss rate coefficient is given by

$$
FF \beta_{\text{unp}} (T) = \left( \frac{1}{2j + 1} \right)^2 \sum_{m_1 m_2} FF \beta_{m_1 m_2} (T).
(5.176)
$$
CONCLUSION

In this chapter we introduced the basic concepts of scattering theory which are important for describing Ne* collisions. We started with the formal description of scattering theory in order to introduce the $S$ matrix and studied its analytic properties in the complex $k$ plane in order to given the pole expansion which we use in 7 to derive a parametrization of two-body loss rate coefficients in the two-channel model. We generalized the results to the case of multichannel scattering as ionization collisions of Ne* are described in this work in terms of two channels. The Jost matrix was studied in the multichannel case and we showed that it is an analytic function of the channel wave numbers for finite-range potentials. For the model with an elastic scattering channel specified by different isotopes and internal spin states and a loss channel denoted by $\alpha'$ we found at the end of this chapter the two-body loss rate coefficients for homonuclear and heteronuclear collisions of particles with spin. We will employ these results in chapter 8 for the coupled two-channel model of Ne* collisions.
The major goal of this chapter is to introduce the molecular potentials of Ne$_2$ at short-range and at long-range, which were calculated in the Hund’s case (a) and Hund’s case (c) molecular basis in order to show how they are introduced in the scattering or coupled-channel equations for Ne*. In analogy to the general discussion of the previous sections we first start with the atomic properties of Ne* where we introduce the metastable configuration and the fine-structure states in different coupling schemes. We then introduce the diatomic molecular system Ne$_2$ by a numerical calculation of the ground state molecular potential and discuss the resulting molecular orbitals for Ne$_2$. Then we introduce the short-range molecular potentials which were calculated in [6] in the Hund’s case (a) basis. The long-range potentials were given in [9] in the Hund’s case (c) basis and are introduced afterwards. We set up the scattering equations for Ne* by expanding the scattering state in an atomic basis and transforming this basis to the molecular basis states of Hund’s case (a) and Hund’s case (c). This introduces the molecular interaction potentials of Ne* in the scattering equations. In order to account for ionizing collisions we give at the end of this chapter the two-body loss rate coefficients in the molecular basis of Hund’s case (a).

6.1 Atomic Hamiltonian

We start with the discussion of the single Ne atom. The three stable isotopes of Ne $^{20}$Ne, $^{21}$Ne, $^{22}$Ne occur with relative abundancies of 90.48 % of the $^{20}$Ne isotope, 0.27 % of the $^{21}$Ne isotope and 9.25 % of the $^{22}$Ne isotope [119]. The isotopes $^{20}$Ne and $^{22}$Ne are bosons and the isotope $^{21}$Ne is a fermion.

In this section, we give the non-relativistic Hamiltonian for Ne as well as the Hamiltonian including spin-orbit coupling. Figure 6.1 depicts a scheme of the Ne atom and introduces the coordinates used throughout this section. The Hamiltonian for Ne in space-fixed electron $r'_i$ and nuclear $R'$ coordinates in atomic units is given by [44,46]

$$H = -\frac{1}{2m_{Ne}} \nabla^2 R' + \sum_i \left( -\frac{1}{2} \nabla^2 r'_i - \frac{Z}{|R' - r'_i|} + V_{LS}(|R' - r'_i|) \right) + \sum_{i<j} \frac{1}{|r'_i - r'_j|}, \quad (6.1)$$

with summation over the 10 electrons. The term $V_{LS}(|R' - r'_i|)$ describes the spin-orbit coupling arising from the interaction of the spin of the electron in its rest frame with the magnetic field created by the moving nucleus. The spin-orbit coupling only depends on the distances between the nucleus and the electrons. The mass $m_{Ne}$ is the mass of the nucleus of Ne which is different for the different isotopes $^{20}$Ne, $^{21}$Ne, $^{22}$Ne. For the Ne atom, the nuclear charge is $Z = 10$.

We want to write the Hamiltonian (6.1) in the center-of-mass frame of the atom. Therefore, we introduce the center-of-mass coordinates $\mathbf{R}$ and the relative electron coordinates $\mathbf{r}_i$ by the transformation

$$\mathbf{R} = \frac{m_{Ne} \mathbf{R}' + \sum_i \mathbf{r}'_i}{M_{Ne}}, \quad \mathbf{r}_i = \mathbf{r}'_i - \frac{m_{Ne} \mathbf{R}' + \sum_i \mathbf{r}'_i}{M_{Ne}}. \quad (6.2)$$

The total mass $M_{Ne} = m_{Ne} + 10$ of Ne includes the masses of the 10 electrons. Considering the proton-to-electron mass ratio $m_p/m_e \approx 1836$, the electron masses give only a small contribution to the total mass of the atom.
Figure 6.1: Internal and external coordinates of the Ne atom. In a space-fixed laboratory frame with origin 0 the vector $\mathbf{R}'$ points to the nucleus center-of-mass which consists of 10 protons and $10 - 12$ neutrons for the respective isotopes. The vectors $\{\mathbf{r}'_i\}$ indicate the positions of the 10 electrons in the space-fixed frame. $\mathbf{R}$ is the center-of-mass of the full Ne atom and $\mathbf{r}_i$ are the relative coordinates of the electrons in the center-of-mass frame.

Under the transformation of coordinates (6.2), the Coulomb interaction terms read

$$-\frac{Z}{|\mathbf{R}'-\mathbf{r}'_i|} = -\frac{Z}{|\mathbf{r}_i|} + O\left(\frac{1}{m_{\text{Ne}}}\right), \quad (6.3)$$

$$\frac{1}{|\mathbf{r}'_i-\mathbf{r}'_j|} = \frac{1}{|\mathbf{r}_i-\mathbf{r}_j|}. \quad (6.4)$$

The spin-orbit interaction in the new coordinates can be written as [44]

$$V_{LS}(|\mathbf{R}'-\mathbf{r}'_i|) \simeq \zeta(\mathbf{r}_i) \mathbf{l}_i \cdot \mathbf{s}_i + O\left(\frac{1}{m_{\text{Ne}}}\right), \quad (6.5)$$

with $\mathbf{l}_i$ the orbital angular momentum and $\mathbf{s}_i$ the spin of the $i$th electron and $\zeta(\mathbf{r}_i)$ is a function only dependent on the distance between electron and nucleus. This function depends on the details of the electrostatic potentials (see discussion in section 2.1.3). For hydrogen-like atoms $\zeta(r)$ was given by equation (2.30).

In order to transform the Hamiltonian (6.1) from the space-fixed coordinate system into the center-of-mass frame of the atom, one also has to transform the kinetic energy terms which leads to

$$-\frac{1}{2m_{\text{Ne}}} \nabla^2_{\mathbf{R}'} - \frac{1}{2} \sum_i \nabla^2_{\mathbf{r}'_i} = -\frac{1}{2M_{\text{Ne}}} \nabla^2_{\mathbf{R}} - \frac{1}{2} \sum_i \nabla^2_{\mathbf{r}_i} - \frac{1}{2M_{\text{Ne}}} \left(\sum_i \nabla_{\mathbf{r}_i}\right)^2. \quad (6.6)$$

The last term on the right-hand side of this equation is called the mass polarization term [120]. Now we have rewritten all the terms of the Hamiltonian (6.1) in the new coordinates. If we insert these terms (6.3), (6.4), (6.5), in the Hamiltonian (6.1), we obtain the atomic Hamiltonian for Ne in the center-of-mass frame

$$H = T_{\text{nuc}} + H_{\text{Ne}} + \sum_i V_{LS}(\mathbf{r}_i) + O\left(\frac{1}{M_{\text{Ne}}}\right)$$

$$= -\frac{1}{2M_{\text{Ne}}} \nabla^2_{\mathbf{R}} - \sum_i \left(\frac{1}{2} \nabla^2_{\mathbf{r}_i} + \frac{Z}{|\mathbf{r}_i|}\right) + \sum_{i<j} \frac{1}{|\mathbf{r}_i-\mathbf{r}_j|} + \sum_i V_{LS}(\mathbf{r}_i) + O\left(\frac{1}{M_{\text{Ne}}}\right). \quad (6.7)$$

Here, we have neglected the mass polarization term, as it is assumed to be a small correction to the kinetic energies.
The non-relativistic electronic Hamiltonian $H_{\text{Ne}}$ forms a complete set of commuting observables with the total electron orbital angular momentum $L^2$, its $z$ component $L_z$ and with the total electron spin operator $S^2$ and $S_z$. Therefore, the atomic states $|n l s m_l m_s\rangle$ are simultaneous eigenfunctions of these five operators with the eigenvalues $\{E_{n l s}, l(l + 1), m_l, s(s + 1), m_s\}$, where $n$ is the principal quantum number of the state. The energy eigenvalue equation reads

$$H_{\text{Ne}} |n l s m_l m_s\rangle = E_{n l s} |n l s m_l m_s\rangle,$$

with $E_{n l s}$ the total electronic energy of the atom. If we construct the total angular momentum states (see section 2.1.2), we obtain for the relativistic Hamiltonian, including the spin-orbit coupling the eigenvalue equation

$$(H_{\text{Ne}} + V_{\text{LS}}) |n l s m_l m_s\rangle = E_{n l s} |n l s m_l m_s\rangle.$$

$E_{n l s}$ is the total electronic energy of the atom, including the spin-orbit energy. We further specify the electronic states of Ne in the next sections.

### 6.2 Electronic Configuration and Fine-Structure of Neon

As for all rare gases in their ground states, the neon atom has a closed outer shell and therefore it is highly non-reactive. According to the shell-model one can fill up the atomic orbitals with electrons by respecting the Pauli exclusion principle [74] and the ground state configuration of Ne is given by

$$1s^2 2s^2 2p^6.$$

In this notation, two electrons with opposite spin directions occupy the inner 1s-shell, two electrons the 2s-shell and three times two electrons occupy the three $p$-orbitals with $m_l = -1, 0, 1$. In Ne* one electron is raised from one of the 2p-shells to the 3s-shell so that the metastable configuration reads

$$1s^2 2s^2 2p^5 3s.$$  

The metastable configuration has an excitation energy of 16.619 eV [1] and a lifetime of 14.73 s [121, 122]. As a shorthand notation for the metastable configuration we simply write $2p^5 3s$ as the interactions of Ne* atoms are rarely influenced by the properties of the inner $s$-shell electrons. The $2p^5 3s$ configuration has four fine-structure states which are shown in figure 6.2 together with their fine-structure splittings. In addition, figure 6.3 shows all the electronic terms arising from the $2p^5 3p$ configuration, where the excited electron occupies the $3p$-shell. The four states arising from the $2p^5 3s$ configuration and the ten states arising from

![Figure 6.2: Fine-structure states of the $2p^5 3s$ configuration of Ne. The notation is given by (6.10) and (6.14). If applicable, also the notation for LS coupled terms is indicated.](image)
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is used to label all the 14 states in figure 6.3. Here, n is the principal quantum number and \( l \) the orbital angular momentum quantum number of the single excited electron occupying the 3s-shell or the 3p-shell of the metastable state. This electron is referred to as the valence electron. The spin of the valence electron is denoted as \( s_v \). The angular momentum \( K \) in the notation (6.10) is given by

\[ K = J_c + L_v, \]

where \( J_c \) is the total angular momentum of the core of the atom. The core designates the inner electrons 1s\(^2\)2s\(^2\)2p\(^5\) of the metastable configuration. The inner s-shells are closed shells with zero spin and zero angular momentum, so that \( J_c \) is given by the 2p\(^5\) configuration solely. It can be shown that the terms arising from the 2p\(^5\) configuration are equivalent to the terms arising from a single electron in a p-shell [40,73]. Therefore, the 2p\(^5\) configuration can be treated as an electron hole with spin \( S_c \) and orbital angular momentum \( L_c \) and the total angular momentum

\[ J_c = L_c + S_c. \]

For the electron hole of the 2p\(^5\) shell we have \( s_c = 1/2 \), \( l_c = 1 \) and \( j_c = 1/2, 3/2 \). For the 2p\(^5\)3s configuration, we have \( l_v = 0 \) and \( K = J_c = 1/2, 3/2 \) and for the 2p\(^5\)3p configuration \( l_v = 1 \) and \( K = 1/2, 3/2, 5/2 \). The total angular momentum \( J \) of the atom is given by the coupling of \( K \) and the spin \( s_v \) of the valence electron, reading

\[ J = K + S_v. \]

For the 2p\(^5\)3s configuration we have \( j = 0, 1, 2 \) and for the 2p\(^5\)3p configuration \( j = 0, 1, 2, 3 \). The quantum number \( j_c \) is either given by \( j_c = 1/2 \) or by \( j_c = 3/2 \). The former case corresponds to the unprimed notation \( l_v \) in (6.10) and the latter case corresponds to the primed notation with \( l_v' \). The coupling scheme described here and in (6.10) holds generally for all the rare gases in metastable states [1,7,8].

A second, similar notation is used in figure 6.2 for the terms arising from the 2p\(^5\)3s configuration. It is given by

\[ \left( \frac{2}{2}\right)_{l_c} n l_v j, \]

Figure 6.3: Spectroscopic notation for 2p\(^5\)3s and 2p\(^5\)3p configuration of Ne. The states are ordered according to increasing excitation energies ranging from \( E = 16.62 \) eV for the 3s(3/2)\(_2\) state up to \( E = 18.97 \) eV for the 3p(1/2)\(_0\) state. The laser-cooling transition is indicated as blue arrow with the wavelength of \( \lambda = 640 \) nm [1].
with \( j_z, l_z, s_z \) the quantum numbers of the core, \( n, l_v \) the quantum numbers of the valence electron and \( j \) the total angular momentum number of the atom. The spectroscopic notations (6.14) and (6.10) describe the same coupling scheme and both are used in the literature [5].

In figure 6.2 the states \( 3s(3/2)_z \) and \( 3s'(1/2)_0 \) are also given in the Russell-Saunders (LS) notation. We want to show that for the \( 2p^53s \) configuration, the LS coupling scheme is only valid for the two fine-structure levels \( 3s(3/2)_z, 3s'(1/2)_0 \). Therefore, we perform a basis transformation for the states arising from the different coupling schemes. A state of the intermediate coupling scheme for the \( 2p^53s \) configuration of Ne is given by

\[
|\langle s_v(s_c l_c) j_j \rangle_{jm}\rangle = \sum_{m_{l_v},m_{s_v}} \langle s_v j_j m_{s_v} m_{l_v} | jm \rangle | j_j m_j \rangle \otimes | s_v m_{s_v} \rangle \tag{6.15}
\]

where we have used that \( l_v = 0 \). A state in LS coupling for the \( 2p^53s \) configuration reads

\[
|\langle l_c s_l l_m| jm \rangle_{s_l m_s} \rangle = \sum_{m_{l_v},m_{s_v}} \langle l_c m_{l_v} | jm \rangle \langle s_v m_{s_v} | s_l m_s \rangle | l_c m_{l_v} \rangle \otimes | s_v m_{s_v} \rangle \tag{6.16}
\]

The unitary basis transformation between these states is given by [40]

\[
|\langle s_v(s_c l_c) j_j \rangle_{jm}\rangle = \sum_{s} (-1)^{s_c+s_l+l_c+j} \left\{ (2s+1)(2l_c+1) \right\}^{1/2} | (s_c j_j)_{l_c} \rangle | (s_v s_l)_{l_c} \rangle jm \tag{6.17}
\]

where the expression in the curly brackets is a Wigner 6j symbol (see appendix B). With \( l_c = 1, s_c = 1/2, l_v = 0 \) and \( s_v = 1/2 \) we evaluate equation (6.17) for the four fine-structure levels of the \( 2p^53s \) configuration and obtain

\[
\begin{align*}
|\langle s_v(s_c l_c) j_j \rangle_{jm}\rangle &= (1/2)j = 0, m = \frac{1}{\sqrt{3}} \left\{ | (l_c(s_c s_v) s = 1) j = 0, m \rangle_{P_0} \right\} \tag{6.18a} \\
|\langle s_v(s_c l_c) j_j \rangle_{jm}\rangle &= (1/2)j = 1, m = \frac{1}{\sqrt{3}} \left\{ | (l_c(s_c s_v) s = 1) j = 1, m \rangle_{P_0} - \sqrt{2} | (l_c(s_c s_v) s = 0) j = 1, m \rangle_{P_0} \right\} \tag{6.18b} \\
|\langle s_v(s_c l_c) j_j \rangle_{jm}\rangle &= (3/2)j = 1, m = \frac{1}{\sqrt{3}} \left\{ | (l_c(s_c s_v) s = 1) j = 1, m \rangle_{P_0} + \sqrt{2} | (l_c(s_c s_v) s = 0) j = 1, m \rangle_{P_0} \right\} \tag{6.18c} \\
|\langle s_v(s_c l_c) j_j \rangle_{jm}\rangle &= (3/2)j = 1, m = \frac{1}{\sqrt{3}} \left\{ | (l_c(s_c s_v) s = 1) j = 2, m \rangle_{P_0} \right\} \tag{6.18d}
\end{align*}
\]

The \( 3s(3/2)_z \) states in the standard spectroscopic notation for metastable rare gases are equivalent to the \( 3P_2 \) states in the Russell-Saunders (or LS) coupling scheme and are pure triplet states. This is also true for the single \( j = 0 \) state. Here, the \( 3s'(1/2)_0 \) state is equivalent to the \( 3P_0 \) state and has also pure triplet character. In contrast, the states with \( j = 1 \) of the \( 2p^53s \) manifold cannot be written in terms of a single LS coupled state. The total electronic spin \( s \) of the atom is not a good quantum number for these states, the \( j = 1 \) states are rather given by a superposition of singlet and triplet LS states.

The \( 3s(3/2)_z \) states (or equivalently the \( 3P_2 \) states) of the \( 2p^53s \) configuration are of particular importance for this work, as in the experiment Ne* collisions are investigated for atoms in these states [2]. Therefore, it is important to look more closely at these states. This is done in the next section.
6.3 CONSTRUCTION OF SLATER DETERMINANTS FOR THE $^{3}P_{2}$ STATE MANIFOLD

The states of the previous section were characterized by their quantum numbers and not further specified. In this section, we construct explicitly the states of the $^{3}P_{2}$ manifold which are fully antisymmetric 10电子 states. In order to illustrate the LS coupling for these states, starting from the single-electron orbitals, we choose one specific state

$$|\Psi\rangle = |1s\alpha 1s\beta 2s\alpha 2s\beta 2p_{+1}\alpha 2p_{+1}\beta 2p_{0}\alpha 2p_{0}\beta 2p_{-1}\alpha 3s\alpha\rangle .$$

(6.19)

Here, $\alpha$ and $\beta$ designate the spin-projections with $m_{s} = \pm 1/2$ of the individual electron spins. For example, $1s\alpha$ designates a spin-orbital, where one electron occupies the spatial $1s$-orbital of Ne with spin projection $m_{s} = +1/2$. The subscripts of the $p$-orbitals designate the projections $m_{l}$ of the single-electron orbital angular momenta $L_{i}$ with $l = 1$ and $m_{l} = -1, 0, +1$. As the quantum numbers of the complete state are specified by the outer electrons only we introduce as shorthand notation

$$|\Psi\rangle \equiv |2p_{-1}\alpha 3s\alpha\rangle .$$

(6.20)

The total electron state of $n$ electrons can be written as Slater determinant

$$|\Psi\rangle = \frac{1}{\sqrt{10!}}\begin{vmatrix}
1s\alpha(1) & 1s\beta(1) & \cdots & 2p_{0}\alpha(1) & 2p_{0}\beta(1) & 2p_{-1}\alpha(1) & 3s\alpha(1) \\
1s\alpha(2) & 1s\beta(2) & \cdots & \cdots & \cdots & \cdots & 3s\alpha(2) \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
1s\alpha(10) & 1s\beta(10) & \cdots & 2p_{0}\alpha(10) & 2p_{0}\beta(10) & 2p_{-1}\alpha(10) & 3s\alpha(10)
\end{vmatrix},$$

(6.21)

where the omitted single-electron orbitals are given in (6.19). The state $|\Psi\rangle$ is a simultaneous eigenstate of $L_{z}$, $S_{z}$, $L_{z}$ and $S_{z}$, with the total orbital angular momentum $L$ and the total electronic spin $S$ given by equation (2.37). With the Slater-Condon rules for one-electron operators [see section 2.2.3, equation (2.53)] one can show that for the Slater determinant (6.21) the quantum numbers $m_{l}$, $m_{s}$ are given by

$$m_{l} = \sum_{i} m_{l,i}, \quad m_{s} = \sum_{i} m_{s,i},$$

(6.22)

with $m_{l,i}$, $m_{s,i}$ the projections of the orbital angular momentum $L_{i}$ and the electron spin $S_{i}$ of the electron in the $i$th spin-orbital, respectively. In order to obtain the total orbital angular momentum $L$ and the total electron spin quantum number $S$ of $|\Psi\rangle$ we need to recall, that all closed shells simply give a $1S$ term with $l = 0$ and $s = 0$ for the respective shell. Furthermore, we stated in the previous section that a $p^{5}$-shell can be treated as a single-electron-hole with $l_{c} = 1$ and $s_{c} = 1/2$. As the other electrons, which do not occupy the $p^{5}$ shell, have zero orbital angular momentum, the overall angular momentum of the Ne* atom is given solely by the orbital angular momentum of the $p^{5}$ shell, $l = 1$. Therefore, $|\Psi\rangle$ is a $P$ state. With $m_{s} = 1$, $|\Psi\rangle$ must be a triplet state, $s = 1$ as the total spin is determined by $s_{c} = s_{p} = 1/2$. From this discussion we find that $|\Psi\rangle$ is an eigenstate of the operators $L_{z}$, $S_{z}$, $L_{z}$, $S_{z}$ and can be written as

$$|\Psi\rangle = |l = 1, s = 1, m_{l} = 1, m_{s} = 1\rangle .$$

(6.23)

The uncoupled $|lsm_{l}m_{s}\rangle$ states are in general not eigenstates of the total angular momentum operator $J$ and $J_{z}$. The coupling to a total angular momentum state was given in equation (2.24). From the couplings to total angular momentum states (2.24) we conclude that the $|\Psi\rangle$ is also a total angular momentum state and we write

$$|\Psi\rangle = |^{3}P_{2}, m = +2\rangle = |(l = 1, s = 1)j = 2, m = 2\rangle = |l = 1, s = 1, m_{l} = 1, m_{s} = 1\rangle ,$$

(6.24)

Thus, the state (6.21) is a simultaneous eigenstate of $L_{z}$, $S_{z}$, $J_{z}$, and furthermore one of the states of the $^{3}P_{2}$ manifold we wanted to construct. Specifically, it is the state $|^{3}P_{2}, m = +2\rangle$. It is of special importance in the experiment and in this work, as it is a spin-stretched state. For collisions of two Ne* atoms in these states, PI reactions are suppressed. In total, there are $2j + 1 = 5$ states of the $^{3}P_{2}$ manifold and we construct these states now. Using the basis transformation (2.24) we obtain

$$|^{3}P_{2}, m = +1\rangle = \frac{1}{\sqrt{2}} (|ls, m_{l} = 1, m_{s} = 0\rangle + |ls, m_{l} = 0, m_{s} = 1\rangle) .$$

(6.25)
In contrast to the $^3P_2$ state with $m = 2$, this state is not given only by a single term, but by a superposition of two angular momentum states. Remember the shorthand notation we have introduced in equation (6.20), where we omit all the electrons in the closed shells of the system. In this notation we can write the angular momentum states in terms of Slater determinants as

$$|ls,m_l = 1,m_s = 0\rangle = \frac{1}{\sqrt{2}} (|2p_{-1}\alpha\ 3s\beta\rangle + |2p_{-1}\beta\ 3s\alpha\rangle),$$  \hspace{1cm} (6.26a)

$$|ls,m_l = 0,m_s = 1\rangle = |2p_{0}\alpha\ 3s\alpha\rangle.$$

The states $|2p_{-1}\alpha\ 3s\beta\rangle, \ldots$ are characterized with the quantum numbers $s_\ell$, $s_o$, $l_\ell$, $l_o$, $m_\ell$, $m_o$, $m_l$, $m_s$, and related to $|ls,m_l m_s\rangle$ by

$$|ls,m_l m_s\rangle = \sum_{m_\ell,m_o} \sum_{m_l,m_s} \langle l_\ell l_0 | m_\ell m_0 | m_l \rangle \langle s_\ell s_0 | m_\ell m_0 | s_l \rangle \langle l_\ell l_0 | m_\ell m_0 | l_s m_s \rangle |s_\ell s_0 | m_\ell m_0 \rangle |s_l m_s\rangle,$$  \hspace{1cm} (6.27)

with $l_0 = m_0 = 0$ for the $2p^33s$ configuration. Inserting (6.26a), (6.26b) in (6.25) we obtain

$$|^3P_2, m = +1\rangle = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} (|2p_{-1}\alpha\ 3s\beta\rangle + |2p_{-1}\beta\ 3s\alpha\rangle) + |2p_{0}\alpha\ 3s\alpha\rangle \right).$$

Similarly, by using the transformation (6.27) we obtain the other states of the $^3P_2$ manifold as

$$|^3P_2, m = 0\rangle = \sqrt{\frac{5}{2}} (|2p_{0}\alpha\ 3s\beta\rangle + |2p_{0}\beta\ 3s\alpha\rangle) + \frac{1}{\sqrt{6}} [ |2p_{-1}\beta\ 3s\alpha\rangle + |2p_{+1}\alpha\ 3s\alpha\rangle ],$$

$$|^3P_2, m = -1\rangle = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} (|2p_{+1}\alpha\ 3s\beta\rangle + |2p_{+1}\beta\ 3s\alpha\rangle) + |2p_{0}\beta\ 3s\beta\rangle \right),$$

$$|^3P_2, m = -2\rangle = |2p_{+1}\beta\ 3s\beta\rangle.$$

With the discussion of the fine-structure of the $^3P_2$ state we close the topic of single-atom physics of Ne$^+$ and continue with molecular system Ne$_2$ and the interaction properties.

### 6.4 Diatomic Hamiltonian

In order to derive the molecular Hamiltonian for Ne$_2$ we use similar notation as in [46]. In figure 6.4 the coordinates for the diatomic system are shown.

![Figure 6.4: Internal and external coordinates of Ne$_2$. In a space-fixed laboratory frame with origin 0 the vector $\mathbf{R}'_A$ points to the nucleus of atom A and $\mathbf{R}'_B$ to the nucleus of atom B. The vectors $\{ \mathbf{r}'_i \}$ indicate the position of the $i$th electron out of the 20 electrons of the Ne$_2$ system. The vector $\mathbf{R}$ is the center-of-mass of the two nuclei and $\mathbf{r}_i$ is the relative coordinate of the $i$th electron with respect to $\mathbf{R}$.](image)
The non-relativistic Hamiltonian for Ne\(_2\) in these coordinates in the space-fixed frame in atomic units reads

\[
H = -\frac{1}{2m_{Ne}} \nabla^2_{R'_A} - \frac{1}{2m_{Ne}} \nabla^2_{R'_B} - \frac{1}{2} \sum_i \nabla^2_{r'_i} - \sum_i \left\{ \frac{Z}{|R'_A - r'_i|} + \frac{Z}{|R'_B - r'_i|} \right\} + \sum_{i<j} \frac{Z^2}{|r'_i - r'_j|}
\]

with a summation over all electrons. The first three terms describe the kinetic energies of nucleus \(A, B\) and of all the electrons, respectively. The last two terms of the first line describe the Coulomb attraction between the electrons and the nuclei. The two terms in the second line describe the Coulomb repulsion of all the electrons and the Coulomb repulsion of the nuclei.

We define the center-of-mass vector \(\mathbf{R}_{\text{com}}\), the relative vector \(\mathbf{R}\) and the new electron coordinates \(\mathbf{r}_i\) as follows [46]

\[
\mathbf{R}_{\text{com}} = \frac{m_{Ne} (\mathbf{R}'_A + \mathbf{R}'_B) + \sum_i \mathbf{r}'_i}{2m_{Ne} + 20},
\]

\[
\mathbf{R} = \mathbf{R}'_B - \mathbf{R}'_A,
\]

\[
\mathbf{r}_i = \mathbf{r}'_i - \frac{1}{2} (\mathbf{R}'_A + \mathbf{R}'_B).
\]

Under this transformation of coordinates, the kinetic energy terms of the Hamiltonian in equation (6.32) transform as

\[
-\frac{1}{2m_{Ne}} \left( \nabla^2_{R'_A} + \nabla^2_{R'_B} \right) - \frac{1}{2} \sum_i \nabla^2_{r'_i}

= -\frac{1}{2m_{Ne}} \nabla^2_{\mathbf{R}_{\text{com}}} - \frac{1}{m_{Ne}} \nabla^2_{\mathbf{R}} - \frac{1}{2} \sum_i \nabla^2_{\mathbf{r}_i} - \frac{1}{4m_{Ne}} \left( \sum_i \nabla_{\mathbf{r}_i} \right)^2,
\]

where the last term of the second line is the mass polarization term.

Now, we derive the diatomic Hamiltonian (6.32) in the new coordinates (6.33). We separate the center-of-mass motion, insert the transformed kinetic energy terms (6.34) in the Hamiltonian (6.32), neglect again the mass polarization term and obtain for the Hamiltonian of the relative motion of the nuclei and electrons

\[
H = T_{\text{nuc}} + H_{\text{el}} = -\frac{1}{m_{Ne}} \nabla^2_{\mathbf{R}} - \frac{1}{2} \sum_i \nabla^2_{\mathbf{r}_i} - \sum_i \left\{ \frac{Z}{|\mathbf{r}_i + \frac{1}{2} \mathbf{R}|} + \frac{Z}{|\mathbf{r}_i - \frac{1}{2} \mathbf{R}|} \right\} + \sum_{i<j} \frac{Z^2}{|\mathbf{r}_i - \mathbf{r}_j|}.
\]

The “electronic” Hamiltonian \(H_{\text{el}}\) also includes the Coulomb repulsion of the nuclei.

Separating nuclear motion and electronic motion (see section 3.1), we write the total state \(|\Psi(\mathbf{r}, \mathbf{R})\rangle\) of the system as

\[
|\Psi(\mathbf{r}, \mathbf{R})\rangle = \sum_n F_n(\mathbf{R}) \left| \phi_n(\mathbf{r}, \mathbf{R}) \right\rangle,
\]

where the electronic wave functions \(\left| \phi_n(\mathbf{r}, \mathbf{R}) \right\rangle\) are eigenfunctions of the electronic Hamiltonian

\[
H_{\text{el}} |\phi_n(\mathbf{r}, \mathbf{R})\rangle = V_n(\mathbf{R}) |\phi_n(\mathbf{r}, \mathbf{R})\rangle,
\]

with \(V_n(\mathbf{R})\) the Born-Oppenheimer potentials. The subscript \(n\) refers to the good quantum numbers of the molecular system, given by \(n = \{ \Lambda, S, \Sigma, \Gamma \} \) [46]. The meaning of the quantum numbers \(\Lambda, S, \Sigma\) was discussed in section 3.4. \(\Gamma\) refers to any additional quantum number necessary to specify the electronic state. The Born-Oppenheimer potentials \(V_n\) have been calculated for the Ne\(^+\)-Ne\(^+\) system in the Hund’s case (a) basis and are presented in section 6.6.

Note, that so far, no spin-orbit coupling has been included. As in the case of atomic Ne, the electronic states \(\left| \phi_n(\mathbf{r}, \mathbf{R}) \right\rangle\) are no eigenstates of the spin-orbit operator and one needs to construct molecular states which are eigenstates to the total electron angular momentum operator \(\mathbf{J}^2\) and the projection on the internuclear axis \(J_R\). These Hund’s case (c) states are the
eigenstates of the molecular Hamiltonian $H_{el}$ plus the spin-orbit operator $V_{LS}$ of the diatomic molecule

$$(H_{el} + V_{LS}) |J\Omega\rangle = V_{J\Omega} |J\Omega\rangle.$$  \hskip 1cm (6.38)

Here, we do not further specify the spin-orbit coupling term $V_{LS}$ of the diatomic system. The molecular potentials $V_{J\Omega}$ describe the molecular electronic energy of Hund’s case (c) states. These potentials have been calculated at long-range for the Ne*–Ne* system and the dispersion coefficients $c_5, c_6$ are tabulated in section 6.7.

In the next section, we introduce the molecular potentials of Ne$_2$ by calculating the ground state potential and the corresponding molecular orbitals before introducing the excited state potentials in the following sections.

6.5 Calculation of Molecular Orbitals

In order to understand the molecular potentials of Ne* which result from electronic structure calculations, we discuss briefly atomic and molecular basis sets which are employed in these calculations, for example in the GAMESS package. We discuss explicitly basis sets for Ne and calculate electronic energies for Ne$_2$ in a RHF calculation. We then illustrate the building-up principle for molecules which is an alternative way to introduce the designation and symmetries of the molecular states.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.5.png}
\caption{Radial part $\phi(r)$ of atomic wave function for an $s$-type orbital as a function of radial distance $r$. The blue solid line shows the 1$s$ orbital of Ne in the STO-3G basis for Ne which is composed of three primitive Gaussian-type orbitals (PGTOs) \[ 79\]. The radial wave function can be written as \[ \phi(r) = \sum_{i=1}^{3} \phi_i(r) = \sum_{i=1}^{3} a_i e^{-\zeta_i r^2}, \] with real coefficients $a_i$ and exponents $\zeta_i$. The radial function $\phi_i(r)$ is a PGTO and $\phi(r)$ is given by the contraction of three Gaussian functions. The coefficients $a_i$ and $\zeta_i$ of the STO-3G basis are tabulated in section 6.7.}
\end{figure}

In figure 6.5 the radial wave function of an $s$-type orbital for Ne in the STO-3G basis is shown. Here, STO stands for Slater-type orbital which is given by a sum of 3G (Gaussian-type orbitals), or more specifically, 3 primitive Gaussian-type orbitals (PGTOs) \[ 79\]. The radial wave function can be written as

$$\phi(r) = \sum_{i=1}^{3} \phi_i(r) = \sum_{i=1}^{3} a_i e^{-\zeta_i r^2},$$

with real coefficients $a_i$ and exponents $\zeta_i$. The radial function $\phi_i(r)$ is a PGTO and $\phi(r)$ is given by the contraction of three Gaussian functions. The coefficients $a_i$ and $\zeta_i$ of the STO-3G basis are tabulated in section 6.7.
have been found from fitting to the STO [79] and are tabulated in the EMSL database. For the 1s-orbital of Ne, these coefficients read [79]
\[
a_1 = 0.15432897, \quad a_2 = 0.53532814, \quad a_3 = 0.44463454, \quad (6.40a)
\]
\[
\zeta_1 = 207.0156100, \quad \zeta_2 = 37.7081510, \quad \zeta_3 = 10.2052970. \quad (6.40b)
\]
All three PGTOs \( \varphi_i \) are shown in figure 6.5 and the total radial wave function as the sum of the PGTOs. Here, the PGTOs and the total wave functions are normalized to \( \varphi(0) = 1 \). In general, the Gaussian-type orbitals in Cartesian coordinates may be written in the form
\[
\varphi_{l_x,l_y,l_z}(x,y,z) = N x^{l_x} y^{l_y} z^{l_z} e^{-\zeta r^2}, \quad (6.41)
\]
where \( N \) is a normalization constant and \( l_x, l_y, l_z \) are integer numbers \( \geq 0 \) determining the type of the orbital by the value \( l = l_x + l_y + l_z \). Note, that the basis functions (6.39), (6.41) are real. This is similar to the real orbitals which we have constructed for the hydrogen-like atoms in section 2.1.1. However, these orbitals (2.15) were Slater-type orbitals instead of Gaussian-type orbitals (6.39), (6.41).

We have performed a RHF calculation for the lowest state of \( \text{Ne}_2 \) in a 6-31G basis set. This basis set was also employed in the calculations of potential curves for \( \text{H}_2^+ \) and \( \text{H}_2 \) in chapter 2. It is a Pople style basis set and a split valence basis where the core orbitals of the atoms are contractions of six PGTOs instead of the three PGTOs while the inner part of the atomic valence orbitals is a contraction of three PGTOs. The outer part of the valence orbitals is given by a single PGTO [79]. The coefficients for Ne of this basis set can be found in the EMSL database.

Figure 6.6 shows the resulting potential energy curve for \( \text{Ne}_2 \). Even though the potential is attractive for some internuclear distances \( R \), it does not support a bound state. Strictly speaking, there is no stable bonding ground state \( \text{Ne}_2 \) molecule.

We have performed a further RHF calculation of the ground state energy of \( \text{Ne}_2 \), but in the smaller STO-3G basis set, in order to illustrate the LCAO again and the molecular orbitals for \( \text{Ne}_2 \). In this calculation, two s-type orbitals and three p-type orbitals are centered at each atom \( A \) and \( B \). Atom \( A \) and \( B \) were placed at an internuclear distance of \( R = 5.2a_0 \), which is the

---

1 https://bse.pnl.gov/bse/portal
The results for the LCAO coefficients \( c_{ij} \) on the \( g \)-axis. Figure 6 in table of these states is evident from the illustration in the figures as well as from the LCAO coefficients. The labeling of the \( \pi \)-orbitals as \( x, y \) type molecular orbitals, \( \sigma \)-type orbitals as \( s, p, \ldots \) the molecular orbitals are constructed. The lowest \( \sigma_{g} \) orbital reads \( \sigma_{g} = 0.704 \cdot 1s_{A} + 0.014 \cdot 2s_{A} + 0.704 \cdot 1s_{B} + 0.014 \cdot 2s_{B} \), with \( s_{A}, s_{B} \) are the atomic orbitals of the atoms \( A, B \). The labeling of the \( \pi \) orbitals as \( x, y \) orbitals was chosen to indicate, from which \( p \)-type atomic orbitals they originate. The main atomic orbital contribution for \( \pi_{xy} \) for example is from the atomic \( p_{y} \)-orbitals.

Figure 6.7 and figure 6.8 illustrate the resulting orbitals as isosurface plots. The \( g/u \) symmetry of these states is evident from the illustration in the figures as well as from the LCAO coefficients in table 6.1. All the \( \sigma \)-type molecular orbitals are rotationally invariant around the internuclear axis. Figure 6.8 shows the resulting molecular \( \pi \) orbitals. As for the \( \sigma \)-type molecular orbitals, the \( g/u \) symmetry of these states is evident from the illustration and the LCAO coefficients.
Figure 6.7: Isosurface plot of \( \sigma \)-type molecular orbitals of Ne\(_2\) resulting from a RHF calculation in the STO-3G basis for the internuclear distance \( R = 5.2 \, \text{a}_0 \). The subfigures (a), (b) show the \( \sigma \)-type molecular orbitals constructed from \( s \)-type atomic orbitals and subfigure (c) show the \( \sigma \)-type molecular orbitals constructed from \( p_z \)-type atomic orbitals. Shown in the top figures are the molecular orbitals with \( g \) symmetry and in the bottom figures the molecular orbitals with \( u \) symmetry. Blue surfaces indicate an isosurface value of the electronic wave function of \( \phi(r) = +0.0001 \) and red surfaces of \( \phi(r) = -0.0001 \).

Figure 6.8: Isosurface plot of \( \pi \)-type molecular orbitals of Ne\(_2\) resulting from a RHF calculation in the STO-3G basis for the internuclear distance \( R = 5.2 \, \text{a}_0 \). Subfigure (a) shows the \( \pi_x \)-type orbitals which are mainly given and subfigure (b) shows the \( \pi_y \)-type orbitals. Shown in the top figures are the molecular orbitals with \( g \) symmetry and in the bottom figures the molecular orbitals with \( u \) symmetry. Blue surfaces indicate an isosurface value of the electronic wave function of \( \phi(r) = +0.0001 \) and red surfaces of \( \phi(r) = -0.0001 \).
Building-up principle

The calculations of this section have been performed for ground state Ne and for the “ground state” diatomic molecule Ne₂. In section 6.6 potential energy surfaces are given for the excited Ne₂ molecule which dissociates in the Ne*–Ne* atomic limit with the atomic metastable configuration 2p³3s. In order to illustrate these excited states of Ne₂ we show in figure 6.9 an example for an excited molecular state of Ne₂. One can see how the molecular orbitals and the atomic orbitals are connected and how the electronic configuration of the molecular state is built up from single electrons filling the molecular orbitals respecting the Pauli exclusion principle.

One particular configuration is shown, where two electrons are excited from the \( \pi_u/\pi_g \pm \) orbitals to the 4σ_g and 4σ_u orbitals. The \( \pi_u/\pi_g \pm \) orbitals are the complex \( \pi \)-type molecular orbitals instead of the \( \pi_x/\pi_y \) real molecular orbitals which were used in the RHF calculation. The advantage of the complex molecular orbitals is the well-defined projection of angular momentum \( \Lambda_L = \pm 1 \). The 4σ atomic orbitals are constructed from 3s atomic orbitals of Ne. Thus, the dissociation limit of the specific configuration is given by Ne*–Ne*, where both atoms are in the metastable 2p³3s configuration. The quantum numbers of the total molecular state are determined solely by the quantum numbers of the open-shell orbitals as all closed shells result in \( 1\Sigma^+ \) states. Four of the ten electrons in figure 6.9 occupy open shells and their spin projections point in the same direction so that the total electronic spin of this state is given by \( S = 2 \) and its multiplicity by \( 2S + 1 = 5 \) [40]. The product state of the open-shell orbitals has symmetry \( g \times g \times u \times u = g \) and the projection of the total electronic orbital angular momentum is given by \( \Lambda = 2 \) as the only two electrons occupying open \( \pi \)-type orbitals have projections \( \Lambda_L = \pm 1 \). In total, the state arising from the configuration shown in figure 6.9 is one of the \( 5\Delta_g \) states in Hund’s case (a) notation. Similarly, one can construct the other molecular states of Ne₂ from building up the molecular orbitals.

Having illustrated the spatial molecular orbitals and the designation of the molecular states of Ne₂ we present next the calculated excited state potentials of Ne₂ which are the interaction potentials for Ne* at short-range.

Figure 6.9: Excited electronic configuration of Ne₂. The green arrows indicate the electrons and their spin projections. The particular configuration of Ne₂ shown here reads 1s² 2s² 2p⁶ 3s² 1π_g+1 1π_u+1 1π_g−1 1π_u−1 2σ_u 2σ_g 1σ_u 1σ_g which in total is a \( 5\Delta_g \) state. The atomic limit of this molecular state are two Ne* atoms in the metastable 2p³3s configuration.
The short-range interaction potentials of Ne$^*$ are given in the Hund’s case (a) basis dissociating in the atomic limit Ne$^*$(2$p^5$3$s$)–Ne$^*$(2$p^5$3$s$), and more specifically in Ne$(3P)$–Ne$(3P)$, Ne$(3P)$–Ne$(1P)$ and Ne$(1P)$–Ne$(1P)$. These potentials have been given in [6] and were thankfully provided to us by S. Kotochigova. They were calculated by using an adapted version of the Generalized Valence Bond (GVB) method described in [123]. The GVB method is a special type of the valence bond methods which are based on the Heitler-London method, discussed in section 3.5.2.

The potentials are the eigenvalues $V_n(R)$ of the non-relativistic electronic Hamiltonian $H_{el}$ of Ne$_2$. We are particularly interested in the atomic limit $3P$–$3P$ as in experiments with Ne$^*$ the atoms are prepared in these states. The possible molecular states which dissociate to the $3P$–$3P$ atomic limit are tabulated in [70]. In the atomic limit of Ne$^*$, both atoms are in triplet states so that the total spin $S$ of the molecular state may take the values $S = 0, 1, 2$ and the molecular state is either a singlet, a triplet or a quintet state. Furthermore, in the $3P$–$3P$ atomic limit, both atoms are in $P$ states. Therefore, by simple angular momentum algebra we conclude that the projection of orbital angular momentum on the internuclear axis may take the values $\Lambda = 0, 1, 2$. Thus, $\Sigma$, $\Pi$ and $\Delta$ potentials occur. We have ordered these potentials according to their multiplicity.

In figure 6.10 the singlet Ne$_2$ potentials of of [6] are shown. It is also included the $^1\Delta_g$ potential which connects to the $^1P$Ne–$^1P$Ne asymptotic limit. Note, that the potential depth with $\sim 4500$ cm$^{-1}$ of the singlet potential dissociating to the $^3P$–$^3P$ limit is very large compared to the potential depths $\sim 20$ cm$^{-1}$ we have calculated in section 6.5 for the ground state Ne$_2$. In contrast to the ground state Ne$_2$, the singlet potentials shown here support many bound states. A potential depth of 4500 cm$^{-1}$ corresponds to a temperature of $T \sim 6500$ K with $T = E/k_B$. This temperature is very large compared to the relative collision energy of cold Ne$^*$ collisions which is on the order of $\sim 1$ mK.

In figure 6.11 the triplet potentials of Ne$_2$ of [6] dissociating to the $^3P$–$^3P$ and the $^3P$–$^1P$ atomic limits are depicted. Again, the potentials which connect to the $^3P$–$^3P$ atomic limit are very deep with a potential depth on the order of $\sim 3300$ cm$^{-1}$ which corresponds to $T \sim 4700$ K. As the singlet potentials, these potentials contain many bound states.
Figure 6.11: Triplet ($S = 1$) Born-Oppenheimer potentials of Ne$_2$ as functions of the internuclear distance $R$ connecting to the atomic metastable limit Ne*(2p$^5$3s)–Ne*(2p$^5$3s).

Figure 6.12: Quintet ($S = 2$) Born-Oppenheimer potentials of Ne$_2$ as functions of the internuclear distance $R$ connecting to the atomic metastable limit Ne*(2p$^5$3s)–Ne*(2p$^5$3s).
In figure 6.12 the quintet potentials of Ne₂ of [6] are shown. It is striking, that these six quintet potentials are much shallower than the triplet and singlet potentials connecting to the \( ^3P \rightarrow ^3P \) limit. The potential depths are on the order of \( \sim 155 \text{ cm}^{-1} \) which corresponds to \( T \sim 240 \text{ K} \). This is still a large energy compared to the typical relative collision energies in the experiment, but an order of magnitude smaller than for the singlet and triplet potentials. Another difference of the quintet potentials compared to the singlet and triplet potentials are the positions of the minima of the potential curves. The singlet and triplet potentials connecting to the \( ^3P \rightarrow ^3P \) atomic limit have potential minima at internuclear distance \( R \sim 6.5 \text{ a}_0 \) while the potential minima of the quintet potentials are at \( R \sim 10.5 \text{ a}_0 \). The quintet potentials are particularly interesting as they describe the case of spin-aligned atoms. It is expected that the ionization rates drop for spin-polarized samples of atoms, as the PI processes are forbidden for spin-polarized collisions. Without considering the \( \Delta \chi \) potential, which is a bit deeper than the other potentials, all the quintet potentials have energy splittings of \( \sim 10 \text{ cm}^{-1} \) at \( R \sim 10.5 \text{ a}_0 \). It is pronounced that these splittings affect the inelastic collision rates [6].

The molecular potentials discussed here are supposed to describe the Ne* collisions at short-range [6]. The long-range interactions will be given in the next section.

### 6.7 LONG-RANGE INTERACTIONS

We have studied the long-range interactions of hydrogen and helium in chapter 4 in an atomic basis. The long-range interactions of Ne* were calculated in the *Hund’s case (c)* molecular basis \( |JΩ⟩ \). In *Hund’s case (c)* basis of Ne*, the total angular momentum \( J = J_A + J_B \) where \( J_A \) and \( J_B \) are the total angular momenta of the atoms \( A \) and \( B \), respectively. The molecular states dissociating to the atomic limit Ne*\(^{2}\)P\(_2\)–Ne*\(^{2}\)P\(_2\) have total angular momentum \( J = 0, 1, \ldots, 4 \) as \( j_A = j_B = 2 \). With \( Ω = 0, \ldots, J \) and the states with \( Ω \neq 0 \) being doubly degenerate, we have in total 25 molecular states dissociating to the atomic limit Ne*\(^{2}\)P\(_2\)–Ne*\(^{2}\)P\(_2\). Therefore, 25 dispersion coefficients are given.

The Ne atom in its metastable configuration \( 2p^53s \) has a non-vanishing quadrupole moment due to the spherical asymmetry of the \( 2p^5 \) core. This leads to the quadrupole–quadrupole interaction of Ne* atoms which is given by a \( c_5/R^5 \) interaction potential. The 25 dispersion coefficients \( c_5 \) are tabulated in 6.2. They have been calculated in [8].

<table>
<thead>
<tr>
<th>Term</th>
<th>( c_5 ) (a.u.)</th>
<th>( c_6 ) (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 4_s )</td>
<td>0.2467</td>
<td>1877</td>
</tr>
<tr>
<td>( 3_s )</td>
<td>-0.3700</td>
<td>1919</td>
</tr>
<tr>
<td>( 3_u )</td>
<td>0.1233</td>
<td>1922</td>
</tr>
<tr>
<td>( 2_s )</td>
<td>0.1233</td>
<td>1967</td>
</tr>
<tr>
<td>( 2_p )</td>
<td>-0.2673</td>
<td>1935</td>
</tr>
<tr>
<td>( 2_u )</td>
<td>-0.2878</td>
<td>1934</td>
</tr>
<tr>
<td>( 1_u )</td>
<td>0.1730</td>
<td>1983</td>
</tr>
<tr>
<td>( 1_g )</td>
<td>0.1617</td>
<td>1982</td>
</tr>
<tr>
<td>( 1_s )</td>
<td>-0.2028</td>
<td>1920</td>
</tr>
<tr>
<td>( 1_D )</td>
<td>-0.1318</td>
<td>1920</td>
</tr>
<tr>
<td>( 0^+_\xi )</td>
<td>0.2173</td>
<td>1999</td>
</tr>
<tr>
<td>( 0^-_\xi )</td>
<td>-0.0679</td>
<td>1968</td>
</tr>
<tr>
<td>( 0^+_\xi )</td>
<td>-0.1525</td>
<td>1966</td>
</tr>
<tr>
<td>( 0^-_\xi )</td>
<td>-0.3992</td>
<td>1877</td>
</tr>
<tr>
<td>( 0^+_\xi )</td>
<td>0.4673</td>
<td>1877</td>
</tr>
</tbody>
</table>

Table 6.2: Dispersion coefficients \( c_5, c_6 \) of the molecular states \( |JΩ⟩ \) of Ne in *Hund’s case (c)*, dissociating to the atomic limit Ne*\(^{2}\)P\(_2\)–Ne*\(^{2}\)P\(_2\). The \( c_5 \) coefficients are from [8] and the \( c_6 \) coefficients from [6].

As discussed in chapter 4 for the cases of H–H and He–He, the interaction of two neutral atoms at long-range is governed by the *van der Waals* interaction which is of the form \(-c_6/R^6\).
This interaction is negative and leads to an attractive force between two neutral atoms. The \( c_6 \) coefficients for Ne\(_2\) dissociating to the limit Ne\(^{+}(3P_2)\)-Ne\(^{+}(3P_2)\) have also been calculated in the *Hund’s case (c)* basis and the results are given in [9]. The error of the results is estimated to be 4\%. We have listed these \( c_6 \) coefficients in table 6.2. Note the difference in magnitude of the \( c_5 \) and the \( c_6 \) coefficients. All the \( c_5 \) coefficients are on the order of \( \sim 0.5 \) a.u. while the \( c_6 \) coefficients are on the order of \( \sim 2000 \) a.u. so that the strength of the quadrupole–quadrupole term \( c_5/R^5 \) only becomes comparable to the strength of the induced dipole–dipole term \( c_6/R^6 \) at internuclear distances on the order of \( R \sim 4000 \) a\(_0\). Thus, the scattering properties of Ne\(^+\) at long-range will be mainly determined by the *van der Waals* interaction. For ionizing collisions of spin-polarized atoms, however, the quadrupole–quadrupole interaction is expected to have an influence, as the anisotropy of the \( c_5 \) coefficients, which is on the same order as the \( c_5 \) coefficients themselves, leads to depolarizing collisions [8].

Given the \( c_6 \) coefficients of table 6.2 we can calculate the *van der Waals parameters*. These parameters are used in the *non-universal model* to analyze cold collisions and read [60]

\[
R_6 = \frac{1}{2} \left( \frac{2\mu c_6}{\hbar^2} \right)^{1/4}, \quad \tilde{a} = \frac{4\pi R_6}{\Gamma(\frac{1}{4})}.
\]

with the characteristic *van der Waals* length \( R_6 \) and the mean scattering length \( \tilde{a} \). \( \Gamma(x) \) is the Gamma function [13]. The *van der Waals parameters* solely depend on the \( c_6 \) coefficient and the reduced mass \( \mu \). Table 6.3 lists the *van der Waals parameters* \( R_6 \) and \( \tilde{a} \) for the minimal \( c_6 \) coefficient \( c_{6}^{\text{min}} = 1877 \) a.u. and the maximal \( c_6 \) coefficient \( c_{6}^{\text{max}} = 1999 \) a.u. of Ne\(^+\) interactions and for all isotope combinations of Ne which are explored in the experiment.

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( c_6 = 1877 ) a.u.</th>
<th>( c_6 = 1999 ) a.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{20}\text{Ne}^{+}-^{20}\text{Ne} )</td>
<td>( 18222 )</td>
<td>( 45.47 )</td>
</tr>
<tr>
<td>( ^{21}\text{Ne}^{+}-^{20}\text{Ne} )</td>
<td>( 18667 )</td>
<td>( 45.75 )</td>
</tr>
<tr>
<td>( ^{22}\text{Ne}^{+}-^{20}\text{Ne} )</td>
<td>( 19090 )</td>
<td>( 46.00 )</td>
</tr>
<tr>
<td>( ^{21}\text{Ne}^{+}-^{22}\text{Ne} )</td>
<td>( 19579 )</td>
<td>( 46.30 )</td>
</tr>
<tr>
<td>( ^{22}\text{Ne}^{+}-^{22}\text{Ne} )</td>
<td>( 20044 )</td>
<td>( 46.57 )</td>
</tr>
</tbody>
</table>

Table 6.3: *Van der Waals parameters* \( R_6 \) and \( \tilde{a} \) for Ne\(^+\) for different isotope combinations. The reduced masses \( \mu \) are taken from [124].

Having discussed the short-range and long-range interaction potentials of Ne\(^+\) we continue with the full scattering equations and the two-body loss rate coefficients of Ne\(^+\) collisions in terms of these potentials.

### 6.8 Scattering Equations in a Molecular Basis

Here, we show how the *coupled-channel equations* and the molecular potentials of Ne\(^+\) emerge from an expansion of the scattering states of Ne\(^+\) in a molecular basis [44,46,52,125]. The scattering state reads

\[
|\Psi(J_i, M_i, E)\rangle = \sum_{J_1, J_2} \sum_{M_1, M_2} F_{J_1'J_2',J_1J_2}^{M_1M_2E}(R) \times |J_i, M_i, J_1', J_2'\rangle, \tag{6.44}
\]

where \( J_i \) is the total angular momentum of the diatomic state given by the total electronic angular momentum \( J \) and the rotational angular momentum \( L \) of the diatomic system so that \( J_i = J + L \). The quantum number \( M_i \) is the projection of \( J_i \) on the space-fixed quantization axis and \( E \) is the relative collision energy of the relative motion of the two atoms. For particles with spin, electronic degrees of freedom and rotational degrees of freedom can change, but \( J_i \) and \( M_i \) are conserved quantum numbers if no external electric and magnetic field is applied.
The scattering state (6.44) is given by a separation ansatz, where the radial part $I_{j',l'}(R)$ is separated from the molecular channel states $|j, M_r, J', l'angle$. The channel states consist of a rotational part and an electronic part for the electronic states of the diatomic system. They read

$$|j, M_r, J, l, I⟩ = \sum_{m_j, m_l} C(I|J; m_j m_l M_r) |m_j⟩ \times |lm_l⟩,$$

with the Clebsch-Gordan coefficient $C(I|J; m_j m_l M_r)$. The rotational part $|lm_l⟩$ is characterized by the rotational quantum number $l$ and its projection $m_l$ on a space-fixed quantization axis. The electronic part $|m_j⟩$ describes the state in a diatomic basis with total electronic angular momentum number $J$ and projection $m_j$ on the space-fixed quantization axis. This state is given in a LS coupled representation of atomic states $|jm⟩$ with quantum numbers $(l_1 s_1, j_1)$ and $(l_2 s_2, j_2)$, with $(l_1, l_2)$ the orbital angular momentum numbers, $(s_1, s_2)$ the total electronic spins and $(j_1, j_2)$ the total electronic angular momentum numbers of the atom $(1, 2)$, respectively.

We saw in section 6.2 that the LS coupling scheme is valid for the $3s(3/2)_2$ states of Ne in the $2p^53s$ configuration and the corresponding states in LS coupling are arising from the $3p^2$ manifold, so that $s_1 = s_2 = 1$, $l_1 = l_2 = 1$ and $j_1 = j_2 = 2$.

The diatomic electronic state $|m_j⟩ = |(l_1 s_1) j_1 (l_2 s_2) j_2⟩|m_j⟩$ can be transformed to a molecular basis, where the atomic orbital angular momenta $L_1, L_2$ couple to a total orbital angular momentum $L = L_1 + L_2$ and where the total electron spins of the atoms $S_1, S_2$ couple to a total electronic spin $S = S_1 + S_2$. The transformation reads

$$|m_j⟩ = |(l_1 s_1 j_1 (l_2 s_2) j_2⟩|m_j⟩ = \sum_{LS} \sqrt{(2j_1 + 1)(2j_2 + 1)(2S + 1)(2L + 1)} \left\{ \begin{array}{ccc} s_1 & s_2 & S \\ j_1 & l_2 & l_1 \\ j_2 & j_1 \end{array} \right\} |(l_1 l_2) L (s_1 s_2) S⟩|m_j⟩,$$

where $\{ \cdot \}$ is a Wigner 9j symbol (see appendix B.1). The state $|m_j⟩$ is characterized by the quantum number $m_j$, which is the projection on the space-fixed quantization axis while the molecular states of section 6.6 and 6.7 are given in a basis, where the projection axis is the internuclear axis $R$. In order to connect the diatomic states (6.46) to these molecular states we have to rotate the state $|m_j⟩$ to this quantization axis. The transformation of the state $|(l_1 l_2) L (s_1 s_2) S⟩|m_j⟩$ in the space-fixed frame to the state $|(l_1 l_2) L (s_1 s_2) S⟩|Ω⟩$ in the body-fixed frame reads

$$|(l_1 l_2) L (s_1 s_2) S⟩|m_j⟩ = \sum_{Ω} D^l s_{m_j Ω}(ϕ, θ, 0) \ |(l_1 l_2) L (s_1 s_2) S⟩|Ω⟩,$$

where $D^l s_{m_j Ω}(ϕ, θ, 0)$ is the Wigner D matrix (see appendix B) and $(ϕ, θ)$ are the polar and azimuthal angles of the internuclear axis $R$ (see appendix B.2). The transformed states $|Ω⟩$ are the molecular basis states of Ne$_2$. The long-range properties of these states were given in section 6.7. We can furthermore transform the molecular basis $|Ω⟩$ of Hund’s case (c) to the molecular Hund’s case (a) basis $|LSΣ⟩$. The transformation reads

$$|(l_1 l_2) L (s_1 s_2) S⟩|Ω⟩ = \sum_{ΛΣ} C(LS; ΛΣΩ), |(l_1 l_2) Λ (s_1 s_2) Σ⟩|LSΣ⟩,$$

with the Clebsch-Gordan coefficient $C(LS; ΛΣΩ)$. Note, that so far in the discussion of the scattering states we have not referred to the issue of identical particle scattering. For homonuclear collisions, the channel states (6.45) have to be symmetric or antisymmetric under the exchange of the nuclei. We address this issue in the next section and show how electronic and rotational part of the scattering wave function are modified for identical particle scattering.

The states $|LSΣ⟩$ in equation (6.48) are the eigenstates of the electronic Hamiltonian of Ne$^*$. We write the eigenvalue equation (6.37) more explicitly, in terms of the quantum numbers $L, S, Λ, Σ$, as

$$H_{el} |LSΣ⟩ = V_{LSΣ}(R) |LSΣ⟩,$$
with $V_{\text{LAS}}(R)$ the molecular potentials in Hund’s case (a) notation.

With the expansion of the scattering state (6.44) in a molecular basis (see equation (6.47) for the basis $|\Omega\rangle$ and equation (6.48) for the basis $|\text{LAS}\rangle$) it is evident, how the molecular potentials of section 6.6 and of section 6.7 enter the scattering equations for Ne* collisions. The Schrödinger equation for the scattering state (6.44) reads

$$\langle H + V_{\text{LS}} | \Psi(J_l, M_l, E) \rangle = E \langle |\Psi(J_l, M_l, E)\rangle,$$

(6.50)

where $H$ is the diatomic Hamiltonian given in equation (6.35) and $V_{\text{LS}}$ describes the spin-orbit coupling for diatomic Ne. The coupled-channel equations for the Schrödinger equation (6.50) are generated by constructing the matrix elements

$$\langle J_l, M_l, J''_l, M''_l \langle H + V_{\text{LS}} | \Psi(J_l, M_l, E) \rangle = E \langle |\Psi(J_l, M_l, E)\rangle,$$

(6.51)

The resulting equations are solved for the radial functions $F_{J''_l, M''_l}^{JM,E}(R)$ for which the asymptotic form is given by [44]

$$F_{J''_l, M''_l}^{JM,E}(R) \underset{R \to \infty}{\longrightarrow} \left( \frac{k_J}{v_J^{1/2}} \right)^{1/2} j_l(k_J) \delta_{J''_l} \delta_{M''_l} - \frac{1}{2} T_{J''_l, J_l}^{JM,E} \left( \frac{k_J}{v_J^{1/2}} \right)^{1/2} h_v(k_J),$$

(6.52)

with $j_l(k_J)$ is the spherical Bessel function and $h_v(k_J)$ the spherical Hankel function of first kind (see appendix C.2). The channel wave numbers are given by $k_J^2 = E - \Delta_J$, with $\Delta_J$ the asymptotic channel energies. The relative velocities $v_J$ are defined with respect to the scattering channel $J$. The elements $T_{J''_l, J_l}^{JM,E}$ are the on-shell $T$ matrix elements. The connection of $S$ matrix and $T$ matrix was given in equation (5.42) for single-channel scattering and in equation (5.111) for multichannel scattering. All the scattering properties can be extracted from either the $S$ matrix or the $T$ matrix.

The coupled-channel equations (6.51) describe the full interaction of Ne* atoms. In the derivation it was important to construct channel states (6.45), which dissociate into the correct asymptotic limit of two Ne* atoms in states of the $^3P_2$ manifolds, in a space-fixed frame and express them in the molecular basis $|\Omega\rangle$ or $|\text{LAS}\rangle$ in the body-fixed frame. This introduces the Born-Oppenheimer potentials $V_{\text{LAS}}(R)$ or the long-range potentials in the scattering equations. At low energies, the colliding Ne* atoms follow these potential curves adiabatically and one solves the coupled-channel equations for the radial wave functions $F_{J''_l, M''_l}^{JM,E}(R)$.

The coupled-channel equations of this section do not account for the ionization channels of PI in Ne* scattering. In the next section we show, how the two-body loss rate coefficients for an unpolarized sample of Ne* atoms can be calculated from the contributions of the individual molecular Hund’s case (a) states.

### 6.9 Unpolarized Two-Body Loss Rate Coefficients in a Molecular Basis

In this section, we assume an unpolarized ensemble of trapped Ne* atoms, prepared in the $^3P_2$ states where the magnetic sublevels $m$ are equally populated. We follow the discussion in [58, 59]. Consider, that $N_F(t)$ is the number of trapped atoms of the isotope $F$ and that the ensemble consists either of this single isotope species $F$ or of two different isotopes $F, G$. The rate equation (5.166) for $N_F(t)$ can then be written as

$$\frac{dN_F(t)}{dt} = -E^F\beta_{\text{unp}} \int d^3r \ n_F^2(r,t) - F^G\beta_{\text{unp}} \int d^3r \ n_F(r,t)n_G(r,t),$$

(6.53)

with $n_F(r,t), n_G(r,t)$ the particle densities of the species $F, G$. The two-body loss rate coefficients $F^G\beta_{\text{unp}}$ for an unpolarized ensemble of atoms was given in section 5.8.6 in terms of an atomic product basis $|j_1m_1\rangle \otimes |j_2m_2\rangle$. Our goal in this section is, to decompose the two-body loss rate coefficients in terms of the contributions of the molecular basis states $|\text{LAS}\rangle$. In an unpolarized ensemble these molecular states are all equally populated and $F^G\beta_{\text{unp}}$ is given by the individual molecular state contributions.
Heteronuclear two-body loss rate coefficients

We first consider the case of heteronuclear Ne* collisions including the cases of $^{20}\text{Ne}^{22}\text{Ne}$, $^{20}\text{Ne}^{21}\text{Ne}$ and $^{21}\text{Ne}^{22}\text{Ne}$ collisions. Heteronuclear collisions are the simplest case as the particles are distinguishable. When the molecular states are equally populated, we can write the unpolarized two-body loss rate coefficient as

$$FG \beta_{\text{unp}} = \left(\frac{1}{2j_1 + 1}\right)^2 \sum_{j=0}^{3} \sum_{\Omega} FG \beta_{j\Omega},$$  \hspace{1cm} (6.54)

where $j_1 = 2$ is the total angular momentum of the atomic states, which are states of the $^3P_2$ manifold and $FG \beta_{j\Omega}$ is the two-body loss rate contribution from the molecular state $|j\Omega\rangle$ in the Hund’s case (c) basis. Note, that the sum in equation (6.54) only extends up to $j = 3$. The molecular states with $j = 4$ correspond to the spin-polarized case where the PI channels are forbidden. Thus, there are no two-body loss rate contributions from these states. The loss rate contributions $FG \beta_{j\Omega}$ are given in terms of the molecular Hund’s case (c) states $|j\Omega\rangle$. We want to further decompose the loss rates in terms of the Hund’s case (a) states $|LS\Lambda\Sigma\Omega\rangle$. The basis transformation between these states, including the rotational part of the atoms, reads [46]

$$|((s_1l_1)_{1a},(s_2l_2)_{2a})\rangle |\Lambda\Sigma\Omega\rangle = \sum_{LS\Lambda\Sigma} a_{LS\Lambda\Sigma} |(l_1l_2)\Lambda\Lambda(s_1s_2)\Sigma\Omega\rangle |\Lambda\Sigma\Omega\rangle,$$ \hspace{1cm} (6.55)

with the coefficients

$$a_{LS\Lambda\Sigma} = \sqrt{\frac{2S+1(2L+1)(2j_1+1)(2j_2+1)}{18}} \left\{ \frac{L}{j_1} \frac{L}{j_2} \frac{S}{j_1} \right\} \left\langle (LS) ; \Lambda\Sigma\Omega \right|.$$ \hspace{1cm} (6.56)

The quantum numbers $(l_1 = 1, s_1 = 1, j_1 = 2)$ and $(l_2 = 1, s_2 = 1, j_2 = 2)$ are given by the atomic limit of $\text{Ne}^*(^3P_2) - \text{Ne}^*(^3P_2)$. With the transformation of the channel states (6.55) we find for the unpolarized two-body loss rate coefficient in a partial-wave series in $l$ as

$$FG \beta_{\text{unp}} = \left(\frac{1}{2j_1 + 1}\right)^2 \sum_{l} \sum_{LS\Lambda\Sigma} |a_{LS\Lambda\Sigma}|^2 FG \beta_{l,LS\Lambda\Sigma}.$$ \hspace{1cm} (6.57)

Here, $FG \beta_{l,LS\Lambda\Sigma}$ are the partial two-body loss rate contributions from the molecular states $|LS\Lambda\Sigma\rangle$. The sum (6.57) does not include the sum over $S = 2$. These are the quintet state loss rate contributions which are zero as PI reactions from these states are forbidden. Keeping this in mind, the evaluation of the sum (6.57) leads to

$$FG \beta_{\text{unp}} = \frac{1}{25} \left\{ \sum_{l} \sum_{l=2}^7 \left( \frac{FG \beta_l (^1\Delta_S^+)}{18} + \frac{FG \beta_l (^1\Pi_u^+)}{18} \right) \right. $$

$$+ \left. \frac{7}{36} FG \beta_l (^1\Sigma_u^-) + \frac{5}{9} FG \beta_l (^1\Sigma_u^+) + \frac{10}{9} FG \beta_l (^3\Sigma_u^+) + \frac{20}{9} FG \beta_l (^3\Pi_u) \right\} $$

$$+ \frac{3}{2} \left( FG \beta_l (^3\Delta_u) + FG \beta_l (^3\Pi_u) \right) + \frac{3}{4} FG \beta_l (^3\Sigma_u^+) + \frac{5}{4} FG \beta_l (^3\Sigma_u^-)$$

$$+ \frac{5}{6} FG \beta_l (^1\Pi_u) + \frac{5}{12} FG \beta_l (^1\Sigma_u^-) \right\}.$$ \hspace{1cm} (6.58)

We used the symmetry properties (3.46) of the states $|LS\Lambda\Sigma\rangle$ to determine the $g/u$ and $+/-$ symmetries of the states. In the sum (6.58), the notation $FG \beta_l (^1\Delta_S^+)$ designates for example the $l$-th partial two-body loss rate contribution from the molecular $^1\Delta_S^+$ state.
Homonuclear two-body loss rate coefficients

For homonuclear collisions of $^{20}$Ne and $^{22}$Ne, the channel states need to be symmetric under the exchange of the nuclei. The properly symmetrized states in Hund’s case (a) basis, including the rotational part of the atoms, read [58]

$$
| (l_1 l_2) L \Lambda (s_1 s_2) \Sigma \rangle |lm_l \rangle = \frac{1}{\sqrt{2}} \left| \left( (l_1 s_1)_A (l_2 s_2)_B \Lambda \Sigma \Sigma \right) + \left( (l_1 s_1)_B (l_2 s_2)_A \Lambda \Sigma \Sigma \right) \right| |lm_l \rangle \\
= \frac{1}{\sqrt{2}} \left( 1 + (-1)^{l+L+S} \right) | (l_1 s_1)_A (l_2 s_2)_B \Lambda \Sigma \Sigma \rangle |lm_l \rangle ,
$$

(6.59)

where the unsymmetrized electronic state $| (l_1 s_1)_A (l_2 s_2)_B \Lambda \Sigma \Sigma \rangle$ is a coupled diatomic state which reads

$$
| (l_1 s_1)_A (l_2 s_2)_B \rangle \Omega = \sum_{\Lambda \Sigma} \langle \Lambda \Sigma \Sigma | \Omega \rangle | \Lambda \Sigma \Sigma \rangle \\
= \sum_{\Lambda \Sigma \lambda_1 \lambda_2 \sigma_1 \sigma_2} \langle \Lambda \Sigma \Sigma | \Omega \rangle \langle l_1 l_2 \lambda_1 \lambda_2 | \Lambda \Sigma \rangle \langle s_1 s_2 \sigma_1 \sigma_2 | \Sigma \rangle \\
\times | l_1 l_2 \lambda_1 \lambda_2 \rangle |s_1 s_2 \sigma_1 \sigma_2 \rangle .
$$

(6.60)

Here, $(l_1, \lambda_1, s_1, \sigma_1)$ are the quantum numbers of atom $A$ while $(l_2, \lambda_2, s_2, \sigma_2)$ are the quantum numbers of atom $B$. The quantum numbers $(\lambda_1, \lambda_2)$ are the projections of the atomic orbital angular momenta $(l_1, l_2)$ on the internuclear axis and $(\sigma_1, \sigma_2)$ are the projections of the atomic electronic spins $(s_1, s_2)$ on the internuclear axis. An exchange of the nuclei in the state (6.60) leads to an exchange of the quantum numbers $(l_1 \lambda_1 s_1 \sigma_1 \leftrightarrow l_2 \lambda_2 s_2 \sigma_2)$. Exchanging $A \leftrightarrow B$ in (6.60) leads to the factor $(-1)^{L+S}$. Furthermore, the factor $(-1)^L$ in (6.59) results from the effect of the exchange $A \leftrightarrow B$ on $|lm_l \rangle$. In total we find indeed, that the state (6.59) is the properly symmetrized state for bosons. It is evident that this state vanishes if $L + S$ is an even number and $l$ is odd or if $L + S$ is an odd number and $l$ is even. Thus, we conclude that for identical bosons in gerade molecular states only even partial waves contribute while in ungerade states only odd partial waves contribute. If we insert the symmetrized state in (6.55) we find for the unpolarized loss rate in equation (6.57)

$$
FF \beta_{\text{unp}} = \begin{cases} 
\sum_{l \text{ even}} \sum_{LS\lambda \Sigma} |a_{LS\lambda \Sigma}|^2 FF \beta_{L,LS\lambda \Sigma} & L + S \text{ even,} \\
\sum_{l \text{ odd}} \sum_{LS\lambda \Sigma} |a_{LS\lambda \Sigma}|^2 FF \beta_{L,LS\lambda \Sigma} & L + S \text{ odd,}
\end{cases}
$$

(6.61)

which holds for homonuclear collisions of bosons. The summation is again excluding the $S = 2$ states, as there is no two-body loss from the quintet states. Evaluation of the sum (6.61) leads to

$$
FF \beta_{\text{unp}} = \frac{1}{25} \left\{ \sum_{l \text{ even}} \left[ \frac{7}{18} \left( FF \beta_{l} \left( \frac{1}{2} \Omega \right) \right) + FF \beta_{l} \left( \frac{3}{2} \Omega \right) \right] \\
+ \frac{7}{36} FF \beta_{l} \left( \frac{1}{2} \Sigma \right) + \frac{5}{9} FF \beta_{l} \left( \frac{1}{2} \Sigma \right) + \frac{10}{9} FF \beta_{l} \left( \frac{3}{2} \Sigma \right) + \frac{20}{9} FF \beta_{l} \left( \frac{3}{2} \Omega \right) \right\} \\
+ \sum_{l \text{ odd}} \left[ \frac{3}{2} \left( FF \beta_{l} \left( \frac{3}{2} \Delta \right) + FF \beta_{l} \left( \frac{3}{2} \Lambda \right) \right) + \frac{3}{4} FF \beta_{l} \left( \frac{3}{2} \Sigma \right) + \frac{3}{4} FF \beta_{l} \left( \frac{3}{2} \Sigma \right) \right] \\
+ \frac{5}{6} FF \beta_{l} \left( \frac{3}{2} \Omega \right) + \frac{5}{12} FF \beta_{l} \left( \frac{3}{2} \Omega \right) \right\},
$$

(6.62)

where again the $g/u$ and $+/-$ symmetries are determined from the symmetries (3.46) of the molecular states $|LS\lambda \Sigma \rangle$.

The two-body loss rate coefficients of unpolarized samples of Ne* in the equations (6.58), (6.62), decomposed in the contributions of the molecular potentials, of course, are only of use, if
the inelastic cross sections to the ionization channels are known. The considerations of this section are however of importance as it is shown how the suppression of PI reactions for spin-polarized states can be included explicitly in the calculation. Furthermore, in this section the basis transformation of Hund’s case (a) to Hund’s case (c) basis states is given. It is also shown how the symmetrization of the channel states for identical atoms together with the inversion symmetries of the molecular states affects the two-body scattering rates.

CONCLUSION

In this chapter, we gave an overview of the atomic and diatomic properties of Ne* and showed how these properties relate to the full interaction properties of Ne*. We started with the Hamiltonian of Ne and discussed the fine-structure of the metastable Ne configuration. It was shown that the fine-structure notation of the lowest metastable 3s(3/2)\textsubscript{2} state is equivalent to the 3\textit{P}\textsubscript{2} state of LS coupling.

In order to introduce the molecular potentials of Ne* we calculated the potential energy of the ground state of Ne\textsubscript{2} and investigated the resulting molecular orbitals. In section 6.6 the excited potential energies were given and in section 6.7 the dispersion coefficients \(c_5, c_6\) of the long-range interactions in the different molecular basis states. In order to account for the loss processes in Ne* collisions we briefly discussed PI afterwards. In the last two sections of this chapter we introduced the short-range and long-range interaction potentials of Ne* in the scattering equations. We expanded the scattering state in an atomic basis and transformed this state to the molecular basis in order to introduce the molecular potentials in the scattering equations. Finally, we demonstrated how the two-body loss rate coefficients for an unpolarized sample of Ne* atoms can be calculated from the individual contributions from the molecular.

The scattering equations for Ne* collisions contain a large amount of molecular potentials as was seen in this chapter. We find however, that the collision physics of Ne* at low collision energies can be described by the coupled two-channel model which we introduce in the next chapter in the version, where elastic channel and loss channel is given by square-well potentials.
TWO-CHANNEL MODEL WITH SQUARE-WELL POTENTIALS

From the description of collisions physics of Ne* in terms of the full interactions we introduce in this chapter a model for cold reactive collisions of Ne*. This model is given by two coupled channels where the channels are given by square-well potentials. From the pole expansion of the S matrix in terms of a single term we obtain simple expressions for inelastic cross sections and two-body loss rate coefficients. In the next chapter we then show that this parametrization of the two-body loss rate coefficients agrees with the experimental measurements on ionizing collisions of Ne* and the numerical results of the two-channel model with a realistic interaction potential of Ne* which then is introduced.

The scattering rates of different isotopes of Ne* are not universal \[2\]. This suggests that the quantum reflection model which was briefly discussed in the introduction is not valid and the atoms do not ionize with 100\% probability at short-range. Therefore, we assume that the coupling of elastic channel to inelastic channel in the coupled two-channel model is weak. In this case, the matrix elements for the S matrix for the two-channel model are given in terms of the uncoupled solutions of the single-channel square-well potential. Therefore we start this chapter by studying these single-channel solutions. As in cold collisions only a few partial waves contribute to the scattering cross section, we solely investigate the lowest partial waves \(l = 0, 1, 2\).

7.1 SINGLE-CHANNEL SOLUTIONS

The single-channel square-well potential introduces many features of scattering physics such as the scattering phase, the scattering length and scattering resonances. Since the Schrödinger equation for this potential is analytically solvable all these concepts of scattering theory can be studied analytically. The single-channel Schrödinger equation in dimensionless units reads

\[
\frac{d^2}{dr^2} - V_l(r) + k^2 \psi_{l,k}(r) = 0,
\]

where \(\psi_{l,k}\) is the “+” solution and we omit this label throughout this chapter. Furthermore, we have introduced the effective potential

\[
V_l(r) = \begin{cases} 
-k^2 + \frac{l(l+1)}{r^2} & r \leq 1, \\
\frac{l(l+1)}{r^2} & r > 1,
\end{cases}
\]

with \(\kappa > 0\). Figure 7.1 shows the square-well potential for \(l = 0\) which contains a single bound state. The effective potential is piecewise constant and the scattering solutions \(k > 0\) for the two regions \(r \leq 1\) and \(r > 1\) are given by (see appendix C.3)

\[
\psi_{l,k}(r) = \begin{cases} 
\psi_{l,k}^+(r) = \left(\frac{k}{K_0}\right)^{l+1} \hat{f}_l^{-1}(k) \hat{f}_l(K_0 r) & r \leq 1, \\
\psi_{l,k}^-(r) = \frac{i}{2} \left\{ \hat{h}_l^-(kr) - s_l(k) \hat{h}_l^+(kr) \right\} & r > 1,
\end{cases}
\]

with \(K_0^2 \equiv k^2 + \kappa^2\). The ansatz in the inner region is given in terms of the Jost function \(\hat{f}_l(k)\) which results from the relation of regular solution and scattering wave function [see
equation (5.77)]. The factor \((k / K_0)^{l+1}\) is given by the boundary condition (5.73) of the regular solution at the origin and the behavior of the Riccati-Bessel function for small arguments [see equation (C.15)].

The wave functions \(\psi_{l,k}(r)\) and \(\psi'_{l,k}(r)\), where the prime indicates the derivative with respect to the radial coordinate \(r\), are continuous at \(r = 1\). Therefore, the Jost function \(f_l\) and the \(S\) matrix \(s_l\) can be determined from the continuity conditions

\[
\psi_{l,k}(1) = \psi'_{l,k}(1), \quad \psi'^{ll}_{l,k}(1) = \psi'^{ll}_{l,k}(1). \tag{7.4}
\]

as

\[
s_l(k) = \frac{\int (K_0) \hat{h}^{-l}_{l}(k) - \hat{h}^{+l}_{l}(k) f_l(K_0)}{\int (K_0) \hat{h}^{-l}_{l}(k) - \hat{h}^{+l}_{l}(k) f_l(K_0)}, \tag{7.5}
\]

\[
f_l(k) = 2i\left(\frac{k}{K_0}\right)^{l+1} \frac{\int (K_0) \hat{h}^{+l}_{l}(k) - \hat{h}^{+l}_{l}(k) f_l(K_0)}{\int (K_0) \hat{h}^{+l}_{l}(k) - \hat{h}^{+l}_{l}(k) \hat{h}^{+l}_{l}(k)}. \tag{7.6}
\]

From these solutions it can be easily checked with the properties of the Riccati-Hankel functions [see equation (C.21)] that the relation (5.78) of \(S\) matrix and Jost functions holds for the square-well potential.

### 7.1.1 \(s\)-wave scattering

From the general solution we can study the particular partial-wave solutions. The \(s\)-wave Jost function reads

\[
f_0(k) = e^{i k K_0 \cos \theta_0 - i k \sin \theta_0} \tag{7.7}
\]

and the single-channel \(S\) matrix is given by

\[
s_0(k) = e^{2 i \theta_0(k)} = s_0^{bg}(k) \cdot s^{res}(k) = e^{-2i k} \frac{K_0 \cot \theta_0 + i k}{K_0 \cot K_0 - i k}. \tag{7.8}
\]

The \(S\) matrix factorizes and there is a slowly varying background part and a resonant part which has poles wherever \(f_0(k) = 0\). The scattering phase \(\eta_0(k)\) reads

\[
\eta_0(k) = \eta_0^{bg}(k) + \eta_0^{res}(k) = -k + \tan^{-1} \frac{k}{K_0 \cot \theta_0}, \tag{7.9}
\]

which can be calculated from \(s_0(k)\) by simple trigonometric identities. The scattering phase is given by the slowly varying background scattering phase \(\eta_0^{bg}\) and the “resonant” part \(\eta_0^{res}\) which gives rise to resonance phenomena in the cross sections.
7.1.1.1 Pole expansion of the s-wave S matrix

From the exact analytic solution we derive now the pole expansion of the S matrix. In figure 7.1 the square-well potential for a potential depth $\kappa = 2$ is shown. It is indicated that this potential contains a single bound state at the energy $E_{bs} = -\kappa_1^2$. In section 5.7 we have discussed that bound states in the scattering potential occur as poles of the S matrix or correspondingly as zeros of the Jost function on the positive imaginary axis in the complex $k$ plane. We study this now explicitly and investigate the Jost function in the complex $k$ plane. The Jost function is a complex function with real part and imaginary part, reading

$$f_0(k) = \text{Re} f_0(k) + i \text{Im} f_0(k). \quad (7.10)$$

This function has a zero for $\text{Re} f_0(k) = \text{Im} f_0(k) = 0$. Figure 7.2 shows the zero contour lines of real part and imaginary part of $f_0(k)$ in the complex $k$ plane for $\kappa = 2$. Whenever the zero contour lines of real part and imaginary part intersect we obtain a zero of the Jost function in the complex $k$ plane. It is seen that there is a single zero on the positive imaginary axis at $k_1 = i \kappa_1$ indicated by the black circle. This zero is due to the bound state in the scattering potential. Figure 7.2 also shows other zeros in the lower half complex $k$ plane which move away from the real axis as the absolute value of $k$ becomes larger. One can either determine the positions of the zeros numerically or by an approximate analytic expression. In order to obtain an approximation we introduce the substitutions

$$k \equiv z \kappa_1, \quad z \equiv -i \cos w. \quad (7.11)$$

Inserting these substitutions in the Jost function (7.7), setting the Jost function to zero, $f_0(k) = 0$ we obtain the equation

$$\kappa \sin w = w + n \pi, \quad n \in \mathbb{N}_0^+. \quad (7.12)$$

Solving this equation for $w$ and for all $n$ we obtain the zeros of the Jost function. A further approximation is made for the zeros close to the origin of the complex $k$ plane so that $|k| / \kappa_1 \ll 1$ and $w \approx \pi / 2$. We can Taylor expand equation (7.12) at the point $w = \pi / 2$ up to quadratic order and obtain

$$w_{\pm} = -1 + \frac{\pi \kappa_1}{\kappa_1} \pm \sqrt{1 - \frac{\pi \kappa_1}{2} - \frac{2n \pi \kappa_1}{\kappa_1} + \frac{2 \kappa_1^2}{\kappa_1}}. \quad (7.13)$$
The zero of the Jost function due to the first bound state of the potential is given by \( w_+ \) and \( n = 0 \), the zero of the Jost function due to the second bound state by \( w_+ \) and \( n = 1 \) and so forth. If there are \( N \) bound states and \( N' \) virtual states present in the scattering potential, the zero of the Jost function of the first virtual state is given by \( w_+ \) for \( n = N \), for the second virtual state by \( w_+ \) for \( n = N + 1 \) and so forth up to \( n = N + N' - 1 \). The zeros of the Jost function due to scattering resonances of the potential are symmetric with respect to the imaginary axis and given by the two solutions \( w_\pm \) for \( n > N + N' - 1 \).

For the potential depth \( \kappa = 2 \) we obtain with \( n = 0 \) for the zero of the Jost function due to the single bound state in the scattering potential \( w_+ = 1.895 \) which leads to a zero of the Jost function at \( \xi_1 = i \xi_3 = 0.637i \) with \( \xi_3 = 0.637 \). Determining the position of this zero numerically leads to the result \( \xi_3 = 0.638 \). Therefore, equation (7.13) gives a good approximation of the position of the zeros of the Jost function.

It was shown in section 5.7 that due to Weierstrass factorization theorem the Jost function can be represented as an infinite product in terms of its zeros and equivalently the \( S \) matrix as an infinite product in terms of its poles. We see in figure 7.2 that the single zero indicated by the black circle is close to the real axis and the others are far away. We make now the important assumption that the Weierstrass expansion of the Jost function given by (5.83) is dominated by this single zero close to the real axis. This corresponds to a single pole of the \( S \) matrix and therefore we assume that the pole expansion of the \( S \) matrix in (5.84) is given in terms of this single pole. The infinitely other zeros of the Jost function in the \( S \) matrix correspond to infinitely many other poles in the pole expansion of the \( S \) matrix but we assume that the effect of all these other poles are given in terms of a background scattering phase \( \eta_0^{p, \text{bg}} \). The pole expansion (5.84) of the \( S \) matrix then reads

\[
s_0^p(k) = s_0^{p, \text{bg}}(k) \cdot s_0^{p, \text{res}}(k) = e^{2i \eta_0^{p, \text{bg}}(k)} \cdot \frac{\xi_3 - ik}{\xi_3 + ik},
\]

The background scattering phase \( \eta_0^{p, \text{bg}} \) is assumed to be a slowly varying function of \( k \). We obtain this scattering phase by the assumption that \( s_0^p \) is a good approximation to the exact solution \( s_0 \). Therefore, we write \( s_0^p \simeq s_0 \), with \( s_0 \) given by (7.8), solve this equation for \( \eta_0^{p, \text{bg}} \) and do a series up to linear order in \( k \), reading

\[
\eta_0^{p, \text{bg}}(k) = -\frac{i}{2} \left[ s_0(0) + k \left( s(k') \frac{\xi_3 + ik'}{\xi_3 - ik'} \right)' \right]_{k' = 0} + \ldots = (-a_{sc} \xi_3 + 1) \frac{k_1}{\xi_3} + \ldots,
\]

Figure 7.3: Real and imaginary part of the \( S \) matrix for \( l = 0 \). Shown are the exact solution \( s_0(k) \) and the pole expansion \( s_0^p(k) \). The potential depth is \( \kappa = 2 \).
where in the first equation the prime around the curly brackets indicates the derivative with respect to \( k' \) and in the second equation we have introduced the \( s \)-wave scattering length \( a_{sc} \) which we discuss in the next subsection.

In figure 7.3 the exact solution \( s_0(k) \) is compared to the single-pole expansion \( s_0^p(k) \). It can be seen that the real part and the imaginary part are almost identical. Therefore, the single-pole expansion (7.14) together with the assumption of a slowly varying background scattering phase (7.15), which is linear in \( k \), is a very good approximation to the exact solution.

### 7.1.1.2 Scattering length

The \( s \)-wave scattering length is an important concept of scattering theory. It parametrizes the \( s \)-wave cross section and is a crucial parameter for the stability of a BEC [12]. We discuss the \( s \)-wave scattering length briefly in terms of the square-well potential. The scattering length is defined in the limit \( k \to 0 \). Therefore, we have to study the scattering wave function in this limit. For \( l = 0 \) the scattering wave function reads

\[
\psi_{0,k}(r) = \begin{cases} 
\frac{(k/K_0) f_0^{-1}(k)}{F_0} \sin(K_0 r) & r \leq 1, \\
\exp(i \eta_0(k)) \sin(k r + \eta_0(k)) & r > 1.
\end{cases}
\]

(7.16)

Comparing this solution in the outer region to the free solution for \( V(r) = 0 \), which is simply given by \( \psi_{0,k}^{\text{free}} \sin(k r) \) illuminates the parametrization of the \( S \) matrix in terms of a scattering phase. The scattering due to the potential simply leads to a phase shift \( \eta_0 \) in the asymptotic region of the wave function.

![Figure 7.4: Scattering length \( a_{sc} \) for the square-well potential as a function of the potential depth \( \kappa \). The black dashed line indicates the potential range \( r_0 = 1 \).](image)

This phase shift contains all information about the scattering process. We now define the energy-independent \( s \)-wave scattering length \( a_{sc} \) by the equation

\[
\eta_0(k) \equiv -k a_{sc}.
\]

(7.17)

By this definition, the scattering phase is parametrized in terms of the scattering length \( a_{sc} \). Note, that this parametrization is not unique and other ways of defining the scattering length are possible [118]. Now take a look at the continuity condition (7.4) of \( \psi_{0,k} \), which in log-derivative form reads

\[
K_0 \cot K_0 = k \cot(k + \eta_0(k)).
\]

(7.18)
If we insert the parametrization of the scattering phase (7.17) in this continuity condition and evaluate it in the limit \( k \to 0 \) we obtain the \( s \)-wave scattering length \( a_{sc} \) for the square-well potential

\[
a_{sc} = \left( 1 - \frac{\tan \kappa}{\kappa} \right).
\]  

(7.19)

From this definition we see that \( a_{sc} \) may take positive and negative values and can also diverge at certain points. This is shown in figure 7.4 which shows \( a_{sc} \) as a function of the potential depth. The scattering length diverges for \( \kappa = (n + 1/2) \pi \) with \( n \in \mathbb{N}_0 \). For these particular potential strengths, a bound state occurs at the potential at \( E = 0 \). For \( l = 0 \) these bound states at \( E = 0 \) are called half-bound states [37]. If the potential is slightly too shallow to support bound states we have a virtual state with \( E_{vs} > 0 \) and in the presence of virtual states, the scattering length is largely negative. For a slightly deeper potential with a weakly bound state the scattering length jumps to a largely positive value while it diverges for a half-bound state. For the square-well potential the scattering length \( a_{sc} \) is typically on the order of the potential range.

As mentioned above, the scattering length \( a_{sc} \) parametrizes the \( s \)-wave scattering cross section in the limit \( k \to 0 \) and the cross section reads

\[
\sigma_0(k) \xrightarrow{k \to 0} 4\pi a_{sc}^2.
\]  

(7.20)

From the statements above it becomes clear that for potential strengths with a weakly bound state or a virtual state, the \( s \)-wave cross section becomes very large.

### 7.1.2 Pole expansion of the \( p \)-wave \( S \) matrix

After this excursion to the scattering length we return to the discussion of the pole expansion of the \( S \) matrix for the single-channel square-well potential for low partial waves, in particular in this subsection for \( p \)-wave scattering. For \( l = 1 \) the Jost function reads

\[
f_1(k) = e^{ik_1} \frac{k^2 K_0 \cos K_0 + (\kappa^2 - i k K_0^2) \sin K_0}{K_0^3}.
\]  

(7.21)

and the \( S \) matrix is given by

\[
s_1(k) = e^{2\eta_1(k)} = s_1^{bg}(k) \cdot s_1^{res}(k) = e^{-2ik_1} \frac{\kappa^2 + k^2 K_0 \cot K_0 + i k K_0^2}{\kappa^2 + k^2 K_0 \cot K_0 - i k K_0^2}.
\]  

(7.22)

Again, the \( S \) matrix factorizes in a background term and a resonant term and the scattering phase \( \eta_1 \) is given by

\[
\eta_1(k) = \eta_1^{bg}(k) + \eta_1^{res}(k) = -k + \tan^{-1} \frac{k K_0^2}{\kappa^2 + k^2 K_0 \cot K_0}.
\]  

(7.23)

where \( \eta_1^{bg} \) is the background scattering phase \( \eta_1^{res} \) is the resonant scattering phase.

Here we study a particular example where the effective potential contains a single resonant state which is called a quasi-bound state. Figure 7.5 shows this situation for a potential depth \( \kappa = 3 \). The position of the quasi-bound state is given by \( E_{qs} = \text{Re}^2 k_1 - \text{Im}^2 k_1 \).

Due to the discussion of section 5.7 we know that the quasi-bound state occurs as two poles of the \( S \) matrix in the complex \( k \) plane at \( k_1 \) and \( -k_1^* \) which are the zeros of the Jost function. In figure 7.6 we show the zero contour lines of the Jost function for \( \kappa = 3 \), \( \text{Re} f_1(k) = 0 \), \( \text{Im} f_1(k) = 0 \) and the zeros of the Jost function are given by the intersections these zero contour lines. Indeed, there are two zeros close to the real axis which are due to the quasi-bound state of the scattering potential. These zeros are indicated by the black circles. We determine the position of the zeros numerically and obtain \( k_1 = 0.539 - 0.100i \). The other zeros of the Jost function move away from the real axis for larger values of the absolute value \(|k|\). All these zeros correspond to poles of the \( S \) matrix and we assume that the pole expansion of the \( S \)
where we have introduced the resonance width\( \Gamma \), given by equation (7.22), and a linear approximation, valid for small \( k \), reading

\[
\eta_1^{p,\text{bg}}(k) = -\frac{i}{2} \left[ s_1(0) + k \cdot \left( s_1(k') \left| \frac{k_1}{|k_1|^2 - k^2 - 2i k \text{Im} \kappa_1} \right| \right]_{k=0} + \ldots \right]. \tag{7.25}
\]

In figure 7.7 the exact solution \( s_1(k) \) is compared to the pole expansion \( s_1^p(k) \). Both, real and imaginary part of the \( S \) matrix are almost identical. Again the pole expansion (7.14) together with the assumption of a slowly varying background scattering phase (7.15) which is linear in \( k \) is a very good approximation to the exact solution. In contrast to the single-pole expansion of the \( s \)-wave \( S \) matrix, the pole expansion shown in this subsection is now given in terms of two poles of the \( S \) matrix due to the quasi-bound state in the scattering potential. However, with \( s_1^p \) given by equation (7.24), these two poles can be written in a single term.

**Breit-Wigner formula**

The form of \( s_1^p(k) \) has an interesting consequence for the scattering cross section. In equation (5.72) of chapter 5 the relation between partial cross section and \( S \) matrix was established. If we only assume the resonant part \( s_1^{p,\text{res}} \) of the pole expansion \( s_1^p \), we obtain the Breit-Wigner form [37] of the resonant part of the partial cross section as

\[
\sigma^{\text{res}}_1 = \frac{6\pi}{k^2} \left( 1 - \text{Re} s_1^{p,\text{res}} \right) = \frac{12\pi}{\text{Re}^2 k_1} \frac{(\Gamma/2)^2}{(E_1 - E)^2 + (\Gamma/2)^2}, \tag{7.26}
\]

where we have introduced the resonance width \( \Gamma/2 \equiv 2 \text{Re} \kappa_1 \text{Im} \kappa_1 \) and the resonance position \( E_1 \equiv \text{Re}^2 k_1 - \text{Im}^2 k_1 \). This resonance position was indicated in the beginning of this subsection in figure 7.5 as the energy position of the quasi-bound state or equivalently, as seen in equation (7.26), as the resonance position in the scattering cross section.
Figure 7.6: Real and imaginary zero contour lines of the Jost function $f_1$ for $l = 1$. The intersections of blue line and orange line indicate the positions of the zeros $f_1$. The black circles indicate the positions $k_1$, $-k_1^*$ of the zero of $f_1$ due to the quasi-bound state of the potential for the potential depth $\kappa = 3$.

Figure 7.7: Real and imaginary part of the $S$ matrix for $l = 1$. Shown are the exact solution $s_1(k)$ and the pole expansion $s_1^p(k)$. The potential depth is $\kappa = 3$. 
7.1.3 Pole expansion of the $d$-wave $S$ matrix

Having discussed the pole expansion of the $S$ matrix for $l = 1$ in terms of a quasi-bound state we repeat this discussion in this subsection for $l = 2$. There is no fundamental difference to the case of $l = 1$ but we want to point out some subtleties which occur for higher partial waves. In addition, in cold Ne* collisions, there are also $d$-wave contributions present and therefore we discuss this particular case explicitly. For $l = 2$ the Jost function is given by

$$ f_2(k) = e^{ik} \left( k^4 - 3k^2 + 3ik k^2 + k^2 \right) K_0 \cos K_0 - i \left( k^5 + 3ik^2 + 3k^2 + k^3 \right) \sin K_0 \right), \quad (7.27) $$

and the $S$ matrix by

$$ s_2(k) = e^{2i\eta_2(k)} = s_2^{bg}(k) \cdot s_2^{res}(k) $$

$$ = e^{-2ik} \left( k^4 - 3k^2 + 2k^2 \right) K_0 \cot K_0 + 3k^2 + i \left( k^5 + 3k^2 + 3k^2 - 3k^2 K_0 \cot K_0 \right) \left( k^4 - 3k^2 + 2k^2 \right) K_0 \cot K_0 + 3k^2 - i \left( k^5 + 3k^2 + 3k^2 - 3k^2 K_0 \cot K_0 \right). \quad (7.28) $$

The scattering phase $\eta_2(k)$ reads

$$ \eta_2(k) = \eta_2^{bg}(k) + \eta_2^{res}(k) = -k + \tan^{-1} \left( \frac{k^5 + 3k^2 + 3k^2 - 3k^2 K_0 \cot K_0}{k^4 - 3k^2 + 2k^2} \right) K_0 \cot K_0 + 3k^2. \quad (7.29) $$

containing the background part $\eta_2^{bg}$ and the resonant part $\eta_2^{res}$.

We choose the potential depth $\kappa = \sqrt{19.5}$. This potential depth contains a single quasi-bound state at $E_2 = \Re^2 \kappa^2 - \Im^2 \kappa^2$, with $\kappa^2$ the zero of the Jost function in the complex $k$ plane due to this quasi-bound state. In figure 7.8 the zero contour lines $\Re f_2(k) = 0$, $\Im f_2(k) = 0$ are shown in the complex $k$ plane for $\kappa = \sqrt{19.5}$.

![Figure 7.8: Real and imaginary zero contour lines of the Jost function $f_2$ for $l = 2$. The intersections of blue line and orange line indicate the positions of the zeros $f_2$. The black circles indicate the positions $\kappa_2$, $-\kappa_2^*$ of the zero of $f_2$ due to the quasi-bound state of the potential for the potential depth $\kappa = \sqrt{19.5}$.](image)

The intersections of these contour lines indicate the zeros of $f_2(k)$. The two zeros due to the quasi-bound state are indicated by the black circles. Again, different zeros can be observed which move away from the real axis. We determine the position of the zeros due to the quasi-bound state numerically and obtain $\kappa_2 = 0.628 - 0.009i$. The zeros of the Jost function correspond to the poles of the $S$ matrix and again assume that the pole expansion of the $S$ matrix in (5.84) is dominated by a single term due to the poles at $\kappa_2$ and $-\kappa_2^*$. The effect of all
the other zeros of the Jost function, or equivalently of the poles of the S matrix, is assumed to be small and can be summarized in a background scattering phase \( \eta_{2,\text{bg}}^p \). We obtain

\[
\eta_{2}^p(k) = \frac{|k_2|^2 - k_2^2 - 2i k \text{ Im } k_2}{|k_2|^2 - k_2^2 + 2i k \text{ Im } k_2}
\]

where \( \eta_{2,\text{bg}}^p(k) \) is found from \( s_2^p(k) \simeq s_2(k) \), with \( s_2(k) \) given by equation (7.28), and a linear expansion in \( k \), reading

\[
\eta_{2,\text{bg}}^p(k) = \frac{k}{2} \left( s_2(0) + k \cdot \left( s_2(k') \frac{|k_2|^2 - k_2^2 + 2i k' \text{ Im } k_2}{|k_2|^2 - k_2^2 - 2i k' \text{ Im } k_2} \right) \right)_{k' = 0} + \ldots .
\]

In figure 7.9 we compare the real and imaginary part of the exact solution \( s_2(k) \) and the pole expansion \( s_2^p(k) \). Again, the exact solution and the pole expansion again agree very well. However, for larger values of \( k \) we see a deviation of the pole expansion from the exact solution which is more prominent than in the case of \( p \)-wave scattering. One can correct for these deviations by taking into account also higher order terms in the expansion of the background scattering phase \( \eta_{2,\text{bg}}^p \). However, for higher partial waves, the potential barriers become higher and the scattering resonances become narrower. Therefore, it becomes more challenging to describe the correct behavior of \( s_l(k) \) for small values of \( k \) as well as the correct shape of the resonances. In this case, one might has to take into account further poles in the pole expansion.

Figure 7.9: Real and imaginary part of the S matrix for \( l = 2 \). Shown are the exact solution \( s_2(k) \) and the pole expansion \( s_2^p(k) \). The potential depth is \( \kappa = \sqrt{19.5} \).
7.2 COUPLED TWO-CHANNEL SOLUTIONS

From the study of the analytic solutions of the single-channel square well potential we now introduce the coupled two-channel square-well potential which is a model for reactive collisions of Ne*. Figure 7.10 shows a scheme of the two-channel model with an incoming wave \( k_1 \) in channel 1 where a fraction scatters elastically and stays in channel 1 and the other fraction scatters inelastically and couples in channel 2 with wave vector \( k_2 \). This transition models the ionization process in Ne* collisions.

\[
\Delta_1 V(r) \quad \Delta_2 \quad \kappa_1^2 \quad V_1 \quad \kappa_2^2 \quad V_2 \quad \Delta_2 \quad k_2
\]

Figure 7.10: Coupled two channel square-well potential and notation. The curved dashed arrow indicates the inelastic process from the upper channel to the lower channel.

The reduced radial Schrödinger equation for this system in dimensionless units reads

\[
\frac{d^2}{dr^2} - V(r) - \frac{l(l+1)}{r^2} + k^2 \Psi_{l,k}^\pm (r) = 0, \tag{7.32}
\]

where again we omit the + superscript for the + solution. The potential matrix reads

\[
V(r) = \begin{pmatrix} V_{11} & V_{12} \\ V_{12} & V_{22} \end{pmatrix} = \begin{pmatrix} \Delta_1 - \kappa_1^2 & V_{12} \\ V_{12} & \Delta_2 - \kappa_2^2 \end{pmatrix}, \quad r \leq 1, \quad V(r) = \begin{pmatrix} \Delta_1 & 0 \\ 0 & \Delta_2 \end{pmatrix}, \quad r > 1, \tag{7.33}
\]

with \( V_{ii} = \Delta_i - \kappa_i^2 > 0 \). This potential is piecewise constant and we can solve the radial Schrödinger equation analytically, obtaining

\[
\Psi_{l,k}(r) = \begin{cases} \Psi_{l,k}^I(r) = R \cdot \hat{h}_l(Kr) \cdot \phi_{\text{coeff}} & r \leq 1, \\ \Psi_{l,k}^I(r) = \frac{i}{2} \left\{ \hat{h}_l^-(Kr) - i \hat{h}_l^+(Kr) K^{-1/2} S_l(k) K^{1/2} \right\} & r > 1, \end{cases} \tag{7.34}
\]

with \( S_l(k) \) the \( S \) matrix and \( K \) the diagonal matrix with the matrix elements \([K]_{ij} = k_i \delta_{ij}\) and \( k_i = \sqrt{k^2 - \Delta_i} \). The matrix \( R \) is given by

\[
R = \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}, \tag{7.35}
\]

where the angle \( \alpha \) is defined as

\[
\sin \alpha \equiv \frac{V_{12}}{\sqrt{2V_{12}^2 + \frac{1}{2}J \left( J + \sqrt{J^2 + 4V_{12}^2} \right)^2}}, \tag{7.36}
\]

with \( J = V_{11} - V_{22} \). This matrix performs a rotation into a system where the potential matrix is diagonal with the eigenvalues

\[
\lambda_{\pm}(r) = \frac{1}{2} \left( V_{11} + V_{22} \pm \sqrt{J^2 + 4V_{12}^2} \right). \tag{7.37}
\]
The matrix $f_i(K \pm r)$ in the inner region is given by
\[ f_i(K \pm r) = \begin{pmatrix} f_i(K_+ r) & 0 \\ 0 & f_i(K_- r) \end{pmatrix}, \] (7.38)
where we have $K_+ = \sqrt{k^2 - \lambda_+}$, $K_- = \sqrt{k^2 - \lambda_-}$. The coefficient matrix is given in terms of the Jost matrix $\hat{\delta}_l(k)$ and reads
\[ \Phi_{\text{coeff}} = \begin{pmatrix} (k_1/K_+)^{l+1} \cos \alpha & (k_2/K_+)^{l+1} \sin \alpha \\ -(k_1/K_-)^{l+1} \sin \alpha & (k_2/K_-)^{l+1} \cos \alpha \end{pmatrix} \hat{\delta}_l^{-1}(k), \] (7.39)
This ansatz is obtained from the relation of the regular solution and the scattering wave function (5.145) together with the boundary condition of the regular solution at the origin (5.142) and the behavior of the Riccati-Bessel functions at the origin [see equation (C.15)]. The solutions for $S_l(k)$ and $\hat{\delta}_l(k)$ are obtained from the boundary conditions
\[ \Psi_{i,k}^I(1) = \Psi_{i,k}^{II}(1), \quad \Psi_{i,k}^{II}(1) = \Psi_{i,k}^{II}(1). \] (7.40)
If we define the function
\[ g_i(k, K_0) = 2i \left( \frac{k}{K_0} \right)^{l+1} \begin{pmatrix} f_i'(K_0) f_i^+(k) - f_i^{+\prime}(k) f_i(K_0) \\ f_i^{+\prime}(k) f_i^-(k) - f_i^{-\prime}(k) f_i^+(k) \end{pmatrix}, \] (7.41)
we can write the diagonal matrix elements $f_{i,i}$ for the full solution of the Jost matrix $\hat{\delta}_l$ as
\[ f_{i,11} = g_i(k_1, K_+) \cos^2 \alpha + g_i(k_1, K_-) \sin^2 \alpha, \] (7.42)
\[ f_{i,22} = g_i(k_2, K_-) \cos^2 \alpha + g_i(k_2, K_+) \sin^2 \alpha, \] (7.43)
and the off-diagonal elements $f_{i,i \neq j}$ as
\[ f_{i,12} = \frac{1}{2} \sin 2\alpha \frac{k_2}{k_1}^{l+1} \left[ g_i(k_1, K_+) - g_i(k_1, K_-) \right], \] (7.44)
\[ f_{i,21} = \frac{1}{2} \sin 2\alpha \frac{k_2}{k_1}^{l+1} \left[ g_i(k_2, K_-) - g_i(k_2, K_+) \right]. \] (7.45)
The $S$ matrix can be calculated from equation (5.149). We are interested in parametrizing the two-body loss rate coefficients which are given in this square-well model by the inelastic scattering of channel 1 to channel 2. This transition is given by the off-diagonal $S$ matrix elements $s_{i,12}$ which, in terms of the Jost functions, reads
\[ s_{i,12}(k) = \frac{f_{i,12}^+(k) f_{i,11}(k) - f_{i,11}^+(k) f_{i,12}(k)}{\det \hat{\delta}_l(k)} \sqrt{\frac{k_1}{k_2}} \] (7.46)
The results so far in this section are exact solutions. We assume next, that the coupling matrix element $V_{12}$ between the two channels is small. Therefore, we perform a series in terms of the coupling strength $V_{12}$ in lowest order and obtain the solutions in the Distorted-Wave Born Approximation.

### 7.2.1 Low coupling expansion of the $S$ matrix

A Taylor series of the diagonal Jost matrix elements for small $V_{12}$ up to quadratic order gives the result
\[ f_{i,ii} = f_{i,ii}^{(0)} + \mathcal{O}(V_{12}^2), \] (7.47)
where $f_{i,ii}^{(0)}$ is simply the single-channel Jost function given by equation (7.6) with $(k, K)$ replaced with $(k_i, K_i)$ for $f_{i,11}^{(0)}$ and with $(k, K)$ replaced with $(k_2, K_2)$ for $f_{i,22}^{(0)}$. Here $K_1$ and $K_2$ are given by
\[ K_1^2 \equiv k^2 - V_{11} = k_1^2 + k_1^2, \quad K_2^2 \equiv k^2 - V_{22} = k_2^2 + k_2^2. \] (7.48)
The (0) in (7.47) indicates that this term is of 0th order in $V_{12}$. The off-diagonal Jost matrix elements are of first order in $V_{12}$ and read

$$f^{(1)}_{l1,2} = \frac{V_{12}}{k_2 - K_1^2} \left[ g_l(k_1, K_1) - g_l(k_2, K_2) \right] + O \left( V_{12}^2 \right), \quad (7.49)$$

$$f^{(1)}_{l2,1} = \frac{V_{12}}{k_2 - K_1^2} \left[ g_l(k_1, K_1) - g_l(k_2, K_2) \right] + O \left( V_{12}^2 \right). \quad (7.50)$$

In this order, we obtain the transition $S$ matrix element $s_{1,12}$ from equation (7.46) as

$$s^{(1)}_{1,12}(k) = \frac{f^{(1)*}_{l1,12}(k) f^{(0)*}_{l,11}(k) - f^{(1)*}_{l,11}(k) f^{(1)*}_{l1,12}(k)}{f^{(0)}_{l,11}(k) f^{(0)}_{l1,22}(k)} \sqrt{\frac{k_1}{k_2}} + O \left( V_{12}^2 \right). \quad (7.51)$$

This result is of special importance because it shows that the denominator is simply given by the single-channel Jost functions (7.6) for the two uncoupled channels. In order to study the poles of the coupled channel $s^{(1)}_{1,12}$ matrix element one has to study the zeros of the single-channel Jost function which has already been done in the previous subsections for $s$-wave, $p$-wave and $d$-wave scattering respectively. In order to perform a single-pole expansion of $s^{(1)}_{1,12}$ one simply has to check that the dominant pole of the $S$ matrix is given by the zero of the uncoupled solution $f^{(0)}_{l,11}$ in channel 1 and that there are no other zeros of $f^{(0)}_{l2,22}$ of the second channel close to threshold. This will be studied in the next subsection. Beforehand we give the explicit expressions of $s^{(1)}_{1,12}$ for $s$-wave and $p$-wave scattering which read for $s$-wave scattering

$$s^{(1)}_{0,12} = 2i \sqrt{k_1 k_2} e^{-i(k_1+k_2)} \frac{V_{12}}{k_2^2 - K_1^2} \frac{K_2 \cot K_2 - K_1 \cot K_1}{(K_2 \cot K_2 - i k_2)(K_1 \cot K_1 - i k_1)}, \quad (7.52)$$

and for $p$-wave scattering

$$s^{(1)}_{1,12} = 2i (k_1 k_2)^{3/2} e^{-i(k_1+k_2)} \frac{V_{12}^2}{k_2^2 - K_1^2} \frac{K_2^2 \cot K_2 - K_1 K_2^2 \cot K_1 + K_1^2 - K_2^2}{(k_1^2 + k_2^2) K_1 \cot K_1 - i k_2 K_1)}(K_2^2 + k_2^2 K_2 \cot K_2 - i k_2^2 K_2). \quad (7.53)$$

Here one can see explicitly that the denominators are given by the single-channel Jost functions (7.7), (7.21) of the two uncoupled channels. We have also performed a pole expansion of $d$-wave scattering but do not give an explicit expression for $s^{(1)}_{2,12}$ as it is too lengthy. However, as for $l = 0$ and $l = 1$ the denominator is given by the product of the single-channel Jost functions (7.27) of the uncoupled channels 1, 2 for $l = 2$.

The results of this subsection can also be obtained from the Distorted-Wave Born Approximation (DWBA) [38] where the potential is split in two parts

$$V = V_I + V_{II} = \begin{pmatrix} V_{11} & 0 \\ 0 & V_{22} \end{pmatrix} + \begin{pmatrix} 0 & V_{12} \\ V_{12} & 0 \end{pmatrix}. \quad (7.54)$$

Solving the reduced radial Schrödinger equation (7.32) with potential $V_I$ simply leads to the uncoupled single-channel solutions discussed in the previous section. The solutions for $V(r)$ in lowest order are then given by the matrix elements of $V_{II}$ in terms of the uncoupled solutions. We obtain for the transition $S$ matrix element

$$s^{(1)}_{1,12} = -\frac{2i}{\sqrt{k_1 k_2}} V_{12} \int_0^1 dr \, \psi^{+*(0)}_{l1,11}(r) \psi^{+*(0)}_{l2,22}(r), \quad (7.55)$$

where $\psi^{+*(0)}_{l1,11}(r)$, $\psi^{+*(0)}_{l2,22}(r)$ are the uncoupled solutions of channel 1 and 2, given by (7.3) with $(k, K)$ replaced by $(k_1, K_1)$ for channel 1 and with $(k, K)$ replaced by $(k_2, K_2)$ for channel 2.

In order to parametrize the two-body loss rate coefficients we therefore apply the results of the pole expansion of the uncoupled solutions to the matrix element $s^{(1)}_{1,12}$.
7.2.2 Parametrization of two-body loss rate coefficients

Here we introduce the pole expansion of $s^{(1)}_{l,12}$ for $s$-wave, $p$-wave and $d$-wave scattering in order to obtain the pole expansion for the two-body loss rate coefficients. For the coupled two-channel square-wells we choose the potential depths

$$l = 0: \kappa_1^2 = \kappa_2^2 = 4, \quad l = 1: \kappa_1^2 = \kappa_2^2 = 9, \quad l = 2: \kappa_1^2 = \kappa_2^2 = 19.5,$$

and for all three cases $\Delta_1 = 0, \Delta_2 = -3$ and the coupling strength $V_{12} = 0.1$. Note, that the potential depths correspond to the potential depths of the single-channel scattering case. From equation (7.53) we conclude that the poles of $s^{(1)}_{l,12}$ are given by the zeros of the uncoupled Jost functions $f_{l,ii}^{(0)}$ and we can adopt the results of single-channel scattering.

In order to check for the zeros of the uncoupled Jost functions $f_{l,ii}^{(0)}$ as functions of the upper channel wave number $k_1$ we show in figure 7.11a and in figure 7.11b the zero contour lines of real part and imaginary part of the Jost functions of the uncoupled scattering channels $f_{11}^{(0)}, f_{12}^{(0)}$ for $l = 0$ and $l = 1$.

![Zero contour lines of the uncoupled Jost functions of channel 1 and 2 as functions of channel wave number $k_1$.](image)

Figure 7.11: Zero contour lines of the uncoupled Jost functions of scattering channel 1 and 2 as functions of the channel wave number $k_1$ of channel 1 for $l = 0, 1$. The black circle in figure (a) indicates the position $\Re \zeta$ of the zero of $f_{0,11}^{(0)}$. The black circles in figure (b) indicate the positions $\zeta_1, -\zeta_1^*$ of the zeros of $f_{1,11}^{(0)}$.

It is shown that the uncoupled Jost function of the upper channel corresponds to the Jost function of single-channel scattering which was displayed in figure 7.2 for $l = 0$ and in figure 7.6 for $l = 1$. The zeros of the Jost functions of the lower channel are far away from the real $k$ axis and threshold. As in the single-channel case, we can expect that the pole expansion of the $s_{l,12}$ matrix elements is dominated by the zeros of the Jost function closest to the real axis. As a function of $k_1$ the positions of these zeros were already determined as $\Re \zeta, \zeta_1, -\zeta_1^*, \zeta_2$ and $-\zeta_2$.

We assume that the pole expansion is given by

$$s_{l,12}^{(p)}(k_1) = \frac{\exp[2i\eta_{0}^{bg}(k_1)]}{\zeta_1 - ik_1},$$

$$s_{l,12}^{(p)}(k_1) = \frac{\exp[2i\eta_{1}^{bg}(k_1)]}{|\zeta_1|^2 - k_1^2 + 2ik_1 \Im \zeta_1},$$

where the second line holds for $l = 1, 2$. In this pole expansion it is assumed again that $\eta_{0}^{bg}, \eta_{1}^{bg}, \eta_{2}^{bg}$ are slowly varying background scattering phases. We assume that the pole expansion
Figure 7.12: Partial two-body loss rate coefficients \( \beta_l \). Compared are the DWBA two-body loss parameters \( \beta_l^{(1)} \) to the two-body loss parameters \( \beta_l^p \) obtained from the pole expansion of the \( \tilde{S} \) matrix. The Wigner-Threshold behavior can be observed for the different partial wave contributions.

is a good approximation to the DWBA solution so that \( s_{0,12}^p \simeq s_{0,12}^{(0)} \) and \( s_{1,12}^p \simeq s_{1,12}^{(0)} \). Similarly to the single-channel scattering case we then obtain the background scattering phases from a series of \( k \) in zero. The background scattering lengths then read

\[
\eta_0^{bg}(k_1) = -\frac{i}{2} \left[ (s_{0,12}^{(1)}(k_1) \cdot (\chi_1 - i k_1)) \right]_{k_1=0} + k_1 \left( s_{0,12}^{(1)}(k_1) \cdot (\chi_1 - i k_1) \right)' \left|_{k_1=0} + \ldots \right] \quad (7.58a)
\]

\[
= \log a_0 + k_1 b_0 + \ldots,
\]

\[
\eta_l^{bg}(k_1) = -\frac{i}{2} \left[ (s_{l,12}^{(1)}(k_1) \cdot (|k|^2 - k_1^2 + 2 i k_1 \Im \chi_1)) \right]_{k_1=0} + k_1 \left( s_{l,12}^{(1)}(k_1) \cdot (|k|^2 - k_1^2 + 2 i k_1 \Im \chi_1) \right)' \left|_{k_1=0} + \ldots \right] \quad (7.58c)
\]

\[
= \log a_l + k_1 b_l + \ldots.
\]

where the second line holds again for \( l = 1, 2 \) and where we have introduced the coefficients \( a_l, b_l \) which are the expansion coefficients in given in terms of the potential parameters. In this approximation the series of \( \eta^{bg} \) in \( k = 0 \) is crucial in order to obtain the correct behavior of the two-body loss rate coefficients for small \( k_1 \) as will be shown next. We define the unaveraged two-body loss rate coefficients as

\[
\beta_l^{(1)}(k_1) \equiv 2 \cdot a_{l,12}^{inel}(k_1) \cdot k_1 = \frac{2\pi}{k_1} (2l + 1) |s_{l,12}^{(1)}|^2,
\]

\[
\beta_l^p(k_1) \equiv 2 \cdot a_{l,12}^{inel}(k_1) \cdot k_1 = \frac{2\pi}{k_1} (2l + 1) |s_{l,12}^p|^2,
\]

where the first line is the two-body loss rate parameter obtained from the DWBA and the second line is the two-body loss parameter obtained from the pole expansion. With the pole expansion (7.57) together with the background scattering phases (7.58) we obtain for \( \beta_l^p \) the explicit results

\[
\beta_0^p(k_1) = \frac{2\pi |a_0|^2}{k_1^2 + \chi_1^2},
\]

\[
\beta_l^p(k_1) = \frac{2(2l + 1)\pi |a_l|^2}{(k_1^2 - \chi_1^2)^2 + 4 \Re^2 \chi_1 \Im \chi_1} \cdot k_1^{2l},
\]
where \( \kappa^2 \equiv \text{Re}^2 \kappa_l - \text{Im}^2 \kappa_l \). The coefficients \( b_l \) of (7.58) vanished as they are purely imaginary. The factors \( k_1^{2l} \) show the familiar Wigner-threshold behavior [50, 54, 55] in the partial two-body loss rate coefficients \( \beta_l \) which are known to behave in the limit \( k_1 \to 0 \) as \( \beta_l \to k_1^{2l} \). Therefore the linear approximation in (7.58) in \( k = 0 \) gives the correct threshold behavior of the two-body loss rate coefficients. This is an important result.

In figure 7.12 we compare \( \beta_l^{p} \) and \( \beta_l^{(1)} \). It is seen that not only in the threshold regime \( (k_1 \to 0) \) the behavior of \( \beta_l \) is displayed correctly by the pole expansion \( \beta_l^{p} \) but also for higher wave numbers, where resonant behavior occurs, the pole expansion is an accurate approximation of the loss rates. Thus, the single-pole expansion (7.58) with the linear background scattering phase (7.58) is a very good approximation to the solutions of the DWBA and for low coupling strengths \( V_{12} \) to the full solution.

CONCLUSION

In this chapter we derived a parametrization of the two-body loss rate coefficients for the coupled two-channel model with square-well potentials for the lowest partial waves. In the course of the derivation of these rate coefficients we expanded the \( S \) matrix in terms of its poles in the complex \( k \) plane. We solved the Schrödinger equation for the single-channel square-well potential and the coupled two-channel case. We demonstrated that the pole expansion of the \( S \) matrix in terms of a single term due to the poles of the dominant bound, virtual or resonant state agrees very well with the analytic solutions. We showed this for the pole expansion in single-channel scattering as well as for two-channel scattering in the DWBA for \( l = 0, 1, 2 \). In the next chapter we show that the parametrized two-body loss rate coefficients describe ionizing collisions of Ne*.
Here, we present a coupled two-channel model with a realistic molecular interaction potential and a model ionization potential as a model for elastic and ionizing collisions of Ne*. It will be shown in this chapter, that this two-channel model incorporates the main features of Ne* scattering such as suppression of PI due to spin-polarization of the atoms, the non-universal behavior of the scattering rates and agrees with most of the experimental measurements for all different isotope mixtures.

The experimental data \([2, 4, 5, 126, 127]\) on cold Ne* collisions suggests that different isotopes of Ne* show different scattering properties. Previously, the quantum reflection model has been applied successfully to cold reactive collisions of metastable rare gases \([56–59]\). It predicts universal behavior of scattering for different isotopes. We present in this chapter the basic ideas of the quantum reflection model and demonstrate that it does not describe cold collisions of Ne*. Instead, the two-channel model presented in this chapter replicates the scattering data of Ne* for different isotopes.

A generalization of the quantum reflection model is the non-universal model \([60, 61]\). We also give an overview of this model and compare its predictions for the two-body loss rate coefficients with these from the coupled two-channel model. We will see that the two-body loss rate coefficients of the non-universal model are a good parametrization of the two-body loss rate coefficients of the coupled two-channel model in the ultracold limit \(T \to 0\) and the resulting parameters are consistent with the experimental observations. However, at finite temperatures, where most scattering rates were determined experimentally, we have to apply the coupled two-channel model.

Furthermore, we show that the two-channel model with square-well potentials, which was investigated in the previous chapter, gives a good description of the two-body loss rate coefficients in cold Ne* collisions. We fit the two-body loss rate coefficients of the coupled square-well potentials to the two-body loss rate coefficients of the coupled two-channel model and find good agreement of these results and also agreement with the experimental measurement.

### 8.1 Potentials and Couplings

We present the coupled two-channel model for cold collisions of Ne* and introduce the potentials and couplings. The reduced radial two-channel Schrödinger equation for the relative motion of Ne* collisions in natural units reads

\[
\left[ \frac{\partial^2}{\partial \rho^2} + k^2 - \frac{l(l+1)}{\rho^2} - 2\mu V(\rho) \right] \Psi_{l,k}(\rho) = 0, \tag{8.1}
\]

with the reduced mass \(\mu\) of the colliding atoms. We introduce the potential matrix

\[
V(\rho) = \begin{pmatrix} V_{\text{int}}(\rho) & V_{12}(\rho) \\ V_{12}(\rho) & V_{\text{ion}}(\rho) \end{pmatrix}, \tag{8.2}
\]

with the interaction potential \(V_{\text{int}}\), the ionization potential \(V_{\text{ion}}\) and the coupling matrix element \(V_{12}\). As discussed for the coupled two-channel square-well model in the previous chapter, one can calculate two-body loss rate coefficients in the two-channel model by calculating the
inelastic cross section from the interaction channel to the ionization channel. The interaction potential is given by

\[ V_{\text{int}}(r) = \begin{cases} V_{\text{int,sr}}(r) & r \leq 20 \ a_0, \\ V_{\text{int,lr}}(r) & r > 20 \ a_0, \end{cases} \]  

(8.3)

with a short-range part \( V_{\text{int,sr}} \) and a long-range part \( V_{\text{int,lr}} \). We choose the short-range part as the \( ^5\Pi_g \) molecular interaction potential of Ne* which is given in section 6.6. This quintet potential describes Ne* interactions with aligned internal spins and suppressed PI. The long-range part of the interaction potential reads

\[ V_{\text{int,lr}}(r) = c_5/r^5 + c_6/r^6 + c_8/r^8 + c_{10}/r^{10}, \]  

(8.4)

with the dispersion coefficients \( c_5 \) and \( c_6 \) as the physical parameters, describing the quadrupole-quadrupole interaction and the \textit{van der Waals} interaction of Ne*, respectively. These coefficients are found from an optimization of the calculated scattering properties to experimental data points within the anisotropy given in table 6.2. The detailed description of the optimization routine will be given in section 8.5. The coefficients \( c_8 \) and \( c_{10} \) in equation (8.4) are also dispersion coefficients [108, 128] but here they serve as matching parameters to connect the short-range potential \( V_{\text{int,sr}} \) to the long-range potential \( V_{\text{int,lr}} \). In order to determine \( c_8 \) and \( c_{10} \) and connect short-range and long-range part, we choose the matching distances \( r_1 = 20 \ a_0 \), \( r_2 = 22 \ a_0 \), because at distances \( r \gtrsim 20 \ a_0 \) the short-range exchange interactions vanish [58, 129].

In the literature, there is little information available on the ionization potentials of Ne* [8]. In the discussion of the previous chapter we found that the exact details of the loss channel only weakly influence the scattering rates of the scattering channel. Therefore, the particular shape of ionization potential is not crucial in the calculation. For numerical reasons we choose the model ionization potential

\[ V_{\text{ion}}(r) = \begin{cases} V_{\text{ion,sr}}(r) & r \leq 20 \ a_0, \\ V_{\text{ion,lr}}(r) & r > 20 \ a_0, \end{cases} \]  

(8.5)

with the short-range part \( V_{\text{ion,sr}} \) and the long-range part \( V_{\text{ion,lr}} \). The short-range part is given by

\[ V_{\text{ion,sr}}(r) = V_{\text{int,sr}}(r) + \Delta, \]  

(8.6)

which is simply the short-range interaction potential shifted by \( \Delta < 0 \). The long-range part of the model ionization potential is given by

\[ V_{\text{ion,lr}}(r) = c_{10}^{\text{ion}}/r^5 + c_{10}^{\text{ion}}/r^6 + c_{8}^{\text{ion}}/r^8 + c_{10}^{\text{ion}}/r^{10} + \Delta, \]  

(8.7)

where \( c_{5}^{\text{ion}} \) and \( c_{6}^{\text{ion}} \) are found from optimization (see section 8.5) and \( c_{10}^{\text{ion}} \), \( c_{8}^{\text{ion}} \), \( c_{10}^{\text{ion}} \) are the matching parameters to connect short-range and long-range potential. Again, the matching distances are given by \( r_1 = 20 \ a_0 \) and \( r_2 = 22 \ a_0 \).

A crucial part of the two-channel model of this chapter is the choice of the coupling matrix element

\[ V_{12}(r) = \frac{V_{12}}{\exp [(r-r_\Omega)/r_\Delta] + 1}. \]  

(8.8)

This is a Fermi-Dirac distribution with the coupling strength \( V_{12} \), the coupling range \( r_\Omega \) and the coupling width \( r_\Delta \). It describes PI of Ne*. The particular choice of a Fermi-Dirac distribution is due to a number of reasons. First, it was assumed that for small distances \( r \) the coupling becomes a constant in order account for the fact that atoms should not ionize with 100% probability at short-range as for example in the quantum reflection model. This will be discussed in more detail in subsection 8.6.1. Secondly, with \( r_\Delta \) one can make the coupling “smooth”. A discontinuity in a step-like matrix element for example would lead to numerical instabilities. Furthermore, in (8.8) one can easily control the coupling range with the parameter \( r_\Omega \). PI occurs for internuclear distances at which the electron orbitals of the colliding atoms overlap which typically is around the minimum of the interaction potential \( r = 10.7 \ a_0 \).

It was mentioned that PI is suppressed for collisions in spin-aligned states. In the experiment, suppression of PI due to spin-polarization of the atoms for Ne* collisions in the \(^3P_2\) manifold
was demonstrated \[2\]. Furthermore, it was shown that the suppression of PI is stronger in homonuclear collisions of \(^{20}\)Ne than of \(^{22}\)Ne. In order to account for these experimentally observed phenomena we assume different strengths of coupling

\[
V_{12} = \begin{cases} 
V_{\text{pol,20}}^{12} & , \\
V_{\text{pol,22}}^{12} & , \\
V_{\text{pol,het}}^{12} & , \\
V_{\text{unp}}^{12} & , 
\end{cases}
\]  

(8.9)

The Schrödinger equation (8.1) is solved for homonuclear collisions of \(^{20}\)Ne and \(^{22}\)Ne and for heteronuclear collisions of \(^{21}\)Ne–\(^{20}\)Ne, \(^{22}\)Ne–\(^{20}\)Ne and \(^{21}\)Ne–\(^{22}\)Ne. For homonuclear collisions of \(^{20}\)Ne we solve the Schrödinger equation two times, first with the coupling strength \(V_{\text{pol,20}}^{12}\) for collisions in the spin-aligned case and second with the coupling strength \(V_{\text{unp}}^{12}\) for collisions in all other states arising from the \(^3P_2\) manifold of Ne*. For homonuclear collisions, we follow the same procedure but use the coupling strength \(V_{\text{pol,22}}^{12}\) instead of \(V_{\text{pol,20}}^{12}\). The introduction of different coupling strengths includes suppression of PI due to spin-polarization in the two-channel model. Without this assumption, the scattering of particles with spin leads to enhancement of low energy scattering rates of polarized collisions compared to unpolarized collisions \[57\] which is not observed in Ne* collisions. In our model, the different coupling strengths are free parameters, however. We do not presume \textit{a priori}, that ionization in spin-polarized collisions are suppressed. We show in section 8.5 that this will be the result of an optimization in order to find good agreement with the experiment. For heteronuclear collisions, there is no information available on suppression of PI due to spin-polarization of the atoms. Therefore, we assume a single coupling strength \(V_{\text{pol,het}}^{12}\). All the parameters of the coupling matrix element (8.8) are found from a fit to the experimental data. In figure 8.1 the potentials and different types of coupling matrix elements of our two-channel model are shown.

We solve the Schrödinger equation (8.1) for the different isotope combinations and different coupling strengths and for the partial waves \(l = 0, 1, 2\). As we are interested in the cold collision properties of Ne* with relative collision energies of \(E_{\text{rel}} \sim 1\) mK we do not need to take into account higher partial waves due to the Wigner-threshold behavior of the scattering rates (see previous chapter). The numerical methods we use to solve the Schrödinger equation will be presented in the next section.

Figure 8.1: Matrix element of the potential matrix \(V(r)\) of the two-channel model. The numerical values for the potential parameters are given in table 8.1 and were found from an optimization. The loss channel is shifted downwards by an amount of 10 K in order to make it visible in the graph.
8.2 Numerov method

The numerical methods we describe shortly in this section have been reviewed and developed in detail in [111]. They are based on the method of Numerov [130, 131]. This method is particularly suited for differential equations of second order and is employed in scattering calculations or for the calculations of bound states [132–136].

The Schrödinger equation is an ordinary differential equation of second order which can be written in the form

\[ y''(x) = f(x, y), \] (8.10)

where \( y : [a, b] \rightarrow \mathbb{R}^n \) and \( f(x, y) \) are nonlinear functions in the variables \( x, y \). Consider a Taylor expansion of \( y \) around \( x \) in forward direction and backward direction by stepsize \( h \), reading

\[ y(x + h) = y(x) + hy'(x) + \frac{h^2}{2} y''(x) + \frac{h^3}{6} y'''(x) + \frac{h^4}{24} y^{(4)}(x) + \frac{h^5}{120} y^{(5)}(x) + \mathcal{O}(h^6), \] (8.11)
\[ y(x - h) = y(x) - hy'(x) + \frac{h^2}{2} y''(x) - \frac{h^3}{6} y'''(x) + \frac{h^4}{24} y^{(4)}(x) - \frac{h^5}{120} y^{(5)}(x) + \mathcal{O}(h^6), \] (8.12)

Addition of these two equations leads to

\[ y(x + h) - 2y(x) + y(x - h) = h^2 y''(x) + \frac{h^4}{12} y^{(4)}(x) + \mathcal{O}(h^6). \] (8.13)

We can discretize the integration interval in \([a, b]\) with fixed step size \( h \) as

\[ a = x_0 < x_1 < \ldots < x_n < x_{n+1} = b, \quad x_j = a + jh, \quad h \equiv \frac{b - a}{n + 1}, \] (8.14)

and write equation (8.13) as

\[ y_{i+1} - 2y_i + y_{i-1} = \frac{h^2}{12} (f_{i+1} + 10f_i + f_{i-1}) + \mathcal{O}(h^6), \] (8.15)

where we have introduced the notation \( y_i \equiv y(x_i) \) and \( f_i \equiv f(x_i, y_i) \) and we have used the threepoint formula for \( y^{(4)} \), reading

\[ y^{(4)}_i = \frac{y''_{i+1} - 2y''_i + y''_{i-1}}{h^2} + \mathcal{O}(h^2). \] (8.16)

Equation (8.15) is known as the Numerov method. It is an iterative equation for equidistant step size with an error on the order \( \mathcal{O}(h^6) \) per step and a global accuracy of \( \mathcal{O}(h^4) \) [132, 133].

Variable grid size

The fixed grid size of the Numerov method is not very practical for solving the Schrödinger equation at low collision energies. In order to illustrate this we show in figure 8.2 the numerical solution for two components of the scattering wave function of the two-channel model obtained by the Numerov method. The wave functions show the typical separation of length scales at short-range and long-range in cold collisions. For \( r \leq 20 \, a_0 \) the wave function oscillates heavily with a local wavelength of \( \lambda \sim 1 \, a_0 \) in the asymptotic region the local wavelength is given by \( \lambda \sim 300 \, a_0 \). For good numerical accuracy, we need to resolve the wave function with \( \sim 10 \) grid points per wavelength. In order to resolve the short-range oscillations of the wave function one wastes a lot of computation time in the asymptotic region since the wavelength here is much larger. The method of Numerov allows to halve and double the step size. However, in this work we use a different approach. Assume again a Taylor expansion of \( y \) around \( x \), this time with step size \( h_2 \) in forward direction and step size \( h_1 \) in backward direction

\[ y(x + h_2) = y(x) + h_2 y'(x) + \frac{h_2^2}{2} y''(x) + \frac{h_2^3}{3!} y'''(x) + \frac{h_2^4}{4!} y^{(4)}(x) + \mathcal{O}(h_2^5), \] (8.17)
\[ y(x - h_1) = y(x) - h_1 y'(x) + \frac{h_1^2}{2} y''(x) - \frac{h_1^3}{3!} y'''(x) + \frac{h_1^4}{4!} y^{(4)}(x) + \mathcal{O}(h_1^5). \] (8.18)
2.2 Numerov method

Figure 8.2: Two components of the scattering wave function $\psi_{0,k}$ for $^{20}$Ne where the coupling is given by $V_{12}\text{pol}$. The relative collision energy reads $E_{\text{rel}} = 1.6$ mK.

Multiplying equation (8.18) with $h_2/h_1$ and adding equation (8.17) leads to

$$y(x + h_2) - \left(1 + \frac{h_2}{h_1}\right)y(x) + \frac{h_2}{h_1}y(x - h_1) = \frac{1}{2} \left(h_2^2 + h_1 h_2\right) y''(x) + \frac{1}{3!} \left(h_2^3 - h_2 h_1^2\right) y'''(x) + \frac{1}{4!} \left(h_2^4 + h_2 h_1^3\right) y^{(4)}(x) + O(h^5),$$

(8.19)

with $h = \max(h_1, h_2)$. Using again three-point approximations for $y''(x)$ and $y^{(4)}(x)$ we can write

$$A + B + C = 0,$$

(8.20)

with

$$A = y(x + h_2) + \frac{1}{12} \left(-h_2^2 - h_1 h_2 + h_1^2\right) f(x + h_2, y(x + h_2)),$$

(8.21)

$$B = \left(-1 - \frac{h_2}{h_1}\right)y(x) - \left(h_2^3 + 4h_2^2 h_1 + 4h_2 h_1^2 + h_1^3\right) f(x, y(x)),$$

(8.22)

$$C = \frac{h_2}{h_1} y(x - h_1) + \frac{h_2^3 - h_2 h_1 - h_2 h_1^2}{12 h_1} f(x - h_1, y(x - h_1)).$$

(8.23)

Equation (8.20) is a generalization of the Numerov method (8.15) for unequal step sizes $h_1, h_2$. For $h_1 = h_2$ equation (8.20) reduces to (8.15). The error per step size here is given by $O(h^5)$ which is worse compared to the step size error on the order $O(h^6)$ by the Numerov method. However, this generalization allows for a complete variable step size. To set up the grid for the two-channel model we distinguish between the classically allowed region $E > V(r)$ and the classically forbidden region $E < V(r)$. These regions are separated by the turning points $r_{\text{tp}}$ where $E = V(r)$. In the inner, classically forbidden region the wave function decreases exponentially for $r \to 0$. For the potentials of the two-channel model we start integration from $\sim 0.5 a_0$ inside the inner turning point with a fixed step size up to $r_{\text{tp}}$. For $r > r_{\text{tp}}$ the wave function shows oscillatory behavior. We define the integration step size in the classically allowed region by

$$h(r) = 10 \cdot 2\pi / k(r),$$

(8.24)

with the local wave number $k(r) = \sqrt{E - V_{\text{ion}}(r)}$. The factor 10 arises as we resolve the wave function with 10 grid points per wave length $\lambda = 2\pi / k$ and the local wave number $k(r)$ is given in terms of $V_{\text{ion}}$ in order to resolve the wave function of the lower channel properly. As this
channel lies lower energetically, the wave function in this channel has a shorter wave length for a given energy than the wave function in the upper channel.

**Matching procedure**

We employ the adapted version (8.20) of the Numerov method to the Schrödinger equation (8.1). The numerical solution can be written as

\[ \psi^{\text{num}}_{l,k}(r) = M_l(Kr)\phi_l, \quad (8.25) \]

where \( K_{ij} = k_j \delta_{ij} \) with \( k_1 = k \) and \( k_2 = \sqrt{k^2 - \Delta} \) and where \( \phi_l \) is a constant \( 2 \times 2 \) coefficient matrix. The \( 2 \times 2 \) matrix \( M_l(Kr) \) describes the radial dependence of \( \psi^{\text{num}}_{l,k}(r) \). In the asymptotic region, \( r \to \infty \), the numerical solution (8.25) is identical to the analytic asymptotic solution which is given by

\[ \psi^{\text{asymp}}_{l,k} \to \frac{i}{2} \left[ \hat{h}_l^-(Kr) + \hat{h}_l^+(Kr)K^{-1/2}S_lK^{1/2} \right]. \quad (8.26) \]

We solve the Schrödinger equation (8.1) numerically up to \( r_{\text{max}} = 1000 a_0 \) and utilize the last two points \((r_{\text{max}_1}, r_{\text{max}_2})\) of the variable grid as matching points

\[ \psi^{\text{num}}_{l,k}(r_{\text{max}_1}) = \psi^{\text{asymp}}_{l,k}(r_{\text{max}_1}), \quad \psi^{\text{num}}_{l,k}(r_{\text{max}_2}) = \psi^{\text{asymp}}_{l,k}(r_{\text{max}_2}). \quad (8.27) \]

The scattering matrix \( S_l \) is then given by

\[ S_l = K^{1/2} \left( \left(L^\text{out}_l\right)^{-1}L^\text{in}_l \right) K^{-1/2}, \quad (8.28) \]

where we have introduced the matrices

\[ L^\text{in}_l = \hat{h}_l^-(Kr_{\text{max}}) - M_l(Kr_{\text{max}})M_l(Kr_{\text{max}_1})^{-1}\hat{h}_l^-(Kr_{\text{max}_1}), \quad (8.29) \]
\[ L^\text{out}_l = \hat{h}_l^+(Kr_{\text{max}}) - M_l(Kr_{\text{max}})M_l(Kr_{\text{max}_1})^{-1}\hat{h}_l^+(Kr_{\text{max}_1}). \quad (8.30) \]

From the \( S \) matrix, the elastic and inelastic cross sections \( \sigma^\text{el}_l, \sigma^\text{inel}_l \) are calculated by the equations (5.135), (5.136), respectively.

### 8.3 Two-body loss rate coefficients and Elastic cross sections

Here, we show how we calculate from the inelastic cross sections the two-body loss rate coefficients of the two-channel model for different isotope mixtures. In section 5.8.5 and 5.8.6 we derived the two-body loss rate coefficients for a two-channel model with the loss channel \( \alpha' \). The loss channel \( \alpha' \) for the two-channel model presented here is given by the potential \( V_{\text{ion}} \) and inelastic collisions are given by the transitions from the scattering potential \( V_{\text{int}} \) to the ionization potential \( V_{\text{ion}} \). The integral in equation (5.168) is solved numerically by the Gauss-Legendre quadrature [13] for the intervals \([v_{i-1}, v_i]\) with \( i = 1, \ldots, n \) and \( v_0 = 0 \). Here the \( v_{i>0} \) are the roots of the Laguerre polynomial \( L_0(v) \). The division of the full integration range \([0, \infty)\) to the intervals \([v_{i-1}, v_i]\) results from applying the generalized Gauss-Laguerre quadrature method [13]. It was found that \( n = 10 \) is sufficient to find a good approximation to the integral (5.168).

For Ne*, the species are \( E, G = 20, 21, 22 \) for the \(^{20}\text{Ne}, ^{21}\text{Ne}, ^{22}\text{Ne}\) isotopes and the internal spin states read \( m_1, m_2 = -2, \ldots, +2 \) for the sublevels of the \(^3P_2\) manifold. For homonuclear collisions of \(^{20}\text{Ne}\) and \(^{22}\text{Ne}\), when the atoms are in the internal, spin-aligned state \( m_1 = m_2 = 2 \), we solve the Schrödinger equation (8.1) with the coupling strength \( V_{12}^{\text{pol}} \) with \( F = 20, 22 \), respectively. As the atoms are identical in identical internal states we find from equation (5.170) the overall two-body loss rate coefficients for polarized homonuclear ensembles as

\[ \beta^{\text{FF pol}} = \sum_{l \text{ even}} \beta^{\text{FF} \ l, 22}. \quad (8.31) \]

For homonuclear collisions in all other possible substates \( (m_1 m_2) \neq (22) \), we solve the Schrödinger equation (8.1) with the coupling strength \( V_{12}^{\text{imp}} \). We obtain from the equations (5.170), (5.172) the homonuclear two-body loss rate coefficients as

\[ \beta^{\text{FF} \ l, m_1 m_1} = \sum_{l \text{ even}} \beta^{\text{FF} \ l, m_1 m_1} \quad \beta^{\text{FF} \ l, m_1 \neq m_2} = \frac{1}{2} \sum_{l} \beta^{\text{FF} \ l, m_1 \neq m_2}. \quad (8.32) \]
with \( m_1 \neq 2 \) in the first equation. As the interaction potential is not dependent on the internal sublevels of the atoms we obtain identical partial two-body loss rate coefficients and write \( F^F \beta_l \equiv F^F \beta_{l,m_1 m_1} = F^F \beta_{l,m_1 \neq m_2} \). Note that this identity is not true for \((m_1m_2) = (22)\) as in this case the Schrödinger equation is solved with the coupling matrix element \( V_{12}^{\text{pol},F} \) with \( F = 20, 22 \).

The unpolarized two-body loss rate coefficient for homonuclear collisions is given in equation (5.176). For our coupled two-channel model, we find, that the unpolarized two-body loss rate coefficient is given by

\[
F^F \beta_{\text{unp}} = \frac{1}{(2j + 1)^2} \sum_{l \text{ even}} F^F \beta_{l,22} + \frac{2j}{(2j + 1)^2} \sum_{l \text{ even}} F^F \beta_l + \frac{2j(2j + 1)}{(2j + 1)^2} \frac{1}{2} \sum_l F^F \beta_l. \tag{8.33}
\]

PI collisions are suppressed in spin-aligned [i.e. \((m_1m_2) = (22)\)] samples compared to unpolarized ensembles. The suppression factor is given by the ratio

\[
F^F \eta^{-1} = \frac{F^F \beta_{\text{unp}}}{F^F \beta_{22}}. \tag{8.34}
\]

The definition of the suppression of polarized samples loss rates as the inverse of \( \eta \) follows the definition of [57].

In heteronuclear collisions, only polarized [\((m_1m_2) = (22)\)] two-body loss rate coefficients have been measured in the experiment. For the coupled two-channel model we solve the Schrödinger equation (8.1) with the coupling strength \( V_{12}^{\text{pol,het}} \) and obtain the two-body loss rate coefficients for polarized collisions from equation (5.173) as

\[
F^G \beta_{22} = \frac{1}{2} \sum_l F^G \beta_{l,22} \tag{8.35}
\]

We also calculate elastic cross sections for polarized collisions [\((m_1m_2) = (22)\)]. In the case of homonuclear collisions of bosons they are given by

\[
F^G \sigma_{22}^{el} = 2 \sum_{l \text{ even}} F^G \sigma_{l,22}^{el}, \tag{8.36}
\]

and in the case of heteronuclear collisions we have

\[
F^G \sigma_{22}^{el} = \sum_l F^G \sigma_{l,22}^{el}. \tag{8.37}
\]

So far, nothing has been said about the numerical values of the potential parameters we use. The free potential parameters are found from an optimization in order to find the best match of the numerical results with the experimental measurements. This optimization is described in more detail in the next section.

### 8.4 Determination of the Free Potential Parameters

In order to find the best potential parameters of the coupled two-channel model we include 17 experimental data points on homonuclear and heteronuclear collision rates. The data points read

\[
y_{\text{exp}} = \begin{cases} 
F^F \beta_{20}(T = 315 \ \mu K), & F^F \beta_{11}(T = 350 \ \mu K), & F^F \beta_{\text{unp}}(T = 315 \ \mu K), & F^F \beta_{\text{unp}}(T = 1.5 \ \text{mK}), \\
F^F \beta_{22}(T = 670, 730 \ \mu K), & F^F \sigma_{22}^{el}(T = 200 \ \mu K), & F^F \sigma_{22}^{el}(T = 500 \ \mu K), & F^G \beta_{22}
\end{cases}. \tag{8.38}
\]

with \( F = 20, 22 \) and \( F^G \beta_{22} \) for all three heteronuclear collision types. The temperature in the brackets indicates at what atomic ensemble temperature the measurement was performed. For \( F^G \beta_{22} \) the ensemble temperature reads \( T = 670 \ \mu K \) for \(^{20}\text{Ne} \) and \( T = 730 \ \mu K \) for \(^{22}\text{Ne} \).

The measurements of the heteronuclear rates were performed at \( T = 500 \ \mu K \) for \(^{21}\text{Ne} - ^{20}\text{Ne} \), \( T = 750 \ \mu K \) for \(^{22}\text{Ne} - ^{20}\text{Ne} \) and \( T = 600 \ \mu K \) for \(^{21}\text{Ne} - ^{22}\text{Ne} \).
The free potential parameters of the coupled two-channel model are given by

\[
x = \left\{ V_{12}^{\text{pol,20}}, V_{12}^{\text{pol,22}}, V_{12}^{\text{pol,het}}, V_{12}^{\text{unp}}, r_\Omega, r_\Delta, \Delta, c_6, c_6^{\text{ion}}, c_5, c_5^{\text{ion}} \right\}.
\]  

(8.39)

We calculate numerically the minimum of the function

\[
f(x) = \sum_i \left( \frac{y_i(x) - y_{i,\text{exp}}}{y_{i,\text{exp}}} \right)^2,
\]

(8.40)

where \(y(x)\) calculates the two-body loss rate coefficients and elastic cross sections as a function of the free potential parameters. The first component \(y_1(x)\) is the numerical result for \(\text{FFH}^{20}\) at \(T = 315 \mu\text{K}\) for \(^{20}\text{Ne}\) and so forth. We minimize the function \(f(x)\) under the constraints

\[
2 \, \text{K} \leq V_{12} \leq 200 \, \text{K},
9.5 \, a_0 \leq r_\Omega \leq 11 \, a_0,
0.05 \, a_0 \leq r_\Delta \leq 1.0 \, a_0,
-0.1 \, \text{K} \leq \Delta \leq -0.001 \, \text{K},
-0.37 \, \text{a.u.} \leq c_6 \leq +0.47 \, \text{a.u.},
1820 \, \text{a.u.} \leq c_6^{\text{ion}} \leq 2079 \, \text{a.u.},
-0.37 \, \text{a.u.} \leq c_5^{\text{ion}} \leq +0.47 \, \text{a.u.},
200 \, \text{a.u.} \leq c_5^{\text{ion}} \leq 5000 \, \text{a.u.}
\]

(8.41)

where the boundaries on \(V_{12}\) were set for all different coupling strength

\[
\left\{ V_{12}^{\text{pol,20}}, V_{12}^{\text{pol,22}}, V_{12}^{\text{pol,het}}, V_{12}^{\text{unp}} \right\}.
\]

The boundaries on the \(c_5\) and the \(c_6\) coefficients are due to the anisotropy in the long-range interactions of \(\text{Ne}^*\). This corresponds to the maximum and minimum value of the coefficients in table 6.2. For the boundaries of the \(c_6\) coefficient we have also included the 4% uncertainty, indicated in [9]. The boundaries on \(r_\Omega\) were chosen in order to allow PI to start when the electron orbitals overlap. The other boundary conditions were chosen due to numerical reasons.

<table>
<thead>
<tr>
<th>parameter</th>
<th>numerical value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{12}^{\text{pol,20}})</td>
<td>6.4</td>
<td>K</td>
</tr>
<tr>
<td>(V_{12}^{\text{pol,22}})</td>
<td>9.8</td>
<td>K</td>
</tr>
<tr>
<td>(V_{12}^{\text{pol,het}})</td>
<td>91.9</td>
<td>K</td>
</tr>
<tr>
<td>(V_{12}^{\text{unp}})</td>
<td>145.6</td>
<td>K</td>
</tr>
<tr>
<td>(r_\Omega)</td>
<td>9.76</td>
<td>(a_0)</td>
</tr>
<tr>
<td>(r_\Delta)</td>
<td>0.05</td>
<td>(a_0)</td>
</tr>
<tr>
<td>(\Delta)</td>
<td>-0.002</td>
<td>K</td>
</tr>
<tr>
<td>(c_6)</td>
<td>1832.5</td>
<td>(\text{a.u.})</td>
</tr>
<tr>
<td>(c_6^{\text{ion}})</td>
<td>527.0</td>
<td>(\text{a.u.})</td>
</tr>
<tr>
<td>(c_5)</td>
<td>0.47</td>
<td>(\text{a.u.})</td>
</tr>
<tr>
<td>(c_5^{\text{ion}})</td>
<td>-0.35</td>
<td>(\text{a.u.})</td>
</tr>
</tbody>
</table>

Table 8.1: Resulting parameters of optimization of \(f(x)\) (8.40) for the two-channel model. The boundaries of the optimization are given in (8.41).

The resulting potential parameters from the minimization of the function \(f(x)\) are given in table 8.1. One has to highlight that the found coupling parameters \(V_{12}^{\text{pol,20}}, V_{12}^{\text{pol,22}}\) are much lower than \(V_{12}^{\text{unp}}\). Thus, coupling from the interaction channel to the loss channel is weaker for collisions in the sublevels \((m_1,m_1) = (22)\) than in collisions in the other states. This is consistent
with the prediction, that PI is suppressed in collisions of spin-aligned atoms. Note, that these couplings strengths result from the minimization of $f(x)$, the suppression of $\gamma_{12}^{\text{pol}}$ was not included explicitly in the calculation.

In order to fit 17 data points we have used 11 potential parameters. In total, there are 31 experimental data points available. We show in the next section that most of them are matched with the potential parameters of table 8.1.

### 8.5 Results

Given the potential parameters in table 8.1 we calculate two-body loss rate coefficients, elastic cross sections for homonuclear $^{20}\text{Ne}$ and $^{22}\text{Ne}$ collisions and for heteronuclear $^{21}\text{Ne}^{\text{-}}^{20}\text{Ne}$, $^{22}\text{Ne}^{\text{-}}^{20}\text{Ne}$, $^{21}\text{Ne}^{\text{-}}^{22}\text{Ne}$ collisions in the temperature range $T = 1 \text{ nK} - 100 \text{ mK}$. In table 8.2 and in table 8.3 the numerical results are compared to corresponding experimental data points.

<table>
<thead>
<tr>
<th>quantity</th>
<th>unit</th>
<th>$^{20}\text{Ne}$</th>
<th>$^{22}\text{Ne}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^{\text{el}}$ (200 µK)</td>
<td>$[10^{-17} \text{ m}^2]$</td>
<td>6.0</td>
<td>8(2)</td>
</tr>
<tr>
<td>$\sigma^{\text{el}}$ (550 µK)</td>
<td>$[10^{-17} \text{ m}^2]$</td>
<td>3.0</td>
<td>2.8(7)</td>
</tr>
<tr>
<td>$\beta^{\text{pol}}$ (350 µK)</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>6.5</td>
<td>6.5(18)</td>
</tr>
<tr>
<td>$\beta^{\text{unp}}$ (315 µK)</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>100.0</td>
<td>78(47)</td>
</tr>
<tr>
<td>$\beta^{\text{unp}} / \beta^{\text{pol}}$</td>
<td></td>
<td>15.38</td>
<td>12.0(65)</td>
</tr>
<tr>
<td>$\beta_{11}$ (350 µK)</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>165.30</td>
<td>177(78)</td>
</tr>
<tr>
<td>$\beta_{00}$ (315 µK)</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>170.85</td>
<td>144(59)</td>
</tr>
<tr>
<td>$\beta_{21}$ (350 µK)</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>90.38</td>
<td>41(18)</td>
</tr>
<tr>
<td>$\beta_{\text{res}}$ (315 µK)</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>90.38</td>
<td>100(68)</td>
</tr>
</tbody>
</table>

Table 8.2: Homonuclear collisions: relaxation cross sections and two-body loss rate coefficients. Temperatures for the loss rates of the polarized samples are $T = 670 \mu\text{K}$ and $T = 730 \mu\text{K}$ for $^{20}\text{Ne}$ and $^{22}\text{Ne}$ collisions, respectively. The experimental data points are given in [5]. $\beta_{\text{res}}$ is the average value of $\beta_{2-1}$, $\beta_{1-1}$ and $\beta_{2-2}$.

<table>
<thead>
<tr>
<th>quantity</th>
<th>unit</th>
<th>$^{21}\text{Ne}^{\text{-}}^{20}\text{Ne}$</th>
<th>$^{22}\text{Ne}^{\text{-}}^{20}\text{Ne}$</th>
<th>$^{21}\text{Ne}^{\text{-}}^{22}\text{Ne}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^{\text{el}}$</td>
<td>$[10^{-17} \text{ m}^2]$</td>
<td>6.76</td>
<td>7</td>
<td>1.79</td>
</tr>
<tr>
<td>$\beta^{\text{pol}}$</td>
<td>$[10^{-12} \text{ cm}^3/\text{s}]$</td>
<td>31.26</td>
<td>39(27)</td>
<td>26.56</td>
</tr>
</tbody>
</table>

Table 8.3: Heteronuclear collisions of Ne*. Relaxation cross sections $\sigma^{\text{el}}$ and two-body loss rate coefficients $\beta^{\text{pol}}$ of spin-aligned atomic ensembles. The temperatures of these samples are $T = 500, 750, 600 \mu\text{K}$ for $^{21}\text{Ne}^{\text{-}}^{20}\text{Ne}$, $^{22}\text{Ne}^{\text{-}}^{20}\text{Ne}$ and $^{21}\text{Ne}^{\text{-}}^{22}\text{Ne}$ collisions, respectively. Experimental values were published in [4] and are also given in [5]. The experimental values for the relaxation cross sections are upper bounds.

In figure 8.3 and in figure 8.4 the numerical results for two-body loss rate coefficients of homonuclear $^{20}\text{Ne}$ and $^{22}\text{Ne}$ are shown. In both cases the significant difference of polarized loss rates to loss rates of other spin-combinations is visible. Especially in the case of $^{20}\text{Ne}$ collisions, a large difference of one order of magnitude for scattering rates of polarized and unpolarized atomic ensembles for s-wave collisions is observed. Almost all of the experimental data points are matched for homonuclear collisions. The most striking deviation is observed for $\beta^{\text{unp}}$ of $^{20}\text{Ne}$ collisions at $T = 1.5 \text{ mK}$. This has to be further investigated.
Figure 8.3: Two-body loss rate coefficients $\beta$ for homonuclear ensembles of $^{20}$Ne versus temperature. In addition to the legend, we also show the partial-wave contributions $\beta_{l,m_1,m_2}$ with $(m_1,m_2) = (22)$ (black dashed lines) and $\beta_{l,m_1,m_2}$ with $(m_1,m_2) \neq (22)$ (black dashed-dotted lines). Experimental data points and error bars are indicated in the corresponding colors.

Figure 8.4: Two-body loss rate coefficients $\beta$ for homonuclear ensembles of $^{22}$Ne versus temperature. In addition to the legend, we also show the partial-wave contributions $\beta_{l,m_1,m_2}$ with $(m_1,m_2) = (22)$ (black dashed lines) and $\beta_{l,m_1,m_2}$ with $(m_1,m_2) \neq (22)$ (black dashed-dotted lines). Experimental data points and error bars are indicated in the corresponding colors.
In figure 8.5 the calculated suppression ratios $\eta^{-1}$ and $\eta$ are shown for homonuclear ensembles. It can be seen that for the full temperature range, the suppression ratio $\eta^{-1} > 1$. Therefore, suppression of PI due to spin-alignment of the atoms is successfully implemented in the two-channel model. In addition, the suppression ratio $\eta^{-1}$ of $^{20}\text{Ne}$ is higher than for $^{22}\text{Ne}$ which is consistent with the experimental results.

In figure 8.6 and in the left subfigure of figure 8.7 the numerical two-body loss rate coefficients for heteronuclear $\text{Ne}^*$ collisions are shown. Unfortunately, there are only three experimental data points available. These data points are perfectly matched by the numerical calculation. The heteronuclear scattering rates were all calculated with the same coupling strength $V_{12}^{\text{pol,het}}$. Thus, the different behavior of the scattering rates is solely due to the mass scaling of the interaction potentials.
In the right subfigure of figure 8.7 and in figure 8.8 the numerical results of the elastic cross sections for heteronuclear collisions of Ne* are shown. It is seen in the figures that the calculated cross sections match the boundaries for all observed isotope-combinations. It is important to mention again, that these results are solely due to the mass scaling effect of the potentials as only a single coupling strength \( V_{\text{pol,het}}^{12} \) is assumed.

In figure 8.9 the numerical results for the elastic cross sections of polarized \( ^{20}\text{Ne} \) and \( ^{22}\text{Ne} \) collisions are shown. The elastic cross section for \( ^{20}\text{Ne} \) is consistent with the experimental measurements which is not the case for \( ^{22}\text{Ne} \) collisions. We have performed calculations with different potential parameters but it was found, that it is not possible to obtain good agreement with the experiment for both, the elastic cross section and the two-body loss rate coefficient \( \beta_{22} \) of \( ^{22}\text{Ne} \) at the same time.

In figure 8.10 the real and imaginary part of the complex energy-dependent scattering length are shown for spin-aligned collisions of \( ^{20}\text{Ne} \) and \( ^{22}\text{Ne} \) and \( l = 0 \). The complex energy-dependent scattering length was given in equation (5.139). For the real part \( \tilde{\alpha}_0 \) one can observe in the threshold regime a negative value for \( ^{20}\text{Ne} \) and positive value for \( ^{22}\text{Ne} \) on the order of \( \tilde{\alpha}_0 \approx \pm 40 \text{a}_0 \). The numerical result of a negative scattering length for \( ^{20}\text{Ne} \) and a positive
Figure 8.9: Elastic cross section $\sigma_{el}^{20}$ for homonuclear ensembles of $^{20}\text{Ne}$ in the left subfigure and for $^{22}\text{Ne}$ in the right subfigure versus temperature. The solid orange lines indicate the total elastic cross sections and the black dashed lines display the s-wave and d-wave contributions $\sigma_{l=2,22}^{el}$. Experimental data points and error bars are indicated in orange color.

Figure 8.10: Complex scattering length for $l = 0$. Shown are the real part $\tilde{\alpha}_0$ in the left subfigure and the imaginary part $\tilde{\beta}_0$ in the right subfigure versus relative collision energy $E_{rel}$ for $^{20}\text{Ne}$ and $^{22}\text{Ne}$ collisions.

The scattering length for $^{22}\text{Ne}$ is consistent with the determination of the s-wave scattering lengths in the experiment, given by [2]

$$a_{sc} = -180 \ a_0 \ (^{20}\text{Ne}), \quad a_{sc} = +150 \ a_0 \ (^{22}\text{Ne}).$$

Even though the absolute values are not correct, the qualitative behavior of the scattering length is in good agreement with the experimental observations.

In total, the results of the two-channel model are in very good agreement with the experimental measurements, including all different isotopes. This is remarkable, as the scattering of Ne* in the two-channel model is described by a single interaction potential instead of the multitude of potentials which occur in the full coupled-channel equations for Ne* interactions. From the results shown in this section we conclude that the coupled two-channel model is an effective model for cold collisions of Ne*. In order to discuss its validity, we compare it in the next section to different approaches for cold reactive collisions of atoms.
8.6 Comparison to the Different Models

Here we compare our two-channel model of this chapter to the quantum reflection model, the non-universal approach and also to the results of the coupled two-channel model with square-well potentials, which was introduced in the previous chapter.

8.6.1 Quantum reflection model

The quantum reflection model is a widely used model to describe cold reactive collisions of metastable rare gases [56–59]. It is shown in figure 8.11 for a interaction potential with rotational barrier ($l > 0$).

![Figure 8.11: The quantum reflection model. A potential with rotational barrier is depicted. The solid blue line indicates an incoming wave, the blue dashed line is the reflected fraction and the dashed orange line is the transmitted fraction of the incoming wave. The red bolt indicates ionization at short-range.](image)

A fraction $\psi_{\text{trans}}$ of the incoming scattering wave function $\psi_{\text{in}}$ is transmitted through the rotational barrier and a fraction $\psi_{\text{refl}}$ is reflected. The quantum reflection model assumes, that the particles at short-range ionize with 100% probability. Therefore, the transmitted fraction of the wave function is not back-reflected and the complete scattering physics is governed by the long-range part of the potential only. In [57] the quantum reflection model was employed successfully to explain cold collisions of Xe*. In this specific version of the quantum reflection model, the potential was given by

$$V(r) = \begin{cases} -c_6/r^6 & r > r_{\text{cut}} \\ V(r_{\text{cut}}) & r \leq r_{\text{cut}} \end{cases}$$ (8.43)

and the radial distance was extended to $r \to -\infty$. By solving the radial Schrödinger equation one obtains the transmitted probability current $j_{\text{trans}}$ of the scattering wave function and can calculate the transmission probability $P_T$ through the potential barrier as

$$P_T = j_{\text{trans}}/j_{\text{in}},$$ (8.44)

where $j_{\text{in}}$ is the incoming probability current of the scattering wave function. The inelastic scattering cross section of the quantum reflection model then reads

$$\sigma_{\text{inel}}^l(E) = \frac{\pi}{k^2} (2l+1) P_T(E,l).$$ (8.45)

The transmission probability only depends on the $c_6$ coefficient and on the reduced mass $\mu$ of the colliding particles. Small changes in the reduced mass for different isotope combinations only influence weakly the inelastic cross section $\sigma_{\text{inel}}$. Therefore, the quantum reflection model predicts universal scattering rates for collisions of different isotopes. In [57] it was demonstrated experimentally that for 5 different isotopes of Xe*, the scattering rates were almost identical. This observation agrees with the predictions of the quantum reflection model. The independence of the scattering rates on different isotope combinations is called universal behavior. Therefore, the quantum reflection model is also called the universal model [60].
Two important observations can be made. First, the results of the two-channel model for \( \beta \) coefficients are only weakly sensitive to small changes in isotopic mass. In the two-channel quantum reflection model, as already demonstrated in [137], it is shown, that the \( \beta \) coefficients given in equation (8.43) and of the two-channel quantum reflection model in [60] and in [137] gave analytic expressions of the two-body loss rate coefficients in the \( E \rightarrow 0 \) limit in terms of the \( c_6 \) coefficients. This makes it unnecessary to calculate the Schrödinger potential numerically for model potentials such as in equation (8.43). The rate constants given in [60] read

\[
\beta_0 \rightarrow \frac{2 \hbar}{E \rightarrow 0} \tilde{a}, \quad (8.46a)
\]

\[
\beta_1 \rightarrow \frac{2 \hbar}{E \rightarrow 0} (\bar{a} \tilde{a})^2, \quad (8.46b)
\]

Here, \( \bar{a} \) is the mean scattering length for the van der Waals potential given in equation (6.43) and \( \tilde{a} = \tilde{a} \Gamma(1/4) / [144 \pi^2 (3/4)^2] \) with \( \Gamma(x) \) the Gamma function. The factor \( g \) is a symmetrization factor which is 2 for identical atoms in identical states and 1 otherwise. The rate constants in (8.46) are only dependent on the reduced mass \( \mu \) and the dispersion coefficient \( c_6 \). With \( c_6 = 1832.5 \text{ a.u.} \) given in table 8.1, we calculate the two-body loss rate coefficients (8.46) of the quantum reflection model.

In figure 8.12 the resulting scattering rates are compared to the partial two-body loss rate coefficients \( \beta_{l,m_1,m_1} \) with \( m_1 \neq 2 \) for \(^{20}\text{Ne} \), \(^{22}\text{Ne} \) collisions, obtained by the two-channel model.

Two important observations can be made. First, the \( s \)-wave threshold constant of \(^{20}\text{Ne} \) collisions of the quantum reflection model agrees very well with the \( s \)-wave loss rate in the low-temperature regime calculated by the two-channel model. Second, a change of isotopic mass from \(^{20}\text{Ne} \) to \(^{22}\text{Ne} \) collisions does not change the rate constants of the quantum reflection model sufficiently to give good agreement with the differences for the different isotopes obtained by the two-channel model. As the quantum reflection model only takes into account long-range physics, the rate coefficients are only weakly sensitive to small changes in isotopic mass. In the two-channel model, however, a difference of almost one order of magnitude can be observed in the \( s \)-wave rate constants. The \( p \)-wave rate constants of the quantum reflection model and of the two-channel model do not agree at all. The results of the two-channel model for \( FF \) \( \beta_{m_1,m_1} \) were in good agreement with the experimental measurements of \( FF \) \( \beta_{11}, FF \beta_{00} \) for \( F = 20, 22 \). Therefore, and as already demonstrated in [5], it is shown, that the quantum reflection model is not a good description for reactive collisions of Ne*. 

Figure 8.12: Partial two-body loss rate coefficients \( \beta_{l,m_1,m_1} \) obtained by the two-channel model with \( m_1 \neq 2 \) and the threshold rates of the quantum reflection model (qr) (8.46) for \(^{20}\text{Ne} \) collisions and for \(^{22}\text{Ne} \) collisions.
8.6.2 Non-universal model

Within the framework of Multichannel Quantum Defect Theory (MCQDT) [63–66], the non-universal model has been developed [60,61] and explicit expressions for s-wave and p-wave two-body loss rate coefficients in the threshold limit in terms of two parameters \((y, s)\) were given in [61]. These non-universal two-body loss rate coefficients for \(E \to 0\) read

\[
\begin{align*}
\beta_0 &= \frac{\hbar}{\mu} \frac{1 + (s - v)^2}{1 + y^2(s - v)^2}, \\
\beta_1 &= \frac{\hbar}{\mu} \sqrt{V} k^2 y \frac{1 + v^2}{v^2} \times \frac{1 + (s - v)^2}{y^2(s - v + v^{-1})^2 + (s - 1)^2},
\end{align*}
\]

where \(v = \cot(\pi/n - 2)\) and \(\sqrt{V}\) is the characteristic p-wave volume

\[
\sqrt{V} = \frac{\pi (n - 2)(n - 8)/(n - 2)}{\Gamma^2(\frac{3}{n - 2})} R_n^3.
\]

The characteristic length is given by

\[
R_n = \left(\frac{2\mu c_n/\hbar^2}{(n - 2)}\right)^{1/(n - 2)},
\]

and for van der Waals interactions \((n = 6)\) we obtain the van der Waals length \(R_6\) which was given in equation (6.43). Note that there is a factor of 1/2 between equation (6.43) of [60] and equation (8.49) of [61].

The basic assumption of MQDT and the non-universal model is the separation of short-range and long-range physics. A physical interpretation of the parameter \(y\) is given if one assumes the WKB-form of the scattering wave function at short distances

\[
\psi(r) \sim \frac{\exp[-i \int k(x) dx]}{\sqrt{k(r)}} - \left(1 - \frac{1}{1 + y}\right) \frac{\exp[i \int k(x) dx]}{\sqrt{k(r)}},
\]

with the local wave number \(k(r) = \sqrt{2\mu(E - V(r))/\hbar}\). The first term of equation (8.50) describes the incoming part of the scattering wave and the second term the outgoing part. The parameter \(y\) is restricted to \(0 \leq y \leq 1\). One can see that for \(y = 1\) there is no outgoing or reflected term in equation (8.50). For \(y = 0\) however, the incident and outgoing fluxes are equal. This means, that for \(y = 1\) nothing is reflected and for \(y = 0\) vice versa. The parameter \(y\) is thus a parametrization of the probability of loss at short-range and this probability is given by [61]

\[
P_{\text{ls}} = 4y/(1 + y)^2.
\]

For \(y = 1\), the expressions of the rate coefficients in [61] reduce to those of the quantum reflection model, given by equation (8.46) and become independent of the parameter \(s\). The dimensionless parameter \(s\) is given by \(s = a_s/\bar{a}\), where \(a_s\) is the s-wave scattering length of the potential and \(\bar{a}\) again the mean scattering length. It contains the information about the short-range part of the potential. For \(y = 1\), this information does not influence the scattering wave function.

When two-body loss rate coefficients have been established experimentally or numerically, the parameters \((y, s)\) serve as fit parameters to the results. We fit these parameters to the two-body loss rate coefficients obtained by the two-channel model of this chapter, in the threshold limit. As these equations are non-linear in \((y, s)\), multiple solutions are obtained. However, \(0 \leq y \leq 1\) must hold. The parameter \(s\) is the scaled scattering length and must agree with the experimental observations. We perform a fit of \((y, s)\) of (8.47) with the calculated coefficient \(c_6 = 1832.5\) a.u. in the threshold limit to the scattering rates \(\beta_{m_1m_2}\) with \(m_1 \neq 2\) for \(^{20}\text{Ne}\) and for \(^{22}\text{Ne}\) and obtain the set of parameters

\[
\begin{align*}
^{20}y &= 0.06, \quad ^{20}s = -4.14, \\
^{22}y &= 0.07, \quad ^{22}s = +0.66.
\end{align*}
\]
Figure 8.13: Partial two-body loss rate coefficients $\beta_{l,m_1,m_1}$ obtained by the two-channel model and obtained by the non-universal model (nu) for $^{20}\text{Ne}$ and for $^{22}\text{Ne}$ for collisions in $m_1 \neq 2$. The rates of the non-universal model are given for $c_6 = 1832.5$ a.u. and with the fit parameters of (8.52).

From the values of $y$ one can calculate the loss probabilities (8.51) as $P_{ls} = 20.11\%$ for $^{20}\text{Ne}$ and $P_{ls} = 25.67\%$ for $^{22}\text{Ne}$. The obtained values for $s$ lead to the scattering lengths $a_{sc} = -179\ a_0$ for $^{20}\text{Ne}$ and $a_{sc} = +29\ a_0$ for $^{22}\text{Ne}$, where we have used, that the mean scattering lengths $\bar{a}$ are given by $\bar{a} = 43.21\ a_0$ for $^{20}\text{Ne}$ and $\bar{a} = 44.25\ a_0$ for $^{22}\text{Ne}$ with $c_6 = 1832.5$ a.u. While the scattering length matches perfectly the experimental result for $^{20}\text{Ne}$ it underestimates the scattering length of $^{22}\text{Ne}$ [see (8.42)]. This error is systematical as the parameter $s$ was found from a fit to the two-channel model of this chapter which itself did not describe accurately the elastic scattering in $^{22}\text{Ne}$ (see figure 8.9). It is thus consistent with the error of the two-channel model, that the scattering length obtained by a fit of the non-universal model gives a lower value for the scattering length.

A second fit was made to the two-body loss rate coefficients obtained by the two-channel model of this chapter for polarized ensembles $\beta_{22}$ for $^{20}\text{Ne}$ and $^{22}\text{Ne}$. Again, from the equations (8.47) with $c_6 = 1832.5$ a.u. we obtain a set of parameters $(y, s)$ which read

$$
\begin{align*}
(20)\ y_{pol} &= 0.002, \quad (20)\ s_{pol} = -3.5, \\
(22)\ y_{pol} &= 0.02, \quad (22)\ s_{pol} = +0.7.
\end{align*}
$$

(8.53)

From the parameters $(y, s)$ one can calculate the loss probabilities from equation (8.51) which leads to $P_{ls} = 0.96\%$ for $^{20}\text{Ne}$ and $P_{ls} = 6.63\%$ for $^{22}\text{Ne}$. We can see that these loss probabilities are much lower than for the $y$ parameters in (8.52). If we calculate the ratios $\beta_{22}/\beta_{m_1m_2}$ with $(m_1m_2) \neq (22)$ of the loss probabilities, we find $20.11\% / 0.96\% \approx 20.95$ for $^{20}\text{Ne}$ and $25.67\% / 6.63\% \approx 3.87$ for $^{22}\text{Ne}$. Therefore, the suppression of loss in the non-universal model is higher in $^{20}\text{Ne}$ than in $^{22}\text{Ne}$, which is consistent with the experimental observations. Calculating the scattering lengths from the parameter $s$ of (8.53) leads to $a_{sc} = -151\ a_0$ for $^{20}\text{Ne}$ and $a_{sc} = +30\ a_0$ for $^{22}\text{Ne}$. Again, the scattering length agrees well with the experimental measurement for $^{20}\text{Ne}$ but underestimates the magnitude of the scattering length for $^{22}\text{Ne}$. Strikingly, the parameter values of $s$ in (8.52) and in (8.53) are very similar and lead to similar scattering lengths for $^{20}\text{Ne}$ and $^{22}\text{Ne}$.

In figure 8.13 and in figure 8.14 the scattering rates of the two-channel model of this chapter are compared to the threshold rates of the non-universal model with the fit parameters in (8.52) and in (8.53). It can be seen in the graphs, that in both cases, the scattering rates of the non-universal model are in very good agreement with the threshold scattering rates of the two-channel.
model in the limit $T \to 0$. Additionally, the physical interpretation of the parameters $(y, s)$, found from the fit to match the scattering rates, is in good agreement with the experimental observations. Therefore, comparing the results of the two-channel model of this chapter to the non-universal model gives additional insight about the importance of short-range physics and the scattering lengths in Ne* collisions.

8.6.3 Two-channel model with square-well potentials

After the comparison of the two-channel model of this chapter to the quantum reflection model and the non-universal model we compare it with the coupled two-channel model with square-well potentials of the previous chapter. As an example we choose heteronuclear collisions of $^{20}$Ne–$^{21}$Ne. The procedure of this subsection can of course be applied to different types of Ne* collisions.

The parametrized unaveraged two-body loss rate coefficients for the analytic square-well potentials were given in equation (7.60). They have been derived from a Taylor series of the background scattering phases in equation (7.58) up to first order in $k$. In order to fit the results of the simulations for $^{21}^{20}\beta$ we found, that the background scattering phases have to include higher order terms, reading

\[
\eta^b_0(k) = \log a_0 + b_0 k + c_0 k^2 + \ldots, \tag{8.54a}
\]

\[
\eta^b_1(k) = \log a_1 + b_1 k + c_1 k^2 + \ldots, \tag{8.54b}
\]

\[
\eta^b_2(k) = \log a_2 + b_2 k + c_2 k^2 + d_2 k^3 + d_3 k^4 + \ldots. \tag{8.54c}
\]

Inserting these expansions for the background scattering phases in the equations (7.57) and the results in the equations (7.59) we calculate the two-body loss rate coefficients.

Figure 8.14: Partial two-body loss rate coefficients $\beta_{l,m_1,m_1}$ obtained by the two-channel model and obtained by the non-universal model (nu) for $^{20}$Ne and for $^{22}$Ne for spin-aligned collisions with $m_1 = 2$. The rates of the non-universal model are given for $c_6 = 1832.5$ a.u. and with the fit parameters of (8.53).
As the coefficients $b_l$ and $d_2$ are purely imaginary, we obtain

$$\beta^p_0(k) = \frac{2\pi|a_0|^2}{k^2 + \kappa_0^2} e^{-c_0 k^2}, \quad (8.55a)$$

$$\beta^p_1(k) = \frac{6\pi|a_1|^2 e^{-c_1 k^2}}{(k^2 - \kappa_1^2)^2 + 4 \text{Re} \kappa_1 \text{Im} \kappa_1 k^2}, \quad (8.55b)$$

$$\beta^p_2(k) = \frac{10\pi|a_2|^2 e^{-c_2 k^2}}{(k^2 - \kappa_2^2)^2 + 4 \text{Re} \kappa_2 \text{Im} \kappa_2 k^4} e^{-e_2 k^4}. \quad (8.55c)$$

A least-square fit of these two-body loss parameters to the results of the simulations for the unaveraged partial two-body loss rate coefficients $\beta_l$ for $^{20}\text{Ne}-^{21}\text{Ne}$ collisions leads for $l = 0$ to the coefficients

$$a_0 = 0.1477, \quad c_0 = -57.3641, \quad \kappa_0 = 0.0408, \quad (8.56)$$

for $l = 1$ to the coefficients

$$a_1 = 0.1326, \quad c_1 = -76.8736, \quad \kappa_1 = 1.5e - 10, \quad \text{Im} \kappa_1 = -0.0198, \quad (8.57a)$$

and for $l = 2$ to the coefficients

$$a_2 = 2.3141, \quad c_2 = 64.7843, \quad c_2 = 642.3825, \quad (8.58a)$$

$$\text{Re} \kappa_2 = 0.0304, \quad \text{Im} \kappa_2 = -0.0100. \quad (8.58b)$$

Note, that the fit parameters $a_l, b_l, \ldots$ are the expansion coefficients of equation (8.54) and the positions $\kappa_3, \kappa_4, \ldots$ are the pole positions of the $S$ matrix in the complex $k$ plane due to bound states and resonant states in the interaction channel of the coupled square-well potential.

In figure 8.15 the unaveraged two-body loss rate coefficients of the two-channel model with a realistic interaction potential and the two-body loss rate coefficients of the two-channel model with square-well potentials (8.55) are compared for $^{20}\text{Ne}-^{21}\text{Ne}$ collisions. It can be seen that both results agree very well. In figure 8.15 also the experimental data point is given even though it was obtained in a thermal ensemble of Ne atoms with temperature $T$. However, as the width of the Maxwell-Boltzmann distribution (5.169) of the relative velocities is large compared with
the widths of the resonances of the unaveraged two-body loss rate coefficients, the scattering rates are not very sensitive to the effect of averaging. As the errors bars for the two-body loss rate coefficients obtained in experiment are large compared with the effect of averaging on the loss rates, we can compare the calculated unaveraged two-body loss rate coefficients with the experimental measurement. It can be seen, that the two-body loss rate coefficients of both models as well as the experimental measurement agree very well for $^{20}\text{Ne}^{-21}\text{Ne}$ collisions. Therefore, we conclude that the physics of the coupled two-channel model is independent of the exact details of the potentials.

CONCLUSION

In this chapter we presented the coupled two-channels with a realistic interaction potential of Ne* as a model for cold collisions of Ne*. The two-channel model of this chapter describes elastic scattering and PI in Ne* collisions in terms of a single realistic interaction potential of Ne$_2$ and a single ionization potential. The effect of the suppression of PI due to spin-polarization of the atoms is included by the assumption of different coupling strengths for collisions in different internal states. We optimized the free potential parameters of this model in order to fit the experimental data and found, that the resulting scattering rates agree very well with the experimental measurements for the different isotope mixtures and internal spin-states. Furthermore, we compared the results to the quantum reflection model and the non-universal model. We found that the quantum reflection model cannot reproduce the results of the two-channel model and the experiment. With the non-universal model, we obtained agreement of the threshold behavior of the scattering rates of the two-channel model and the results for the fit parameters $(y, s)$ agreed with the experimental observations. Finally, we demonstrated, that the two-body loss rate coefficients, which we have derived in the previous chapter for the analytic coupled square-well model from the pole expansion of the $S$ matrix, agree with the results of the two-channel model of this chapter.
In this thesis we investigated theoretically the properties of cold gases of Ne*. These gases are dilute and the behavior is dominated by the binary interaction physics of Ne*. The collision physics is given by the short-range interactions and the long-range interactions between the atoms. The interaction energies were calculated for short-range interactions of Ne* in [6] and for long-range interactions of Ne* in [7–9] in the molecular bases of Hund’s case (a) and Hund’s case (c), respectively.

For employing these interaction potentials in the scattering equations for Ne* we examined the short-range and long-range interactions for simpler atomic systems in order to introduce the notation and in order to illuminate the symmetries and the spectroscopic notation for these interaction potentials. This has been done in this work by calculating the molecular potential energies of $\text{H}_2^+$ and $\text{H}_2$ as examples for the short-range interaction potentials and by calculating the van der Waals interaction energy of hydrogen and helium as examples for long-range interactions. We introduced the different molecular basis states in terms of the results of the calculated molecular potentials.

The scattering equations are solved by quantum scattering theory. Therefore, we introduced the basic concepts and operators of quantum scattering before we introduced the interaction potentials of Ne* at short- and long-range and set up the scattering equations for Ne* in terms these potentials.

Instead of solving the full scattering equations of Ne* by taking into account all the molecular potentials involved we introduced a coupled two-channel system as a model for cold reactive collisions of Ne*. In this model, the elastic scattering channel is given by a single interaction potential only and ionizing collisions are described by transitions from the elastic scattering channel to the second channel which represents the loss channel. We studied this two-channel model in a version, where both channels were given by square-well potentials. The Schrödinger equation for this model can be solved analytically and we examined the analytic solutions in the complex $k$ plane. We found that the pole expansion of the $S$ matrix is given in terms of a single term only if a bound state or a quasi-bound state is present in the scattering channel. With the single-pole expansion of the transition $S$ matrix element we parametrized the two-body loss rate coefficients within this model for the lowest partial-waves.

In the second version of the two-channel model we employed a realistic interaction potential of Ne*, given by the calculated short-range and long-range interaction potentials for Ne* and a model ionization potential. We found that within this model we can describe the elastic and ionizing collisions of homonuclear and heteronuclear collisions of Ne* very well. The experimental data was used for a fit of the free potential parameters of the model which resulted in very good agreement of the calculations and the experiment. We understood the suppression of PI for spin-aligned collisions, which is observed in the experiment, in terms of a weaker coupling from the scattering channel to the ionization channel than the coupling for collisions in other states. The suppression ratios measured in the experiment were very well described with this mechanism for both homonuclear collision types. In heteronuclear collisions, the single set of potential parameters led to very good agreement of the calculations with the experiment for all available isotope mixtures. Therefore, this two-channel model is an accurate description of the Ne* collision properties and gives a simple interpretation of the suppression of PI due to spin-aligned collisions. We introduced this model since the quantum reflection model, which was employed successfully for other rare gas collisions, fails to describe Ne* collisions which was demonstrated in this work. We compared the two-channel model with the non-universal
model by fitting the free parameters of the rate coefficients of the non-universal model, which are valid in the $T \to 0$ limit, to the rate coefficients of the two-channel model and found that these parameters are in good agreement with the experimental observations. Therefore, the non-universal model is complementary to the two-channel model in the limit $T \to 0$.

Finally we found from a fit of the parametrized two-body loss rate coefficients of the two-channel model with square-well potentials to the two-body loss rate coefficients of the two-channel model with a realistic interaction potential very good agreement of these models as well as of the experiment. Therefore, we conclude that the coupled two-channel square-well model describes ionizing collisions of Ne*.

OUTLOOK

The two-channel models given in this work assume that Ne* collisions can be approximated by a single elastic scattering channel. In the version with a realistic interaction potential, this approximation explains very well the experimentally obtained scattering rates and covers the main features of Ne* collisions. However, it does not cover all the measured data points as it does not take into account all the details of the microscopic interactions. Therefore, one would need to solve the full coupled channel equations which were given in chapter 6 for a specific coupling scheme. Unfortunately, the short-range molecular interaction potentials are only known to a certain precision which is not sufficient to describe cold Ne* collisions accurately. Therefore, there is a need to calculate the short-range Born-Oppenheimer potentials of Ne$_2$ to a greater extent of accuracy. The information about auto-ionization widths and ionization potentials is also rare in the case of Ne*. A detailed study of the PI processes in Ne* is very challenging but mandatory to obtain more insight into the ionization properties of Ne*.

Most recently, the analysis of the experimental scattering data showed a dependency of the scattering rates of the temperature and of the magnetic field. The magnetic field dependence suggests lower ionization rates for higher magnetic fields in the case of $^{22}$Ne collisions. It would prove interesting to investigate the behavior of the scattering rates for even higher magnetic fields as with lower ionization rates lower temperatures in atomic gases of Ne*, closer to $T_c$, could be achieved. Therefore, the quest still remains open if a phase transition of the thermal Ne* gas to a BEC can be observed. In addition to the suggested lower rates of ionization for higher magnetic fields, the isotope $^{22}$Ne possesses the promising property of having a positive scattering length which is crucial for obtaining a stable BEC.
Here we introduce atomic units and give numerical values for the fundamental constants of physics. In atomic units the energy scale is defined in terms of the Hartree energy $E_h$ given by

$$E \equiv E_h = \frac{\hbar^2}{m_e a_0^2}, \quad \text{ (A.1)}$$

where the physical constants are given in table A1. The length scale in atomic units is the Bohr radius

$$\mathcal{L} \equiv a_0 = \frac{4\pi\varepsilon_0 \hbar^2}{m_e e^2}. \quad \text{ (A.2)}$$

The lengths and energies are scaled in these units

$$\tilde{r} = r / a_0, \quad \tilde{E} = E / E_h. \quad \text{ (A.3)}$$

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Numerical Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bohr radius</td>
<td>$a_0$</td>
<td>0.529 177 210 67(12)</td>
<td>Å</td>
</tr>
<tr>
<td>Hartree energy</td>
<td>$E_h$</td>
<td>4.359 744 650(54) $\times$ $10^{-18}$</td>
<td>J</td>
</tr>
<tr>
<td>Planck constant</td>
<td>$\hbar$</td>
<td>6.626 070 040(81) $\times$ $10^{-34}$</td>
<td>Js</td>
</tr>
<tr>
<td>Reduced Planck constant</td>
<td>$\hbar$</td>
<td>1.054 571 800(13) $\times$ $10^{-34}$</td>
<td>Js</td>
</tr>
<tr>
<td>Electron mass</td>
<td>$m_e$</td>
<td>9.109 383 56(11) $\times$ $10^{-31}$</td>
<td>kg</td>
</tr>
<tr>
<td>Electric constant</td>
<td>$\varepsilon_0$</td>
<td>8.854 187 817 $\ldots$ $\times$ $10^{-12}$</td>
<td>Fm$^{-1}$</td>
</tr>
<tr>
<td>Elementary charge</td>
<td>$e$</td>
<td>1.602 176 620(98) $\times$ $10^{-19}$</td>
<td>C</td>
</tr>
<tr>
<td>Boltzmann constant</td>
<td>$k_B$</td>
<td>1.380 648 52(79) $\times$ $10^{-23}$</td>
<td>JK$^{-1}$</td>
</tr>
</tbody>
</table>

Table A1: Fundamental constants of physics. We use the CODATA recommended values 2014 [139].

**Single-particle Schrödinger equation**

The advantage of using atomic units may be illustrated by introducing them to the Schrödinger equation for the electron in hydrogen which in SI units is given by

$$- \frac{\hbar^2}{2m_e} \nabla^2 \tilde{r} - \frac{e^2}{4\pi\varepsilon_0 \tilde{r}} \Psi(\tilde{r}) = E \Psi(\tilde{r}), \quad \text{ (A.4)}$$

Substituting $r$ with $\tilde{r}$ results in

$$- \frac{\hbar^2}{2m_e a_0^2} \nabla^2 \tilde{r} - \frac{e^2}{4\pi\varepsilon_0 \tilde{r} a_0} \Psi(\tilde{r}) = E \Psi(\tilde{r}). \quad \text{ (A.5)}$$

Further rearrangement of equation (A.5) leads to

$$\frac{\hbar^2}{m_e a_0^2} \left[ - \frac{1}{2} \nabla^2 \tilde{r} - \frac{m_e a_0^2}{\hbar^2} \frac{e^2}{4\pi\varepsilon_0 \tilde{r} a_0} \right] \Psi(\tilde{r}) = E \Psi(\tilde{r}). \quad \text{ (A.6)}$$
which finally can be expressed in terms of atomic units only as

\[
\left[ -\frac{1}{2} \nabla_{\tilde{r}}^2 - \frac{1}{\tilde{r}} \right] \Psi(\tilde{r}) = \tilde{E} \Psi(\tilde{r}). \tag{A.7}
\]

Two-particle radial Schrödinger equation

For two-particle scattering, with the wave function in the center-of-mass frame

\[
\Psi(r_1, r_2) = \Psi_{\text{com}}(R_{\text{com}}) \cdot \Psi_{\text{rel}}(r), \tag{A.8}
\]
the radial Schrödinger equation for the relative motion in atomic units reads

\[
\left[ -\frac{1}{2\tilde{\mu}} \nabla_{\tilde{r}}^2 + \tilde{V}(\tilde{r}) + \frac{l(l+1)}{2\tilde{\mu}r^2} \right] \Psi_{\text{rel}}(\tilde{r}) = \tilde{E} \Psi_{\text{rel}}(\tilde{r}). \tag{A.9}
\]

Here the reduced mass \( \tilde{\mu} \) in atomic units reads

\[
\tilde{\mu} = \frac{1}{m_e} \frac{m_1 m_2}{m_1 + m_2} = \frac{\mu}{m_e}, \tag{A.10}
\]

where \( m_1, m_2 \) are the particle masses. The interaction potential \( \tilde{V} \) is scaled by the Hartree energy \( \tilde{V} = V / E_h \). Multiplication of (A.9) with \( 2\tilde{\mu} \) leads to

\[
\left[ -\nabla_{\tilde{r}}^2 + 2\tilde{\mu} \tilde{V}(\tilde{r}) + \frac{l(l+1)}{2\tilde{\mu}} \right] \Psi_{\text{rel}}(\tilde{r}) = k^2 \Psi_{\text{rel}}(\tilde{r}), \tag{A.11}
\]

where \( k^2 = \tilde{E} \). This is the reduced radial Schrödinger equation for \( \Psi_{\text{rel}}(\tilde{r}) \) in atomic units.
We seek a representation in which \( J \) which has been used explicitly in section 6 where an odd number of permutations leads to a factor (B.8)\(^{1}\).

The advantage of the Wigner 3\( j \) symbols is the easier way of deducing the symmetries. An even number of permutations of the rows of the Wigner 3\( j \) symbols is not leading to a change in sign

\[
\begin{pmatrix}
  j_1 & j_2 & j \\
  m_1 & m_2 & m \\
\end{pmatrix} = \begin{pmatrix}
  j_2 & j_1 & j \\
  m_2 & m_1 & m \\
\end{pmatrix} = \begin{pmatrix}
  j & j_1 & j_2 \\
  m & m_1 & m_2 \\
\end{pmatrix},
\]

whereas an odd number of permutations leads to a factor \((-1)^{j_1+j_2+j}\)

\[
(-1)^{j_1+j_2+j+1} \begin{pmatrix}
  j_1 & j_2 & j \\
  m_1 & m_2 & m \\
\end{pmatrix} = \begin{pmatrix}
  j_2 & j_1 & j \\
  m_2 & m_1 & m \\
\end{pmatrix} = \begin{pmatrix}
  j_1 & j & j_2 \\
  m_1 & m & m_2 \\
\end{pmatrix} = \begin{pmatrix}
  j & j_2 & j_1 \\
  m & m_2 & m_1 \\
\end{pmatrix}.
\]

\(^{1}\) The Clebsch-Gordan coefficients are non-zero only if \(|j_1 - j_2| \leq j \leq j_1 + j_2\) and if \(m_1 + m_2 = m\) is fulfilled. They possess important symmetry properties, in particular

\[
C(j_1j_2j_3; m_1m_2m_3) = (-1)^{j_1+j_2-j}C(j_2j_3j_1;m_3m_1m_2),
\]

which has been used explicitly in section 6.9 to obtain properly symmetrized wave functions under the exchange of nuclei which possess angular momenta \(j_1\) and \(j_2\).
Coupling of three angular momenta

Consider now three angular momenta $J_1, J_2, J_3$. These angular momenta may be coupled in various ways to obtain the total angular momentum $J$. One way is given by

$$J_{12} = J_1 + J_2, \quad J = J_{12} + J_3,$$

where first $J_1$ and $J_2$ couple to $J_{12}$ which then couples with $J_3$ to give $J$. A second way is given by

$$J_{23} = J_2 + J_3, \quad J = J_{23} + J_1,$$

where first $J_2$ and $J_3$ couple to $J_{23}$ which then couples with $J_1$ to give $J$. Both coupling schemes lead to a coupled representation $|((j_{12})j_{123})jm\rangle$ for (B.10) and $|((j_{23})j_{234})jm\rangle$ for (B.11). It is important to note that the states $|jm\rangle$ obtained from coupling three angular momenta are not uniquely determined but depend on the details of the specific coupling scheme so that in general $|((j_{12})j_{123})jm\rangle \neq |((j_{23})j_{234})jm\rangle$. The two states are however related by a unitary transformation [40]

$$|((j_{12})j_{123}) jm\rangle = \sum_{j_{12}} |((j_{12})j_{123})jm\rangle |((j_{12})j_{123})j(m)\rangle.$$

The coefficient $\langle((j_{12})j_{123})|(j_{12})j_{123})\rangle$ is given in terms of the Wigner $6j$ symbol as

$$\langle((j_{12})j_{123})|(j_{12})j_{123})\rangle = \sqrt{\frac{(2j_{12}+1)(2j_{23}+1)}{2}} \frac{1}{(\zeta + h + j + J)!} \left\{ \begin{array}{lll} j_1 & j_2 & j_{12} \\ j_3 & j & j_{23} \end{array} \right\}.$$

The $6j$ symbol is invariant under an interchange of columns and an interchange of two numbers in the bottom row with the respective two numbers in the top row [98]

$$\left\{ \begin{array}{lll} a & b & e \\ d & c & f \end{array} \right\} = \left\{ \begin{array}{lll} a & e & b \\ d & f & c \end{array} \right\} = \left\{ \begin{array}{lll} e & b & a \\ f & c & d \end{array} \right\} = \left\{ \begin{array}{lll} a & c & f \\ d & b & e \end{array} \right\} = \left\{ \begin{array}{lll} d & c & e \\ a & b & f \end{array} \right\} = \ldots$$

The Wigner $6j$ symbols can be expressed by the Racah $W$-coefficient [98]

$$\left\{ \begin{array}{lll} j_1 & j_2 & j_3 \\ l_1 & l_2 & l_3 \end{array} \right\} = (-1)^{h_l+h_j+l_j} W(j_{12}j_{121}; j_{34}j_{34}).$$

Coupling of four angular momenta

Assume now the coupling of four angular momenta $J_1, J_2, J_3, J_4$. Again, there are various ways of coupling these four momenta to a total angular momentum $J$. Assume again two different ways of coupling the four angular momenta

$$J_{12} = J_1 + J_2, \quad J_{34} = J_3 + J_4, \quad J = J_{12} + J_{34},$$

$$J_{13} = J_1 + J_3, \quad J_{24} = J_2 + J_4, \quad J = J_{13} + J_{24}.$$

The unitary transformation between the states $|((j_{12})j_{1234})jm\rangle$ and $|((j_{13})j_{1324})jm\rangle$ is given by

$$|((j_{12})j_{1234})jm\rangle = \sum_{j_{1234}} |((j_{12})j_{1234})jm\rangle |((j_{12})j_{1234})j(m)\rangle,$$

where the coefficients $\langle((j_{12})j_{1234})|(j_{12})j_{1234})\rangle$ may be written in terms of the Wigner $9j$ symbols

$$\langle((j_{12})j_{1234})|(j_{12})j_{1234})\rangle = \left\{ \begin{array}{lll} j_1 & j_2 & j_{12} \\ j_3 & j_4 & j_{34} \\ j_{13} & j_{24} & j \end{array} \right\} \times \sqrt{\frac{(2j_{12}+1)(2j_{34}+1)(2j_{13}+1)(2j_{24}+1)}{2}}.$$


The symmetries of the Wigner 9j symbols were investigated in [142]. The Wigner 9j symbol is invariant under the interchange of rows and columns. Upon the interchange of two adjacent rows or columns it is multiplied by \((-1)^{(h+2+j_2+j_3+j_4+j_5+j_3+j_5+j_4+j_2)}\). A contraction in terms of Racah coefficients is given by

\[
\begin{bmatrix}
  a & b & c \\
  d & e & f \\
  g & h & i 
\end{bmatrix} = \sum_k (2k+1)W(abdh;kg)W(bfhd;kc)W(aibf;kc).
\]  
(B.20)

**Coupling of five angular momenta**

To conclude the discussion of Wigner symbols we look at the coupling of five angular momenta \(J_1, J_2, J_3, J_4, J_5\). Two different ways of coupling these momenta to a total angular momentum \(J\) read

\[
\begin{align*}
J_{12} &= J_1 + J_2, & J_{123} &= J_1 + J_3, & J_{45} &= J_4 + J_5, & J &= J_{123} + J_{45} \\
J_{14} &= J_1 + J_4, & J_{143} &= J_1 + J_3, & J_{25} &= J_2 + J_5, & J &= J_{143} + J_{25}.
\end{align*}
\]  
(B.21)  
(B.22)

The states \(|\((((j_1,j_2,j_3)j_{123}(j_4j_5))j_{45})jm)\rangle\) and \(|\((((j_1,j_4,j_3)j_{143}(j_2j_5))j_{25})jm)\rangle\) are related by a unitary transformation

\[
|\((((j_1,j_4,j_3)j_{143}(j_2j_5))j_{25})jm)\rangle = \sum_{j_{12},j_{123},j_{45}} |\((((j_1,j_2,j_3)j_{123}(j_4j_5))j_{45})jm)\rangle \times \langle(((j_1,j_2,j_3)j_{123}(j_4j_5))j_{45})|\((((j_1,j_4,j_3)j_{143}(j_2j_5))j_{25})j\rangle.
\]  
(B.23)

The coefficients \(\langle(((j_1,j_2,j_3)j_{123}(j_4j_5))j_{45})|((j_1,j_4,j_3)j_{143}(j_2j_5))j\rangle\) are expressed in terms of the Wigner 12j symbol [143]

\[
\langle(((j_1,j_2,j_3)j_{123}(j_4j_5))j_{45})|((j_1,j_4,j_3)j_{143}(j_2j_5))j\rangle = \sqrt{(2j_{12} + 1)(2j_{45} + 1)(2j_{14} + 1)(2j_{25} + 1)(2j_{123} + 1)(2j_{143} + 1)} \left\{\begin{array}{ccc}
  j_1 & j_2 & j_{12} \\
  j_4 & j_5 & j_{45} \\
  j_{14} & j_3 & j_{143}
\end{array}\right\}.
\]  
(B.24)

The decomposition of the Wigner 12j symbol in terms of the Wigner 6j symbols reads

\[
\begin{bmatrix}
  a & b & e & p \\
  c & d & f & q \\
  g & h & r & s
\end{bmatrix} = (-1)^R \sum_x (-1)^{-x} \begin{bmatrix}
  b & c & x \\
  g & e & a \\
  p & q & r
\end{bmatrix} \begin{bmatrix}
  h & f & x \\
  s & c & b & d
\end{bmatrix},
\]  
(B.25)

where \(R\) is the sum over all twelve elements of the 12j symbol.

**B.2 WIGNER D-MATRIX**

In scattering calculations very often the basis states are transformed from the atomic basis in space-fixed coordinates to the molecular basis in body-fixed coordinates. Different coordinate systems are the systems in k-direction or in k’-direction. Figure 2.1 shows these various kinds of coordinate systems with respect to a space-fixed system.

The rotation of the basis states is performed by the Wigner D matrix [144]. Assume that \(J_x, J_y, J_z\) are the generators of the Lie algebra of SU(2) and SO(3). They are the components of the angular momentum operator \(J\) and the following commutation relations hold

\[
[J_x, J_y] = iJ_z, \quad [J_z, J_x] = iJ_y, \quad [J_y, J_z] = iJ_x.
\]  
(B.26)

The eigenvalue equation for \(J^2 = J_x^2 + J_y^2 + J_z^2\) and \(J_z\) read

\[
J^2 |jm\rangle = j(j+1) |jm\rangle, \quad J_z |jm\rangle = m |jm\rangle,
\]  
(B.27)
with \(|jm\rangle\) the total angular momentum states. For an arbitrary rotation of coordinate system a rotation operator can be defined in terms of the components of \(J\) as \([145]\)

\[
R(\alpha, \beta, \gamma) = e^{-i\alpha l_z} e^{-i\beta l_y} e^{-i\gamma l_z},
\]

(B.28)

where \((\alpha, \beta, \gamma)\) are the Euler angles. The Wigner \(D\)-matrix is defined by \([84]\)

\[
D^j_{m'm}(\alpha, \beta, \gamma) \equiv \langle jm'| R(\alpha, \beta, \gamma) | jm \rangle = e^{-im'\alpha} d^j_{m'm}(\beta) e^{-im\gamma},
\]

(B.29)

which is a \(2j + 1\) dimensional matrix and where \(m, m'\) are the projections of \(J\) on the unrotated and rotated axis, respectively. Here we have introduced the element of the Wigner (small) \(D\)-matrix

\[
d^j_{m'm}(\beta) = D^j_{m'm}(0, \beta, 0) = \langle jm' | e^{-i\beta l_y} | jm \rangle.
\]

(B.30)

One may write out the Wigner (small) \(D\)-matrix more explicitly

\[
d^j_{m'm}(\beta) = \sum_l (-1)^l \sqrt{\frac{(j + m')!(j - m')!(j + m)!(j - m)!}{(j + m' - l)!(j - m' - l)!(l + m')!(l - m')!}} \\
\times \left( \cos \frac{1}{2} \beta \right)^{2j+m'-m-2l} \times \left( \sin \frac{1}{2} \beta \right)^{2l-m'+m}.
\]

(B.31)

A rotation of the state in equation (B.27) through the Euler angles \((\alpha, \beta, \gamma)\) is given by

\[
R(\alpha, \beta, \gamma)|jm\rangle = \sum_{jm'} |jm'| \langle jm'| R(\alpha, \beta, \gamma) | jm \rangle = \sum_{jm'} D^j_{m'm}(\alpha, \beta, \gamma) |jm'\rangle,
\]

(B.33)

The following orthogonality relation is fulfilled by the Wigner \(D\)-matrices \([145]\)

\[
\int_0^{2\pi} d\alpha \int_0^\pi \sin \beta d\beta \int_0^{2\pi} d\gamma \bar{D}^j_{m'k'}(\alpha, \beta, \gamma) D^j_{mk}(\alpha, \beta, \gamma) = \frac{8\pi^2}{2j + 1} \delta_{m'm}\delta_{k'k}\delta_{j,j'},
\]

(B.34)

and for integer \(j = l\) the rotation matrices are related to the spherical harmonics \(Y_{lm}(\beta, \alpha)\) as

\[
D^l_{m0}(\alpha, \beta, 0)^* = \sqrt{\frac{4\pi}{2l + 1}} Y_{lm}(\beta, \alpha)
\]

(B.35)

and to the associated Legendre functions \(P_l^m(\cos \beta)\) as

\[
d^l_{m0}(\beta) = (-1)^m \left[ \frac{(l - m)!}{(l + m)!} \right]^{1/2} P_l^m(\cos \beta).
\]

(B.36)
BEssel Functions

C.1 Bessel Functions

An overview of the properties of the Bessel functions may be found in [146]. The Bessel functions are solutions to the differential equation [13]

\[
z^2 \frac{d^2 w}{dz^2} + z \frac{dw}{dz} + \left( z^2 - \nu^2 \right) w = 0,
\]  

(C.1)

which has a regular singularity at \( z = 0 \) with indices \( \pm \nu \) and an irregular singularity at \( z = \infty \) of rank 1. The solutions are given in terms of the Bessel functions of the First Kind

\[
J_{\nu}(z) = \left( \frac{1}{2z} \right)^\nu \sum_{k=0}^{\infty} (-1)^k \frac{(\frac{1}{4}z^2)^k}{k!\Gamma(\nu+k+1)},
\]  

(C.2)

where \( \Gamma(x) \) is the Gamma function. These functions are analytic functions of \( z \in \mathbb{C} \) except at \( z = 0 \) if \( \nu \) is not an integer. If \( \nu \) is an integer, the functions \( J_{\nu}(z) \) are entire functions of \( z \). The Bessel functions of the Second Kind which are also known as Weber’s function are given in terms of the Bessel functions of the First Kind

\[
Y_{\nu}(z) = J_{\nu}(z) \cos \nu \pi - J_{-\nu}(z) \sin \nu \pi
\]  

(C.3)

The Bessel functions of the First Kind and the Second Kind are both real-valued functions when \( \nu \in \mathbb{R} \) and \( \text{ph} z = 0 \). The complex-valued functions are superpositions of \( J_{\nu}(z) \) and \( Y_{\nu}(z) \) and given by

\[
H_{\nu}^{\pm}(z) = J_{\nu}(z) \pm iY_{\nu}(z),
\]  

(C.4)

and are called the Bessel functions of the Third Kind or the Hankel functions. For \( z \to \infty \) the Hankel functions behave as

\[
H_{\nu}^{+}(z) \sim \sqrt{\frac{2}{\pi z}} e^{i(z-\nu \pi/2-\pi/4)},
\]  

(C.5)

\[
H_{\nu}^{-}(z) \sim \sqrt{\frac{2}{\pi z}} e^{-i(z-\nu \pi/2-\pi/4)}.
\]  

(C.6)

C.2 Spherical Bessel Functions

The spherical Bessel functions are solutions to the differential equation

\[
z^2 \frac{d^2 w}{dz^2} + 2z \frac{dw}{dz} + \left( z^2 - n(n+1) \right) w = 0,
\]  

(C.7)

where \( n \) is an integer in contrast to \( \nu \) in (C.1) which may take any complex value. The solutions are the spherical Bessel functions of the First Kind \( j_n(z) \) and of the Second Kind \( y_n(z) \) and given by

\[
\begin{align*}
    j_n(z) &= \frac{\pi}{2z} J_{n+\frac{1}{2}}(z), \\
y_n(z) &= \sqrt{\frac{\pi}{2z}} Y_{n+\frac{1}{2}}(z) = (-1)^n + 1 \sqrt{\frac{\pi}{2z}} J_{-n-\frac{1}{2}},
\end{align*}
\]  

(C.8a, b)
The spherical Bessel functions of the Third Kind or the spherical Hankel functions are superpositions of \( j_n(z) \) and \( y_n(z) \) as in (C.4)
\[
h_n^\pm(z) = \sqrt{\frac{\pi z}{2}} H_n^\pm_{n+\frac{1}{2}}(z).
\] (C.9)

### C.3 Riccati-Bessel Functions

The Riccati-Bessel functions are solutions to the differential equation
\[
\frac{d^2w}{dz^2} + \left(1 - \frac{n(n + 1)}{z^2}\right)w = 0,
\] (C.10)
where again, as in the differential equation (C.7), \( n \) is an integer number. There are slightly different definitions and notations in the literature regarding the solutions of (C.10). Therefore, we give an overview over these different definitions in the literature.

**Abramowitz**

The solutions to (C.10) given by [13] read
\[
\begin{align*}
    j_n(z) &= zj_n(z) = \sqrt{\frac{\pi z}{2}} j_{n+1}(z), \\
y_n(z) &= zy_n(z) = \sqrt{\frac{\pi z}{2}} Y_{n+\frac{1}{2}}(z),
\end{align*}
\] (C.11)
for the Riccati-Bessel functions of the First Kind and Second Kind and for the Riccati-Hankel functions
\[
\hat{h}_n^\pm(z) = zh_n^\pm(z) = \hat{j}_n(z) \pm iy_n(z).
\] (C.12)

**Taylor**

In [38] the Riccati-Neumann function is introduced as
\[
\hat{n}_n(z) = zn_n(z) = -\sqrt{\frac{\pi z}{2}} Y_{n+\frac{1}{2}}(z),
\] (C.13)
which differs from \( \hat{y}_n(z) \) of [13] by a minus sign. The Riccati-Bessel function of the First Kind \( j_n(z) \) is identical to (C.11). The Riccati-Hankel functions in [38] are defined in terms of the Riccati-Neumann functions (C.13) and the Riccati-Bessel functions and read
\[
\hat{h}_n^\pm(z) = \hat{n}_n(z) \pm iy_n(z),
\] (C.14)
which is a different definition than in [13]. The low \( z \) behavior of \( j_n(z) \) and \( n_n(z) \) are given by
\[
\begin{align*}
    j_n(z) &= \frac{z^{n+1}}{(2n + 1)!!} \left[1 + \mathcal{O}(z^2)\right], \quad [z \to 0] \\
n_n(z) &= z^{-n}(2n - 1)!! \left[1 + \mathcal{O}(z^2)\right]. \quad [z \to 0]
\end{align*}
\] (C.15, 16)
For large \( z \) the functions \( j_n(z), \hat{n}_n(z) \) behave as
\[
\begin{align*}
    j_n(z) &\sim \frac{\sin(z - n\pi/2)}{z \to \infty}, \\
\hat{n}_n(z) &\sim \cos(z - n\pi/2),
\end{align*}
\] (C.17, 18)
and the Riccati-Hankel functions defined by (C.14) as
\[
\hat{h}_n^\pm(z) \sim e^{\pm i(z - n\pi/2)} \left[1 + \mathcal{O}(z^{-1})\right].
\] (C.19)

Important relation between \( \hat{h}_n^+ \) and \( \hat{h}_n^- \) read
\[
\begin{align*}
    \hat{h}_n^+(z) &= (-1)^n \hat{h}_n^-(z), \quad (C.20) \\
    \hat{h}_n^+(z)^* &= \hat{h}_n^-(z), \quad z \text{ real.} \quad (C.21)
\end{align*}
\]
In [37] the Riccati-Bessel functions are defined by

\[ u_n(z) = z j_n(z) = \sqrt{\frac{\pi z}{2}} J_{n + \frac{1}{2}}(z), \quad (C.22) \]
\[ v_n(z) = \sqrt{\frac{\pi z}{2}} N_{n + \frac{1}{2}}(z) = zm_n(z), \quad (C.23) \]

where \( N_n(z) \) are the Neumann functions. The definition for \( v_n(z) \) is equivalent to the definition (C.11) but differs by a minus sign from (C.13). The Riccati-Bessel function of the First Kind \( \hat{j}_n(z) \) and \( u_n(z) \) are equivalent. The Riccati-Hankel functions in [37] read

\[ w^+_n(z) = ie^{i\pi n} \sqrt{\frac{\pi z}{2}} H^{(+)\,n + \frac{1}{2}}(z) = ie^{i\pi n} z h^{(+)}_n(z), \quad (C.24a) \]
\[ w^-_n(z) = w^+_n(-z) = e^{i\pi n} w^+_n(z)^* = -i \sqrt{\frac{\pi z}{2}} H^{(-)\,n + \frac{1}{2}}(z). \quad (C.24b) \]

The different phase factors introduced in (C.24) compared to (C.14) leads to a different asymptotic behavior for the Riccati-Hankel functions, reading

\[ w^\pm_n(z) \sim e^{i(\pm z + 1/2\pi n)}, \quad (C.25) \]

In this work we use exclusively the definitions of [38].
\[ \gamma \equiv \lim_{n \to \infty} \left( -\ln n + \sum_{k=1}^{n} \frac{1}{k} \right), \quad (D.1) \]

and has the numerical value \( \gamma = 0.5772 \ldots \) The exponential integral is given by

\[ \text{Ei}(x) = -\int_{-x}^{\infty} \frac{e^{-t}}{t} dt, \quad (D.2) \]

which for positive values has to be understood in the Cauchy principal value sense [114].
# LIST OF ABBREVIATIONS AND ACRONYMS

List of abbreviations and acronyms used throughout this thesis:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Associative Ionization</td>
</tr>
<tr>
<td>BEC</td>
<td>Bose-Einstein Condensate</td>
</tr>
<tr>
<td>CC</td>
<td>Coupled Cluster</td>
</tr>
<tr>
<td>CI</td>
<td>Configuration Interaction</td>
</tr>
<tr>
<td>CODATA</td>
<td>Committee on Data for Science and Technology</td>
</tr>
<tr>
<td>DWBA</td>
<td>Distorted-Wave Born Approximation</td>
</tr>
<tr>
<td>GAMESS</td>
<td>General Atomic and Molecular Electronic Structure System</td>
</tr>
<tr>
<td>GTO</td>
<td>Gaussian-Type Orbital</td>
</tr>
<tr>
<td>GVB</td>
<td>Generalized Valence Bond</td>
</tr>
<tr>
<td>HBT</td>
<td>Hanbury-Brown-and-Twiss</td>
</tr>
<tr>
<td>HF</td>
<td>Hartree-Fock</td>
</tr>
<tr>
<td>HL</td>
<td>Heitler-London</td>
</tr>
<tr>
<td>LCAO</td>
<td>Linear Combination of Atomic Orbitals</td>
</tr>
<tr>
<td>MCQDT</td>
<td>Multichannel Quantum Defect Theory</td>
</tr>
<tr>
<td>MCSCF</td>
<td>Multi-Configurational Self-Consistent Field</td>
</tr>
<tr>
<td>MP</td>
<td>Møller-Plesset perturbation theory</td>
</tr>
<tr>
<td>PGTO</td>
<td>Primitive Gaussian-Type Orbital</td>
</tr>
<tr>
<td>PI</td>
<td>Penning Ionization</td>
</tr>
<tr>
<td>Rg</td>
<td>Rare gas</td>
</tr>
<tr>
<td>RHF</td>
<td>Restricted Hartree-Fock</td>
</tr>
<tr>
<td>ROHF</td>
<td>Restricted Open-Shell Hartree-Fock</td>
</tr>
<tr>
<td>STO</td>
<td>Slater-Type Orbital</td>
</tr>
<tr>
<td>(TD)DFT</td>
<td>(Time-Dependent) Density Functional Theory</td>
</tr>
<tr>
<td>UHF</td>
<td>Unrestricted Hartree-Fock</td>
</tr>
</tbody>
</table>
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