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Abstract

As times goes by, satellite communication systems demand for higher component integration. Besides, an increase of services is also required, what implies the use of larger bandwidths. To achieve these objectives, the size of microwave devices on the one hand incessantly decreases whereas, at the same time, the power levels increase. Both trends lead to a higher electromagnetic field density inside the components. This development leads to serious problems with respect to RF breakdown (Corona Discharge and Multipactor) caused by high electromagnetic field densities, and cross-talking interference (Passive Intermodulation) due to bandwidth requirements.

In this work, Passive Intermodulation (PIM) at waveguide flanges and Corona Discharge in microwave components, e.g. filters, are investigated. In both cases, theoretical research is developed in order to understand the physical mechanisms lying behind both phenomena. Results are presented which are useful for providing particular guidelines to avoid both effects in Sat-Com applications. Systematic experimental research for both phenomena is also presented along the thesis.
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Chapter 1

Introduction

In the last years a tremendous effort has been devoted to develop numerical techniques and software tools in order to characterise the electromagnetic response of microwave devices such as filters or resonators. However, today microwave applications in communications satellite systems demand a larger bandwidth integration, higher component integration and more power handling capability. These three requirements lead to both, higher electric field densities inside the devices and an increasing risk of carrier crosstalk. Therefore, it is also indispensable to analyse the impact of such effects in the normal operation of a satellite by means of theoretical models and its implementation in software programs. Nevertheless, no software tools, not even models in some cases, exist in order to assess this impact. This results in high-cost test campaigns as well as long design periods since no reliable prior analysis is possible. Hence, an increasing interest from the satellite industry is being paid to this area in order to remedy such a lack.

Several physical phenomena can take place limiting the capability of a subsystem within a satellite for handling high power signals. In particular, the most relevant are, as long as passive components are concerned, Passive Intermodulation (PIM), Corona Discharge and Multipactor Breakdown. The former is an intrinsic multicarrier problem where interference between carriers results in a malfunctioning of the satellite communications system. It is, however, a non-destructive hardware phenomenon since low power signals are generated. On the contrary, corona and multipactor can occur in both scenarios: single and multi-carrier. They are highly dangerous from the integrity of the satellite hardware viewpoint since they result in an increase of the reflected power which, in turn, dramatically rises the temperature of the device rendering it useless.

The lack of prediction is critical in the case of PIM for which the use of a universal model is not possible due to the erratic and random nature of the phenomenon. However, as we will see, useful models for the design of PIM free systems can be developed provided experimental data is known. For corona and multipactor, some models and tools exist for their analysis. However, they are commonly based on assuming simplified geometries. In fact, analysis tools for arbitrary complex devices are not available for the scientific or the industrial community.

As far as this work is concerned, passive intermodulation at waveguide connections
and corona discharge in complex components based on rectangular waveguide technology are going to be investigated.

**Passive Intermodulation** [1–4] has its origin in the existence of a non-linear component in the system which generates harmonics of the input signal. If, additionally, more than one signal is present, intermodulation products are also excited. For the sake of understanding, if only two carriers are considered, the intermodulation frequencies are:

\[ f_{\text{int}} = m f_1 + n f_2 \]

where \( f_1 \) and \( f_2 \) are the two input frequencies, \( f_{\text{int}} \) is the frequency of the intermodulation product, \( m \) and \( n \) are integer numbers and the relation \( |m| + |n| = N \) provides the intermodulation order \( N \). Moreover, in common situations the dangerous signals are those which accomplish that \( m + n = \pm 1 \) since these are the intermodulation products falling close to the input carriers. Hence, for third order (\( N=3 \)) \( |m| = 2, \ |n| = 1 \) or \( |m| = 1, \ |n| = 2 \), for fifth order (\( N=5 \)) \( |m| = 3, \ |n| = 2 \) or \( |m| = 2, \ |n| = 3 \), and so on, where always \( \text{sign}(m) \neq \text{sign}(n) \).

These PIM signals originated in the transmission band of the satellite can fall in the reception band. Despite the fact that these excited signals have low power (since they have been originated by passive components), the received carriers are also low-power signals and therefore, interference can occur. This can be easily understood considering that, for instance, a geostationary satellite is situated in a 36.000 Km radius orbit. If a signal of power \( P_0 \) is isotropically emitted from Earth, though this is not usually the case, the input power \( P_i \) in the satellite is approximately: 

\[ P_i = P_0 / (4\pi r^2) \sim 10^{-15} \cdot P_0. \]

Therefore, it is clear that, although the intermodulation level can be very low compared to the signals that generate it (transmitted ones), it can seriously affect the reception band. Such a scenario is very usual in communications satellites due to the need of reducing weight employing common paths for both the transmission and the reception bands. For instance, only one antenna is commonly used for the reception and transmission bands in a standard satellite. In fact, the Passive Intermodulation interference was first identified in ships which had two antenna but located close enough to be affected by each other. This was originally called the "rusty-bolt" effect.

The actual problem of the PIM distortion is that it can not be mitigated by using any kind of filtering technique. Since the transmitted and the reception carriers share the same hardware, the intermodulation signals excited can not be filtered out without affecting the original carriers. The only possible prevention is a clever use of the frequency bands in such a way that the intermodulation orders falling inside the reception band are as high as possible since the higher the order the lower its power. However, as mentioned before, as time goes by the frequency operation bands are more and more restrictive and thus, this "rule of thumb" can not be easily applied. Even in the cases where this is possible, the increasing power of the carriers makes higher orders more dangerous from the PIM generation point of view.

Many PIM sources have been identified along the years [5], [6]. Among them, the most important probably are:
- Ferromagnetic materials.
- Metal-to-Metal junctions.

Ferromagnetic materials like nickel or iron have shown high PIM levels (see e.g. [6]) which have their origin in the non-linear relationship between the magnetic field \((H)\) and the magnetic flux density \((B)\) due to the dependence of the magnetic permeability with the applied magnetic field. This results in the well-known B-H hysteresis cycle.

This work deals with a particular case of Metal-to-Metal junctions which is a highly problematic source of intermodulation in satellites: waveguide connections [7]. The excitation of PIM in this system has been associated with several physical mechanisms [5,8]. In any case, it is accepted that whatever the mechanism responsible for PIM at waveguide junctions is, it can be mitigated by applying high mechanical loads between the waveguides. This can be easily understood if one is aware of the microscopic configuration of metal-to-metal (MM) contacts. Due to the roughness of the metal surfaces, the contact between two metals is never perfect. Therefore, a two-waveguide junction system can be viewed as a combination of metal contact zones and non-contact ones. In addition to roughness, metal surfaces always present a native oxide or sulfide (as for silver) layer recovering them as well as contaminants like oxygen or carbon. The thickness of this layer depends on the metal itself though it is generally in the order of few nanometres. Therefore, the real MM contacts (a-spots) are even more reduced due to the presence of the dielectric layer.

Fig.1.1 shows the system under investigation. The waveguide connection is considered to be separated by a dielectric layer that has been exaggerated and the surface roughness is not visible and, therefore, the air gaps between the flanges neither.

![Figure 1.1](image-url)

**Figure 1.1:** Side view of a two rectangular waveguides connection. The dielectric layer has been exaggerated and the roughness is not apparent, hiding the real surface aspect where air gaps between the waveguides also occur.

There are not very much published measured data focused on the dependence of the
PIM level on the applied mechanical load. The most important are probably those according to Bayrak [9], Arazm [10], Martin [11–14] and more recently Weibel [8]. In their studies, the PIM level was investigated for different materials as a function of the applied force. They concluded that in general the PIM level strongly depends on the cleanliness of the surfaces and it is not so dependent on the surface roughness. Normally, they observed that the intermodulation level keeps approximately constant (sometimes increasing or decreasing a bit) with the applied load until a threshold load is applied from which it decreases very sharply. This was associated with the formation of metallic contacts due to the rupture of the oxide layer at high loads which results in a decrease of the contact resistance and, therefore, of the PIM level. They also observed that at very low loads, the intermodulation level is quite unstable. For some metals, like gold or silver, they found that the rupture of the covering layer takes place at very low applied forces and, thus, the intermodulation level is driven rapidly under the noise level. In other cases, like steel or aluminium, the intermodulation level kept more or less constant even at very high loads because the covering layer could not be displaced at all. Nevertheless, these experimental data were not obtained for rectangular waveguides but for coaxial lines or connectors.

In this work, a theoretical model has been developed which qualitatively agrees with this data. Moreover, experimental measurements have been performed which are useful for extracting the general behaviour of waveguide flanges for different coating materials.

**Corona Discharge** is a process by which an electron plasma is formed due to the ionisation of the gas surrounding a zone of high electric field. In normal life one can see this phenomenon in lightnings or on the mast of a ship in a stormy day (St. Elmo’s fire). As far as microwave technology is concerned, this phenomenon occurs, for instance, in waveguide filters where the high electric field reached is capable to ignite corona for relatively low pressures (100 - 1·10⁵ Pa) which, in atmospheric terms, comprises the Ionosphere (60 to 800 Km height). Since this phenomenon can not occur in vacuum conditions because a gas is necessary for the generation of the electron plasma, it seems not to be a potential danger in satellite applications due to the fact that the operating condition of a satellite is at very low pressures. However, the Telemetry, Tracking and Control system (TTC) is sometimes switched on during launching and therefore, the ionosphere region has to be crossed. It is in these moments when corona breakdown can take place, rendering useless system components. Moreover, an increasing attention is being paid to corona in the case of reentry vehicles due to the exploration of planets and their moons such as Mars or Titan.

The consequences of a corona discharge in a microwave component are extremely harmful. The transmitted power decreases which can lead to the destruction of the power source. Due to this higher reflection, the temperature also rises which finally results in the complete destruction of the device. The prevention of corona relies in the careful testing of the subsystems during the satellite test campaign. In fact, the operating power of the device must be at least 3 dB lower than the measured breakdown power in order to ensure that the discharge will not occur in flight conditions following the space industry margins. Therefore, from the microwave components designer point of view, the corona discharge
power threshold is the critical parameter to be taken into consideration. In other words, the largest input power that a particular device can admit without developing a corona discharge.

Experimentally, several methods must be applied simultaneously in order to ensure that a corona event has occurred. Among them, third harmonic detection, reflection power and/or electronic current measurements are probably the most commonly used. A summary of such detection methods can be found in [15].

Original papers in this field date from the beginning of the past century. For instance, Kunz [16] and Fazel [17] were some of the first authors investigating the problem and performing measurements. In the 40's, a large amount of interest was paid to the study of corona in high frequency fields (see e.g. [18–22]). The first important compilation of theory and measurements about corona in microwave components was performed by MacDonald [23]. In his book, a comprehensive and systematic analysis is done and the fundamentals of the corona discharge are addressed. His investigation mainly dealt with noble gases like helium, neon or argon, although experimental results in hydrogen, nitrogen and air were also fully described in the cases of DC and RF excitations. He also described experimental data in the case of pulse source. More recently, a full analysis has been also performed by Raizer [24] which also includes the fundamentals of the corona breakdown but additionally, pays special attention to the electron plasma behaviour after the discharge.

Other works in corona are also of high interest both experimentally and theoretically. For instance, Woo and DeGroot [25] measured the diffusion, ionisation and attachment coefficients in the case of dry air. Moreover, they provided phenomenological expressions which relate these parameters to the electric field and the environment pressure. Other authors have also measured these quantities for air and other gases. In this way, DeB- itetto [26], [27] investigated the cases of hydrogen, oxygen and nitrogen. Harrison [28] also measured the ionisation and attachment coefficients for air and oxygen. MacDonald [20] investigated the microwave breakdown phenomenon in the cases of air, nitrogen and oxygen [29]. Huber [30] studied the microwave corona discharge in nitrogen, oxygen and their mixtures as well.

Light [31] and more recently Anderson et al. [32] have investigated the effect of the temperature in the corona discharge onset. This is important since the high power densities that can be reached inside a particular region of a component can heat up the gas considerably. They have found that an increase of the temperature results in a decrease of the breakdown threshold. However, this is only applicable for high pressures. At low pressures (where the corona effect becomes critical in Sat-Com applications) this statement is not generally true.

The importance of humidity on the corona discharge breakdown level in air was experimentally studied, among others, by Bandel [33], Verhaart [34] or Calva [35]. Differences in the breakdown threshold at different humidities seem to have its origin in the difference between the collision frequencies of water and air. Like in the case of temperature, for a wide range of pressures, an increase of the humidity is associated with a decrease of the breakdown onset. However, this is again open to discussion in the case of low pressures.

Platzman et al. [36] performed an analysis of the influence of the non-uniformity of
the electric field in the corona threshold. Numerical methods regarding the solution of the Boltzmann equation in the case of homogeneous and non-homogeneous electric fields have been investigated by Anderson et al. in [37]. Moreover, they have developed numerical methods for the determination of the onset in the case of complex geometries like resonators [37].

From all this know-how, it is concluded that the accuracy in the prediction of the threshold depends on three main factors. First of all, the experimental determination of the contribution of each physical mechanism involving corona in a particular gas for any environment conditions. Secondly, in the case of complex structures, the numerical computation of the electromagnetic field distribution inside the components. And finally, the evaluation of the free electron density evolution inside a particular device using the aforementioned experimental data and the electromagnetic field distribution in the component.

Therefore, the main aim related to corona discharge has been to create a tool capable to predict the corona breakdown threshold in microwave components, in particular, in complex rectangular waveguide structures like filters or resonators. To do this, resort had to be taken to a software tool able to determine the electromagnetic fields distribution inside of any rectangular component. The existing software tool Full-wave Electromagnetic Simulation Tool (FEST), version 3.0 developed by ESA/ESTEC under Contract No. 12465/97/NL/NB in order to efficiently calculate the Scattering Parameters of complex structures was updated within the ESA/ESTEC activity "AO-4026 ITT ESA - Multipactor and Corona Discharge: Simulation and Design in Microwave Components" (Contract No. 16827/02/NL/EC) for the computation of the electromagnetic field in rectangular waveguide geometries. In this thesis, this software has been employed in order to predict the corona discharge onset. The agreement among the simulation results and the experimental data validates the approach followed.

This thesis is structured as follows: Chapter 2 is devoted to the description of metal-to-metal contacts for its application to waveguide connections. In Chapter 3 a full model for the computation of the Passive Intermodulation level at waveguide junctions is developed and theoretical results are analysed. Chapter 4 is dedicated to present the experimental results obtained for waveguide connections. In Chapter 5 the basics of the corona phenomenon are described whereas in Chapter 6 the corona discharge breakdown threshold is computed in terms of different system parameters. Experimental data together with the computed corona breakdown onsets are presented in Chapter 7. Finally, Chapter 8 summarises the work performed and proposes future research in these fields.
Chapter 2

Metal-to-Metal Contacts

Metallic contacts have been object of study since the middle of the last century [38,39]. Indeed, due to their importance and complexity, they still generate many scientific works every year regarding different aspects like surface/contact characterisation [40–47], contact resistance [48–52], or ageing [53,54]. Today applications like microelectromechanical systems (MEMS) [55] need a realistic description of metallic contacts and their properties. In this chapter, the important aspects of metal-to-metal contacts are described and, in particular, those features which are applicable to waveguide junctions are investigated in more detail.

First of all, a surface model is described as well as the mechanical approach chosen for the calculation of the contact area as a function of the mechanical applied load. Following this, an electrical contact model between rough surfaces separated by a thin dielectric film is described. Moreover, possible PIM physical sources in realistic metallic contacts are described. In particular, tunnelling and thermionic emission in Metal-Insulator-Metal (MIM) structures are considered. Finally, temperature concepts affecting the contact are summarised in the last section of the chapter.

2.1 Topographical and Mechanical Characterisation of Engineering Surfaces

Surfaces topography is of high importance in the response of a metal-to-metal contact system. As a matter of fact, surfaces are never perfect. They present different kind of imperfections like roughness, waviness, among others. Along the years, the scientific community has classified these imperfections and has defined general-purpose parameters in order to describe arbitrary surfaces. All these aspects, as well as experimental techniques used to quantify the surface parameters can be found in the American National Standard for surface texture (surface roughness, waviness and lay) [56].

On the other hand, the mechanical response of a two-surface contact is related to the
mechanical properties of the contacting metals themselves as well as the surface topography. Basically, a mechanical contact can be in three well-differentiated deformation regimes: elastic, elastoplastic and fully plastic. A particular contact is in one or another state depending on the surface finishing (the rougher the surface, the more plastic is the contact), on the mechanical properties of the metals and on the applied mechanical load (the higher the load, the higher the probability to trespass the elastic regime of the contacting metals). This is a key feature since the more plastic the contact, the less mechanical load is needed to have a large area of contact.

It is therefore clear that one needs a surface model as well as a mechanical model in order to fully characterise a metallic contact in terms of applied mechanical load, and metal and surface properties.

2.1.1 Surface model

When two surfaces come into close physical contact, the area of contact between them does not correspond to the area of the smallest surface (nominal area). In fact, only a small portion of the surfaces, which is not usually greater than a few percent of the total nominal area, is in real contact. This is due to the roughness of the contacting surfaces, which makes that the real contact only occur at some surface regions (peaks). In order to simulate rough surfaces topography, a large amount of models have been proposed so far [38,39,57,58]. They are generally based on assuming spherical geometry for a single asperity (peak on the surface) and distributing this asperity’s height using a random statistical distribution on the surface[39].

Three main random distributions have been employed so far for characterising the surface topography: Gaussian [39], Weibull [59] and Mandelbrot [45]. All of them present advantages and drawbacks:

- the **Gaussian** distribution allows an easy analysis since the two rough surfaces contact system can be sistematically replaced by a flat hard surface in contact with a rough surface of equivalent roughness and mechanical properties. However, non-symmetrical surfaces are not properly characterised using this distribution ¹,

- the **Weibull** distribution does not allow a simplified analysis of the problem but non-symmetrical surfaces can be fully characterised,

- the **Mandelbrot** distribution (or one derived from it) results in a fractal geometry. This has the advantage that the surface modelling is size-independent and then, there is no dependence on the experimental data acquisition process. Nevertheless, it is cumbersome to relate the surface measured data to the distribution function parameters.

¹Parameters like the skewness or the kurtosis of a surface characterise such a kind of surface (see [56]).
Since it has been used in many other works providing reliable results ([39], [60]) and because of its simplified approach, the Gaussian distribution will be the one used throughout this work. Fig. 2.1 shows the contact model used for simulating the metal-to-metal connection. The asperity height \(z\) distribution is assumed to be Gaussian, \(l\) is the interference distance, i.e., the asperity distance that has penetrated into the flat surface, and \(d\) is the distance between the flat surface and the asperity’s height mean.

**Figure 2.1:** Model for the topography of nominally flat surfaces: one of the surfaces is taken as flat (and infinitely hard) whereas the other is represented by circular asperities above the mean height of the rough surface. A particular asperity is in contact if its height \(z\) is greater than the distance between the flat surface and the mean height of the rough one.

In order to characterise the surface, three parameters are used under this model:

- the standard deviation of the surface heights (\(\sigma\)),
- the microasperity density (\(\eta\)),
- the asperity radius (\(r\)).

In this case (Gaussian distribution), \(\sigma\) is related to the standard deviation of the surface heights of each surface by:

\[
\sigma = (\sigma_1^2 + \sigma_2^2)^{1/2}
\]

The roughness parameter \(\beta\) is defined as:

\[
\beta = \eta \sigma r
\]

Additionally, \(\sigma\) is related to the standard deviation of the asperity heights (\(\sigma_s\)) by [61]:

\[
\frac{\sigma_s}{\sigma} = \sqrt{1 - \frac{3.717 \cdot 10^{-4}}{\beta^2}}
\]  (2.1)
and $\sigma_s$ is related to the average roughness ($R_a$) [56] by:

$$\sigma_s = \left(\frac{\pi}{2}\right)^{1/2} \cdot R_a$$ (2.2)

In this way, the roughness parameter directly obtained from the measurements ($R_a$) is related to the parameter used by the model ($\sigma$).

### 2.1.2 Mechanical model

Once the surfaces in contact have been fully characterised, a mechanical model of the contact has to be developed which provides the deformation characteristics under mechanical load. Different mechanical models have been proposed so far [38, 42, 62, 63]. In particular, the Greenwood and Williamson model [39] (GW model in the following) is adopted here. The basic assumptions of this model are:

- Isotropy of the rough surface,
- the asperity summits have the same radius of curvature but their heights are varied randomly,
- the asperities do not interact among themselves,
- only the asperities are deformed; no bulk deformation can occur.

As mentioned, thanks to the Gaussian distribution of the surface, it can be shown [64] that the contact between two rough surfaces is equivalent to the contact between a hard surface (infinite Young’s modulus) and a rough surface of equivalent Young’s modulus ($E'$) given by:

$$\frac{1}{E'} = \frac{1 - \nu_1^2}{E_1} + \frac{1 - \nu_2^2}{E_2}$$ (2.3)

where $E_1$, $E_2$, $\nu_1$ and $\nu_2$ are the Young’s moduli and the Poisson’s ratios of the two contacting metals.

The deformation distance of each microasperity is defined as $l$ (as Fig. 2.1 shows) and its average $\bar{l}$ over the whole surface is:

$$\bar{l} = \int_{-\infty}^{\infty} (z^* - d^*) \cdot \phi^*(z^*) dz^*$$ (2.4)

where the asterisk means from now on that the quantity has been divided by $\sigma$ (in order to deal with dimensionless entities), and ($\phi^*(z^*)$) is the Gaussian distribution of the asperity heights, i.e.:

$$\phi^*(z^*) = \frac{1}{\sqrt{2\pi} \sigma_s} \exp \left[ -0.5 \cdot \left( \frac{\sigma}{\sigma_s} \right)^2 (z^*)^2 \right]$$ (2.5)
For each microasperity, the transition among the different deformation regimes (elastic, elastic-plastic and plastic) depends on the microasperity interference distance $l$. Indeed, a critical interference ($l_c$) is defined which provides the transition between the elastic and the elastic-plastic regimes [65]:

$$l_c = \left(\frac{\pi K H}{2E_0}\right)^2 r$$  \hspace{1cm} (2.6)

where:

$K = 0.454 + 0.41\nu$ (\(\nu\) is the Poisson’s ratio of the softer material) [66], and $H$ is the hardness of the softer material.

It is clear that the critical deformation distance of one single microasperity only depends on the mechanical properties of the contacting materials ($H, E_0, \nu$) and its geometrical aspect ($r$). Moreover, this critical distance is independent of the surface properties ($\eta, \sigma$). These properties, however, strongly affect the average deformation distance which value respect to $l_c$ provides the kind of deformation that dominates the surfaces contact for a determined applied mechanical load.

Additionally, the plasticity of a contact is related to the roughness and to the mechanical properties of the contacting materials. A plasticity index is defined as [39]:

$$\Psi = \frac{2E'}{\pi KH} \left(\frac{\sigma_s}{r}\right)^{0.5}$$  \hspace{1cm} (2.7)

This parameter governs the mechanical response of rough surfaces contacts. The higher the $\Psi$, the more plastic is the contact. However, the plasticity index has the disadvantage of considering surface characteristics and material properties altogether. Hence, in order to characterise the surface plasticity regardless of the particular metal, the part of $\Psi$ dependent only on the surface parameters can be taken. Thus, we can define:

$$\Psi = \left(\frac{\sigma_s}{r}\right)^{0.5}$$  \hspace{1cm} (2.8)

Therefore, contacts between surfaces of the same shape but different metals can be compared by means of $\Psi$. This is very useful if the effect of applying coatings on metal surfaces is investigated since, in most cases, the surface topology is not modified but the mechanical properties are.

Another important parameter is the number of microasperities in contact, which can be computed by [60]:

$$N_c = \eta A_n \int_{d}^{\infty} \phi^*(z^*)dz^*$$  \hspace{1cm} (2.9)

where $A_n$ is the nominal area of contact.
The GW model is restricted to the elastic regime case. The fully plastic regime has also been taken into consideration by other authors (see for instance [57]). Moreover, the intermediate elastic-plastic regime has been investigated [65] despite the fact that no analytical results can be provided.

In the following, the three different deformation regimes are analysed and a recent result [60], which is valid for the whole deformation spectrum, is presented.

**Elastic deformation**

The elastic deformation regime takes place when the major part of the contacting microasperities are elastically deformed in such a way that, if the surfaces are separated, the original profile is recovered. The critical deformation interference parameter \( l_c \) provides information about this. For a single microasperity, if the deformation distance \( l = z - d \) is lower than this parameter, elastic deformation occurs.

In the case of one single asperity of radius \( r \), the solution to the problem is given by the so-called Hertz theory [67]. The applied mechanical load as a function of the deformation distance is:

\[
L = \frac{4}{3}E' r^{1/2}l^{3/2}
\]

whereas the area of contact becomes:

\[
A = \pi rl
\]

If a complete surface is considered, the applied mechanical load can be found generalising (2.10) by using the Gaussian distribution:

\[
L = \frac{4}{3}E' r^{1/2}nA_n \int_{d^*}^{d^*+l_c^*} \sigma (z^* - d^*)^{3/2} \phi^*(z^*)dz^*
\]

where \( nA_n \) is the total number of microasperities on the surface and the integral only considers those microasperities in physical contact \( (z^* > d^*) \) which do not trespass the elastic limit \( (z^* < d^* + l_c^*) \).

Analogously, the contacting area can be found from (2.11):

\[
A = \pi r nA_n \int_{d^*}^{d^*+l_c^*} \sigma (z^* - d^*) \phi^*(z^*)dz^*
\]

Hence, the mechanical contact is in full elastic deformation regime when the major part of the microasperities are not deformed beyond the critical interference distance.
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**Fully Plastic deformation**

Fully plastic deformation occurs if $l$ is well above $l_c$. In this case, the major part of the microasperities are deformed plastically, not recovering their original shape once the surfaces are separated. The applied load and the area of contact for the case of a single asperity yields

\[
L = 2\pi r H \cdot l, \quad (2.14)
\]
\[
A = 2\pi r l, \quad (2.15)
\]

where it is noticeable the fact that the applied mechanical load and the area of contact are just related by $H \left( L = A \cdot H \right)$.

Generalising again for the multiasperity case, the total applied mechanical load and the total area of contact are:

\[
L = 2\pi r \eta A_n H \int_{d^*}^{\infty} \sigma(z^* - d^*) \phi^*(z^*) dz^* \quad (2.16)
\]
\[
A = 2\pi r \eta A_n \int_{d^*}^{\infty} \sigma(z^* - d^*) \phi^*(z^*) dz^* \quad (2.17)
\]

**Elastoplastic deformation**

An analytical formulation is not possible for the intermediate case between fully plastic and elastic deformation. Several authors have investigated this regime \[43,44,46,58,63,65\]. The Finite Elements Method (FEM) has been used by many of these and other authors in order to derive phenomenological expressions of general purpose.

In this work, the FEM solution recently developed by Kogut and Etsion is adopted \[60\] since they have given constitutive relations for the dimensionless real contact area ($A^* = A_{\text{real}}/A_n$) and the dimensionless applied load ($L^* = L_{\text{real}}/(A_n \cdot H)$) as a function of the surfaces separation $d^*$ for all the ranges of deformation:

\[
L^* = \frac{2}{3} \pi \beta \eta K l_c^\beta \left[ \int_{d^*}^{d^* + l_c^*} K^{1.5} + 1.03 \int_{d^* + l_c^*}^{d^* + 6l_c^*} K^{1.425} \right. \\
+ 1.4 \int_{d^* + 6l_c^*}^{d^* + 110l_c^*} K^{1.263} + \frac{3}{K} \int_{d^* + 110l_c^*}^{\infty} K^1 \left. \right] \\
A^* = \pi \beta l_c^\beta \left[ \int_{d^*}^{d^* + l_c^*} K^1 + 0.93 \int_{d^* + l_c^*}^{d^* + 6l_c^*} K^{1.136} \right. \\
+ 0.94 \int_{d^* + 6l_c^*}^{d^* + 110l_c^*} K^{1.146} + 2 \int_{d^* + 110l_c^*}^{\infty} K^1 \right], \quad (2.18)
\]

where $K^\beta$ is given by:

\[
K^\beta = \left( \frac{l^*}{l_c^*} \right)^\beta \phi^*(z^*) dz^* \quad (2.20)
\]
The expressions for $A^*$ and $L^*$ are given as a sum over the separation distance in four different ranges. This is done to appropriately fit the numerical result to an analytical formula. The first integrals in (2.18) and (2.19) reproduce the results of (2.12) and (2.13) respectively. On the contrary, the last integrals in (2.18) and (2.19) coincide with (2.16) and (2.17) if the deformation interference is always much larger than its critical value, and then, the major part of the deformation distances are over $110 l_c$. The two intermediate integrals take into account the elastoplastic regime because two ranges have become necessary to properly fit the result of the FEM simulation. The main advantage of this formulation consists in the possibility of having an accurate description of the elastoplastic regime without being obliged to perform a heavy numerical simulation like the one resulting from a FEM scheme.

Relations (2.18) and (2.19) provide the applied mechanical load and the real area of contact as a function of the surfaces separation. They can be directly related to each other just by taking their values for the same surface separation. Following this procedure, the contact surface change is known as a function of the applied load.

Fig. 2.2 shows the dimensionless applied mechanical load versus the dimensionless surface separation where the three deformation regimes have been differentiated.

![Figure 2.2: Dimensionless load as a function of the dimensionless surfaces separation. The three regimes are shown. The right side belongs to the elastic regime. The left part shows the fully plastic regime, and in the centre, the transition between both regimes takes place (elastoplastic regime).](image)

On metal surfaces, oxides and contaminants are always present. Therefore, one could
expect some mechanical influence of such a layer. However, since this layer is much thinner than the typical roughness of engineering surfaces [68], the mechanical properties of the base metal dominate the full mechanical response. Thus, in all the calculations that follow, the mechanical properties taken are those of the contacting metals. Otherwise, a multilayered mechanical system should be considered [69–71] which would introduce a higher degree of complexity.

2.2 Electrical contact of metals separated by a thin dielectric film

As analysed in the previous section, due to the surface imperfections, the metal-to-metal connection only occurs at some points. Therefore, when a current has to flow through the connection, the current lines at the contact deform themselves in order to search the regions of lower resistance. Fig. 2.3 displays this feature schematically. This constriction of the current results in the generation of the well-known constriction resistance [38].

![Current lines at a metallic junction.](image)

If an oxide layer is covering the metals’ surfaces, a film resistance is also present at the contact. Moreover, a contact capacitance appears at the junction due to the presence of this layer between the metallic surfaces.

Two main situations can take place when metal surfaces are joined. On the one hand, it is possible that no real metal-to-metal contacts (also called a-spots) exist and then all the contact zones are separated by a thin dielectric layer. On the other hand, it can occur that in the contact zones, a-spots are formed due to the rupture of the dielectric layer by
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The presence of one or the other situation depends on a large amount of parameters. Obviously, as the mechanical load between the metals increases, the probability of rupture of the covering layer increases as well. In the same sense, if the oxide layer is extremely thin and/or brittle, the rupture occurs for lower loads. Additionally, the peakiness of the surfaces can also impact the rupture ratio, since the microasperities penetrate more in the opposite metal. In fact, rough surfaces with a high degree of peakiness normally present a lower contact resistance than smoother surfaces with rounded finishing due to this facility for breaking the covering layer.

2.2.1 No Metal-to-Metal contacts case

The electric contact between metals separated by a dielectric layer is analysed in this section. The analysis consists basically in the calculation of the contact resistance and capacitance at the connection.

As Fig. 2.3 shows, in a metallic contact two main regions can be clearly differentiated: the contacting zones between the surfaces and the void regions where no physical contact exists. Increasing the mechanical load, the number of contacting regions and their size also rises. In other words, the area of contact increases. Electrically, both regions are clearly different. The void regions, which have a size comparable to the roughness of the surfaces, are mainly dominated by the vacuum (or air), whereas the contacting regions are separated by a thin dielectric layer formed, in a large extent, by the native metal oxide and contaminants like oxygen or carbon.

Fig. 2.4 displays the equivalent circuit used to simulate metal-to-metal systems when no rupture of the covering layer occurs. The two capacitors have their origin in the displacement currents both in the void regions \((C_{n-c})\) and in the contacting zones \((C_c)\). In the void regions, the capacitance is the sum in series of two contributions: the air capacitance of thickness \(d-s\) and the insulator capacitor of thickness \(s\). However, since the insulating layer is only few nanometres thick [72] and the separation between engineering surfaces is typically of the order of few micrometres [68], the contribution of the dielectric layer to the non-contact capacitance can be neglected [73].

The circuit of Fig. 2.4 shows the contact effective capacitance and the non-contact effective capacitance. Each one is the sum of the parallel capacitances in all the void regions and in all the contact zones respectively. The effective non-contact capacitance is just

\[
C_{n-c} = \frac{\varepsilon_0 A_n (1 - A^*)}{d}, \tag{2.21}
\]

where \(A_n(1 - A^*)\) is the non-contacting total area. In the same way, the effective contact
2.2 Electrical contact of metals separated by a thin dielectric film

The capacitance is computed using

$$C_c = \frac{\varepsilon A_r \cdot A^*}{s},$$  \hspace{1cm} (2.22)

where $\varepsilon$ is the permittivity of the dielectric layer and $s$ its thickness.

It is clear that, for low contact areas (low applied mechanical load), the dominant capacitance is the non-contacting one whereas $C_c$ dominates at high loads. This is graphically shown in Fig. 2.5. The effective non-contact capacitance is almost load independent. This is easy to understand by inspection of (2.21). Both, the surfaces separation and the non-contact area decrease slowly as the load increases. In fact, the small increase is due to the small reduction in the surfaces separation, since the non-contact area variation is negligible. However, the effective contact capacitance strongly increases as the load rises. In (2.22) it is seen that the only load-dependent quantity is the area of contact which sharply increases with the load.

For each capacitance, a non-linear resistance in parallel has been included. These resistances are the PIM sources in the void regions and in the contact zones (film resistance). Of course, these resistances are much larger than the other resistances in the circuit since, otherwise, their impact would be much larger than observed. For instance, higher PIM levels would be generated and not the typical range between -20 and -150 dBm for a combined input power of 50 dBm. This is extremely important since it allows the simplification of the problem by splitting it in two steps: first, calculating all the linear elements in the circuit, and then, determining the non-linear response. Among the physical sources of these resistances (which are the PIM sources), tunneling, thermionic emission, Poole-Frenkel effect, etc., can take place in the contact zones whereas in the void regions, mechanisms like field emission or gas breakdown (corona) can occur.
Finally, the last element in the circuit is the envelope constriction resistance $R_C$ [38]. This resistance is microcontact size dependent. Indeed, depending on its size two different mechanisms can occur: Sharvin or Holm.

The Sharvin mechanism [74] dominates the constriction resistance if $R < \lambda$, where $R$ is the radius of the asperity contact and $\lambda$ is the average electron mean free path, whereas the Holm mechanism [38] is predominant if $R > \lambda$. In Sharvin’s case, the electrons travel ballistically in the contact whereas if the Holm mechanism prevails, the electrons diffuse from one metal to another. Mikrajuddin et al. [75] have derived a general expression for the constriction resistance in any range:

$$R_C = \frac{4(\rho_1 + \rho_2)\lambda}{9r} + \frac{\rho_1 + \rho_2}{2\pi R} \int_0^{\infty} \exp(-x\lambda/R) \frac{\sin(\pi x)}{\pi x} dx$$  \hspace{1cm} (2.23)

where $\rho_1, \rho_2$ are the specific resistivities of the contacting surfaces.

In our application, the Holm mechanism is considered as the cause of this resistance, since, under normal conditions, the radius of the microcontacts at the microasperities are larger than the average electron mean-free path of the electrons in the metals. In this case, the envelope constriction resistance for one single microasperity is [38]:

$$\left( R_C \right)_i = \frac{(\rho_1 + \rho_2)}{4R}$$  \hspace{1cm} (2.24)

where $\rho_1, \rho_2$ are the specific resistivities of the contacting surfaces. In the case of $N_c$ microasperities, the resulting resistance is the sum of the individual parallel resistances.
An average radius ($\overline{R}$) can be extracted from the contact area and the total number of microasperities in contact:

$$\overline{R} \approx \left( \frac{A_n A_*}{\pi N_c} \right)^{1/2}$$  \hspace{1cm} (2.25)

And then, for the case of $N_c$ microasperities in contact, $R_C$ can be approximated by:

$$R_C \approx \frac{(\rho_1 + \rho_2)}{4N_c \overline{R}}$$  \hspace{1cm} (2.26)

Fig. 2.6 shows this resistance together with the impedances of the two capacitors as well as the total impedance of the circuit of Fig. 2.4. At low applied mechanical loads, the dominant term is the resistance of the non-contact capacitor since, in this case, this resistance is much smaller than the contact capacitor resistance and the envelope constriction resistance. As the load increases, the dominant resistance is the contact resistance due to the fact that it is much lower than the non-contact resistance. It can be noticed that the envelope constriction resistance can be neglected in front of the other resistances in the circuit since it is not relevant at any applied load regime.

![Graph showing resistances](image)

**Figure 2.6:** The three resistances in circuit of Fig. 2.4 and the total equivalent resistance.

### 2.2.2 Metal-to-Metal contacts case

In this situation, the circuit of Fig. 2.7 is used for simulating the system behavior instead of the circuit of Fig. 2.4. The only (and critical) difference is the appearance of a constriction resistance which, as in the case of the envelope constriction resistance, is due to the change in the direction of the current lines which now occurs in the a-spots,
i.e., inside each microasperity in contact several a-spots appear through which the current flows.

![Equivalent circuit](image)

**Figure 2.7:** Equivalent circuit in the case of MM contact in the microasperities.

The constriction resistance in this case is similar to (2.24) but now the radius corresponds to the a-spot radius. A cracking function, which provides the cracking rate of the dielectric layer as the force is increased, is needed. The cracking phenomenon is very dependent on small irregularities on the surfaces and/or of the covering dielectric layer. Therefore, a full theoretical model capable to predict such a phenomenon does not exist. However, some qualitative aspects can be addressed following the existing literature: if the base metal is soft, the covering layer can be easily displaced [76]. Moreover, if the hardnesses of the base metal and the covering layer are similar, the probability of rupture also increases [77]. Additionally, it is obvious that the thinner the covering layer is, the lower the force needed to rupture it [53]. This knowledge helps to create phenomenological expressions in order to model the covering layer cracking.

Therefore, in the present work, a simple cracking profile which has to obey some basic characteristics is postulated:

1. It must be an increasing function with the applied force.
2. No significant cracking occurs at low applied forces.
3. At extremely high loads, almost all the area of contact are indeed MM contacts (perfect Ohmic contact).
4. It must be related to the thickness of the insulating layer and the microasperities deformation.

The pressure threshold value (or any related parameter) needed to make the cracking appear will be dependent on the oxide/contaminants - metal junction characteristics, like microhardness difference or layer thickness. Malucci [53] has pointed out that, after some assumptions, the cracking is basically dependent on \( I/s \) in such a way that, if the deformation is lower than the insulating thickness, no cracking can occur. However, we do not assume this since the average deformation \( \bar{I} \) will be used as parameter and therefore, even if this parameter is lower than \( s \), cracking can take place. The expression is:

\[
A_{MM} = A_n A^* \left( \frac{\bar{I}/s}{1+\bar{I}/s} \right)^\alpha
\]

(2.27)

where \( \alpha \) (cracking factor) is a parameter that indicates how fast the MM regions grow with the applied force. This parameter is unknown and has to be calculated using an indirect method, like for example, the measurement of the contact resistance. This simple function fulfills the requirements above mentioned and relates the cracking mechanism to the averaged value of the surface penetration of the rough surface into the flat one and the covering layer thickness, which has a clear physical meaning. Fig. 2.8 shows the cracking function for different values of the cracking factor. It is clearly appreciated that the larger the cracking factor, the lower the cracking ratio.

![Dimensionless real MM contact area for different values of \( \alpha \).](image)

Figure 2.8: Dimensionless real MM contact area for different values of \( \alpha \).
The calculation of the constriction resistance \( R_{\text{const}} \) in circuit of Fig. 2.7 from the total area of all the a-spots is not direct. Indeed, the constriction resistance for one microasperity where \( N_a \) a-spots are present is analog to (2.26)

\[
(R_{\text{const}})_i \approx \frac{(\rho_1 + \rho_2)}{4N_a \bar{a}_{\text{spot}}},
\]

where \( \bar{a}_{\text{spot}} \) is the average radius of all the circular a-spots in one single microasperity. For \( N_c \) microasperities, the total constriction resistance is

\[
R_{\text{const}} \approx \frac{(\rho_1 + \rho_2)}{4N_c N_a \bar{a}_{\text{spot}}}
\]

From (2.27), and assuming that the \( N_a \) a-spots behave like an effective single a-spot, the value of \( N_a \bar{a}_{\text{spot}} \) can be obtained in the same way as in (2.25), i.e.

\[
R_{\text{const}} \approx \frac{(\rho_1 + \rho_2)}{4N_c \left( \frac{A_{\text{MM}}}{\pi N_c} \right)^{1/2}}
\]

Of course, the expressions developed for the constriction resistance will not provide a high accuracy. Nevertheless, the objective is to find the correct dependence of the contact on parameters like the contact area or the degree of cracking and therefore, this approximated analysis is justified.

### 2.3 Non-linear response

The non-linear response of the system finally results in the excitation of the intermodulation products. Two well-differentiated kinds of regions can excite the PIM level in a waveguide junction: the void regions and the contact zones separated by a thin dielectric film.

For the case of very low applied forces, the surfaces are almost separated and therefore, all the PIM level is likely to occur in the void regions. This case has been experimentally investigated in [78] although no conclusions about the PIM source mechanism have been reported. In that investigation, some kind of dependence of the PIM level on the ambient pressure was observed. Due to the shape of the curve, an ionisation mechanism like Corona Discharge (which is fully explained in the second part of this thesis) could be proposed as possible physical PIM source. In fact, the Corona Discharge is usually detected, among other detection methods, by measuring the excited harmonics, what finally is the same as saying that IM products are also excited in the multicarrier case.

However, if the applied mechanical pressure is increased, it is very likely that the main source of intermodulation occurs in the contact zones since a high number of contacting
zones exist. Due to the fact that waveguides are joined with high mechanical loads, in this work only the contact zones are investigated as possible PIM source regions from the physical point of view. In fact, in the experimental tests presented in chapter 4, it will be seen that, at low contact pressures, the PIM sources seem to be located in the void regions (generated by large waviness of the waveguide flanges), but that when the pressure is increased, the intermodulation level is generated at the contact zones.

In this case, the main intermodulation sources can comprise several contributions like tunneling, thermionic, Poole-Frenkel and more [5], [79]. Electron transport mechanisms which can occur in Metal-Oxide-Metal structures are described in the following sections. In particular, tunneling and thermionic emission are analysed as possible PIM physical sources. Moreover, the insulating case as dielectric layer is investigated since it is the most common situation for metal oxides.

### 2.3.1 Tunneling theory & Thermionic emission

Two physical mechanisms occurring in metallic contacts separated by a thin insulating layer are taken as possible PIM sources: tunneling effect and thermionic emission. Both phenomena are highly non-linear what can result in the excitation of measurable PIM levels.

**Tunneling theory**

One of the most important consequences of quantum theory is the tunnel effect [80,81]. Electrons from one metal can *tunnel* across a classical forbidden region to another metal if the distance between them is small enough.

If no bias (voltage) is applied, the net current flow is zero because the currents from one metal to the other are the same but in opposite directions since the Fermi level of both metals coincide, provided the system is in thermal equilibrium [82]. If a voltage \( V \) is applied between the metals, a difference of \( eV \) between the two Fermi energy levels appears and the barrier becomes trapezoidal in shape. As the voltage raises, the tunnel probability increases because the total area of the barrier decreases, i.e., the tunnel probability is dependent on the barrier surface.

The value of the barrier height is, basically, the difference between the work function of the metals and the electron affinity of the insulator [83]. Thus, the insulator fundamentally reduces the barrier height with respect to the metal-vacuum-metal case where the barrier height is just the work function of the metal.

Studies of the tunnel current in Metal-Insulator-Metal (MIM) structures spread out from the last century until nowadays [84–89]. Presently, there is still a lot of interest in this structure and new models to tackle the problem frequently emerge [90], [91]. These
new approaches try to improve the previous results by applying new methods for the resolution of the Schrödinger equation in a many particle system. Though these schemes are very interesting, they do not provide more knowledge from the practical point of view.

The tunnel current between the metals can be calculated using the Simmons equation [86] for direct tunneling in MIM structures which is based on the WKB approximation. The volume tunnel current density is non-linear and voltage dependent:

\[
J(V) = \left( \frac{6.2 \times 10^{10}}{\Delta s^2} \right) (\phi_I \exp[-1.025\Delta s\phi_I^{1/2}] - (\phi_I + V)\exp[-1.025\Delta s(\phi_I + V)^{1/2}]) \tag{2.31}
\]

where:

\[
\phi_I = V_0 - \frac{V (s_2 + s_1)}{2s} - \frac{2.88}{\varepsilon(s_2 - s_1)} \ln \frac{s_2(s - s_1)}{s_1(s - s_2)} \tag{2.32}
\]

\(s\) is the barrier width (insulating thickness) without considering the image force effect [79], \(s_1\) and \(s_2\) are the turning points of the tunneling barrier which define the effective barrier width \(\Delta s = s_1 - s_2\), different from \(s\) due to the aforementioned effect, \(V_0\) is the barrier height and \(V\) is the applied voltage. The values of \(s, s_1, s_2\) and \(\Delta s\) are given in Angstrom and \(\phi_I\) in Volts.

This expression is accurate for low and intermediate voltages \((V \leq V_0)\). For higher voltages, where the tunneling practically becomes a field emission problem, resort must be taken to the Fowler-Nordheim formula. However, in this application, the use of the Simmons equation is sufficient since no high voltages are generated at the junction.

**Thermionic emission**

In a MIM structure, the thermionic emission current [92] is determined by the electrons that flow from one metal into the other *overcoming* the potential barrier. The thermionic current in MIM structures can be obtained easily. All the necessary steps can be followed in reference [93] and here only some highlights are given.

In a metal-vacuum interface, the current of electrons that overcome the work function of the metal is given by the Richardson-Dushman equation:

\[
J_T = AT^2 e^{W/kT} \tag{2.33}
\]

where:

- \(W\) is the work function of the metal.
- \(A = 4\pi me^2/h^3\),

being \(m\) and \(e\) the mass and the charge of the electron, \(k\) the Boltzmann constant and \(h\)
the Planck constant.

In the case of two metals, there are two currents flowing in opposite directions, and then, the total current is the difference between them:

\[ J_T = AT^2 \{ e^{-\frac{\phi_1}{kT}} - e^{-\frac{\phi_2}{kT}} \} \]  

(2.34)

The work function has been substituted by the height of the barrier at each metal-insulator interface. If both metals are the same, then \( \phi_1 = \phi_2 \) and the total current is zero. If a voltage \( V \) is applied, \( \phi_2 = \phi_1 + eV \), and hence:

\[ J_T(V, T) = AT^2 e^{-\frac{\phi_1}{kT}} (1 - e^{-\frac{eV}{kT}}) \]  

(2.35)

It is therefore clear that as voltage increases, thermionic emission also increases because the barrier is lowered. Moreover, the higher the temperature, the higher the thermionic current since more electrons can overcome the barrier.

In principle, one expects that the thermionic emission current does not depend on the thickness of the insulating gap, and only depends on the barrier height because \( \phi_1 = V_0 \). However, if the Image force is considered \([79]\), the barrier height is also related to the barrier thickness, and therefore, a dependence of \( J_T \) on \( \Delta s \) indeed exists. Finally, following \([93]\), the total thermionic current can be expressed as:

\[ J_T(V, T) = AT^2 \exp \left\{ \frac{[14.4(7 + eV\varepsilon_i\delta)]^{1/2} - V_0\varepsilon_i\delta}{\varepsilon_i\delta kT} \right\} (1 - e^{-\frac{eV}{kT}}) \]  

(2.36)

The final expression of the current corresponds to the sum of tunneling (2.32) and thermionic emission (2.35) currents:

\[ J = J(V) + J_T(V, T) \]  

(2.37)

### 2.4 Temperature considerations

In this section, temperature effects that affect the PIM response of a junction are briefly described. The importance of temperature can be understood just by considering the high temperature gradient that suffers a satellite in working conditions. In orbit, satellites are exposed to high temperatures when they are lighted by the sun. On the contrary, when the satellite is shadowed by the Earth, very low temperatures are reached. In fact, variations from -150 °C to +80 °C occur. Among others, this is one of the main reasons of the ageing of satellite systems, which results in the fact that a quiet-tested PIM system becomes active during operation.
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Mechanical stress

In the case of waveguide junctions, temperature variations can lead to mechanical stress due to the difference in the thermal expansion coefficient between the waveguide metal (usually aluminium) and the bolts (screws), which are normally made of Iron or Stainless Steel [94]. If this happens, the load between the surfaces suffers a cycle along a day. This finally results in an overall increase of the contact resistance due to the ageing of the junction. To avoid this, several options exist. The obvious solution is to isolate thermally the whole system in order to reduce the temperature gradient. To do this, thermal blankets are usually employed in satellites though they do not ensure perfect thermal isolation.

Local Temperature Heating

Apart from the environment temperature, local temperature rises can also take place in any component leading to the excitation of PIM frequencies over the noise level. For instance, resonators which store a large amount of electric energy can heat up the device exciting PIM signals [95]. The PIM excitation in these cases is associated to the linear dependence of the metal conductivity on the temperature, which results in the excitation of harmonic components producing wall currents at the PIM frequency [96]. In the case of waveguide junctions, the appearance of a contact resistance in the metallic contacts leads to the local increase of the temperature in the contact points through the Franz-Wiedemann law which relates the voltage drop at a pure metallic contact (a-spot) to the temperature by means of the electrical and the thermal conductivity

\[
T^2 - T_0^2 = \frac{V^2}{4L},
\]

where \( L \) is the Lorentz number \( (L \approx 10^{-8} \text{ V}^2 \text{K}^{-2}) \), which is constant for many metals and is defined as the quotient between the thermal and the electrical conductivities. It is therefore clear the big impact of the contact resistance in the temperature rise of a particular metallic point, since just a voltage drop of 100 mV makes the contact temperature rise from room temperature (300 K) to 580 K. This fact can have several consequences; for instance, the melting point of the contacting metals can be reached and therefore, welding can occur. Or high temperatures can soften the oxide layer making it more prone to rupture, leading to a reduction of the contact resistance of the system. As we will see in the next chapter, this is possibly one of the reasons why the PIM level has lower dependence on the total power than the one predicted by the theory. This is easily understood since the higher the input power, the higher the voltage drop and then, the higher the local temperature at the a-spots, which results in a lower contact resistance and, hence, in a lower PIM level than expected.

Finally, the PIM physical mechanisms can be also temperature dependent. For instance, tunneling is weakly temperature dependent whereas thermionic emission is strongly temperature dependent as shown by (2.35).
Chapter 3

Passive Intermodulation Computation

In the previous chapter, a model for characterising the electrical contact between two general metallic rough surfaces separated by a thin dielectric film has been described. Now, this approach is going to be generalised for the case of a rectangular waveguide connection where the waveguides are assumed to be made of a perfect conductor and, therefore, no losses are included in the calculations. It will be shown that the waveguides junction can be described using the simple equivalent circuits presented in the previous chapter. After doing this, the PIM response is computed by means of two different procedures: a mathematical approach, which only considers one PIM order based on a pure Taylor series, and a physical approach which is based on assuming that tunneling and thermionic emission are the PIM sources in the Metal-Oxide-Metal regions. This second approach allows the study of all the intermodulation orders simultaneously and the contribution of higher orders into the lower ones. Two important dependencies are investigated as well: the PIM variation with the combined power of the input carriers and the dependence with the power ratio between both signals. These computations are relevant in order to understand the experimental results presented in the next chapter.

3.1 Waveguide junction model

In this section, the voltage drop at the waveguide junction is determined for the case in which the whole nominal area is in contact (full contact case) and separated by a thin insulating layer (no a-spots are formed). In order to perform this calculation, the basic electromagnetic equations of a rectangular waveguide are used. Later on, it is seen how the expression obtained can be related to the calculated voltage drop using only the resistance of the contact capacitor of the equivalent circuit of Fig. 2.4. This will allow us to generalise this approach to realistic cases in which no full contact is achieved and a-pots are formed.
Throughout this work, only the case of mono-mode waveguides is considered. This basically means that only the fundamental mode \((TE_{10})\) can propagate in the waveguide for the frequencies under consideration. Therefore, the electric field inside the waveguide has just one component different to zero: \(E_y\) [97,98]. The modes different to \(TE_{10}\), if excited for any reason, would be evanescent and would reconver into the fundamental one. This is important since the non-linearities in the system excite both the intermodulation products and the harmonics of the input signals as well as the harmonics of the input modes, i.e., in this case \(TE_{20}, TE_{30}, \text{etc.}\). If only the fundamental mode is propagating, these excited modes reconver to it along the waveguide and, thus, they are not relevant for our purposes. On the contrary, if several modes could propagate for the operating frequency, the contribution of each mode should be considered separately when calculating the PIM response. In real applications, waveguides commonly work in the fundamental mode since losses are minimised in this case.

The surface current density \(\vec{j}\) on the walls of a waveguide can be determined from the magnetic field distribution inside the device using [97]
\[
\vec{j} = \vec{n} \times \vec{H},
\]
with \(\vec{n}\) an orthonormal inward vector to the waveguide walls and \(\vec{H}\) the magnetic field.

The discontinuity in the RF current path occurs in the propagation direction (z-axis). Therefore, it is considered that only this component of the current can excite PIM products. It is likely that the transversal components of the current also generate a certain amount of PIM. However, it is clear that the contribution from the longitudinal current is much more important since its density dramatically increases at the junction because of the reduction of the real area of contact.

For the fundamental mode, longitudinal current exists only on the top and the bottom walls. It can be written as [97]
\[
\vec{j}(x,z,t) = -\frac{A_{mn} \beta_z \pi}{\omega \mu_0 \varepsilon_0 a} \sin \left(\frac{\pi x}{a}\right) \cdot e^{i (\omega t - \beta_z z)} \vec{k},
\]
being \(A_{mn}\) an integration constant related to the square root of the power
\[
A_{mn} = 2 \varepsilon_0 \cdot \sqrt{PZ} \cdot \sqrt{\frac{a}{b}}.
\]
\(\beta_z = \sqrt{\omega^2 \mu_0 \varepsilon_0 - \left(\frac{\pi}{a}\right)^2}\) the wavenumber inside the waveguide, \(\mu_0\) and \(\varepsilon_0\) the permeability and the permittivity of the media filling the waveguide, \(\omega = 2\pi f\) where \(f\) is the signal frequency, \(a\) and \(b\) the width and the height of the rectangular waveguide, \(P\) the input power of the carrier and \(Z\) the characteristic impedance of the fundamental mode:
\[
Z = \frac{\sqrt{\mu_0 / \varepsilon_0}}{\sqrt{1 - \left(\frac{1}{z_j a \sqrt{\mu_0 \varepsilon_0}}\right)^2}}.
\]
The volume current density on the waveguide walls is obtained from (3.2) following the skin-depth approximation:

\[
\overrightarrow{J} = \frac{j}{\delta}, \tag{3.5}
\]

where \(\delta = \sqrt{\frac{1}{\pi \mu \kappa}}\) is the skin depth, and \(\kappa\) and \(\mu\) are the conductivity and permeability of the waveguide metal. The skin depth approximation states that, although the current falls exponentially from the surface of the wall, it can be assumed that the current is distributed constantly on a region limited by the width of the waveguide (only the top and the bottom walls are considered) and the distance to the surface where the current falls a factor \(1/e\), i.e., a region of area \((a \times \delta)\).

On the other hand, the volume current density is related to the electromagnetic fields through the Ampere’s law

\[
\nabla \times \overrightarrow{H} - \frac{\partial \overrightarrow{D}}{\partial t} = \overrightarrow{J}, \tag{3.6}
\]

where \(\overrightarrow{D} = \varepsilon \overrightarrow{E}\) (with \(\varepsilon\) is the permittivity of the dielectric) is the dielectric displacement and \(t\) is the time. Besides this, the electric field \((\overrightarrow{E})\) is related to the potentials (scalar \((V)\) and vector \((\overrightarrow{A})\)) by

\[
\overrightarrow{E} = -\nabla V - \frac{\partial \overrightarrow{A}}{\partial t}. \tag{3.7}
\]

Hence, combining (3.6) and (3.7), the voltage drop generated between the two waveguide flanges can be determined by means of

\[
V = \int \int_{0}^{s} \left( \frac{1}{\varepsilon} \left[ J_z - (\nabla \times \overrightarrow{H})_z \right] - \frac{\partial^2 A_z}{\partial t^2} \right) dz dt, \tag{3.8}
\]

where \(s\) is the distance between the two waveguide flanges, in this case, the oxide thickness. In (3.8), only the longitudinal component of the vectors has been considered.

At this point, it is necessary to notice the fact that, for the fundamental mode, the axial components of \(\nabla \times \overrightarrow{H}\) and \(\overrightarrow{A}\) vanish because are parallel to the electric field, which is transversal. Hence, the voltage drop simply becomes

\[
V = \int \int_{0}^{s} \frac{1}{\varepsilon} J_z(x,y,z,t) dz dt. \tag{3.9}
\]

And integrating

\[
V(x,y) = \frac{1}{\omega \beta_z \varepsilon} J_z(x,y) \exp(-j\beta_z s(x,y)) - 1, \tag{3.10}
\]

where \(V(x,y)\) is the voltage difference for each point \((x,y)\) in the surface limited by the waveguide width - \(a\) - and the skin depth, and \(s(x,y)\) is the distance between the two
waveguide flanges for each point (x,y), in this case, the oxide layer thickness.

Assuming that the gap distance is constant through the waveguide and following the
skin depth approximation, the voltage drop for any point x along the waveguide width
finally is:

\[ V(x) = \frac{1}{\omega \beta z \varepsilon \delta} j_z(x) [2 \cdot (1 - \cos(\beta z s))]^{1/2}. \]  

(3.11)

As seen in (3.2), the surface current density distribution along the waveguide width is
given by a sine function and then, it can be written that \( j_z(x) = j_z(a/2) \cdot \sin\left(\frac{\pi x}{a}\right) \). Doing
this, the voltage drop reads

\[ V(x) = \frac{1}{\omega \beta z \varepsilon \delta} j_z(a/2) \cdot \sin\left(\frac{\pi x}{a}\right) [2 \cdot (1 - \cos(\beta z s))]^{1/2}. \]  

(3.12)

This expression can be simplified in order to reduce it to a simple interpretation. If the
dielectric layer between the waveguide flanges is very thin compared to the wavelength,
the cosine can be developed until order two, i.e.:

\[ \cos(\beta z s) \approx 1 - \frac{(\beta z s)^2}{2} \]

In realistic situations, this approach always holds accurate since the typical oxide
thicknesses are in the range of few microns [72], whereas the wavelength, in the case of
microwave devices, is of the order of centimetres.

Therefore, using this approximation, the voltage drop of (3.12) can be written as

\[ V(x) \approx \frac{s}{\omega \varepsilon \delta} j_z(a/2) \cdot \sin\left(\frac{\pi x}{a}\right). \]  

(3.13)

V(x) is the voltage drop at each point x along the waveguide width. Its average can
be obtained just taking the average of the sine function, i.e., 2/\pi. Hence,

\[ V = \frac{s}{\omega \varepsilon \delta} \frac{2}{\pi} \cdot j_z(a/2). \]  

(3.14)

On the other hand, the total current can be calculated by integration of the surface
current \( j(x) \) along the x-axis

\[ I = \frac{2a}{\pi} j_z(a/2) \rightarrow j_z(a/2) = \frac{\pi}{2a} I. \]  

(3.15)

And thus, the average voltage of (3.14) can be expressed as

\[ V = \frac{s}{\omega \varepsilon \cdot \delta \cdot a} I, \]  

(3.16)
and, since the total considered RF-path area is \( a \cdot \delta \), the voltage can be expressed as the current multiplied by the impedance of the contact capacitor \((R_c)\)

\[
V = \frac{s}{\omega \varepsilon \cdot A_n} I \equiv R_c \cdot I. \quad (3.17)
\]

The voltage has been strictly determined using electromagnetic considerations for the case where full contact is achieved, i.e., without considering the surface roughness of the waveguides themselves and the possible cracking of the layer leading to real MM contacts. A similar expression would have been obtained for the case in which no contact existed at all, and therefore, the voltage drop would have been given by the non-contact capacitor resistance. This connection has been possible because the dielectric layer thickness is much thinner than the wavelength and no magnetic terms affect the voltage drop in the case of propagation with the fundamental mode. Now, we can generalise the voltage drop at the waveguide connection for the rough surfaces case just substituting the contact capacitor resistance in \((3.17)\) by the total effective resistance of circuits of Figs. 2.4 or 2.7

\[
V = Z \cdot I, \quad (3.18)
\]

where the impedance \( Z \) is schematically calculated in appendix A. Of course, the connection must be done changing the general parameters in the impedance expression by waveguide parameters like width or skin depth. Moreover, the current is given by the waveguide surface current.

Finally, one more remark has to be done. In order to compare both approaches, the average value of the voltage along the x-axis has been used. However, for the calculations, the real voltage to take into consideration is the peak voltage, i.e., in this case, the voltage at the centre of the waveguide. Therefore, if the voltage is determined by means of the circuits of the previous chapters, when calculating the PIM response, it has to be multiplied by \( \pi/2 \). Of course, since the PIM response is a non-linear function, the non-linear current will not follow a sine distribution around the centre point. This behaviour is nothing else than the excitation of higher waveguide modes, which superposition provides the total response. However, since we are assuming that the waveguide ports are very far away from the connection, these modes reconvert to the fundamental one, and thus, the \( TE_{10} \) distribution can be taken.

It has been shown that the effective circuits presented in the previous chapter are capable to model the waveguide junction resistance. Next, the way in which this affects the PIM response of the system is described. In order to do it, a PIM model is required. As a consequence, the target of the following sections is to present different PIM models and calculations based on the voltage drop at the connection.
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In this section, the computation of the PIM level based on the voltage drop of (3.18) is carried out. For the sake of simplicity, we will only consider two monochromatic signals. The study of two signals is enough to provide an understanding of the relevant aspects regarding PIM in waveguide connections. The “in-phase” case results in the worst case possible.

For two frequencies \( (\omega_1, \omega_2) \), the voltage drop at the junction is

\[
V(t) = V_1 \sin(\omega_1 t) + V_2 \sin(\omega_2 t). \tag{3.19}
\]

The voltage drop amplitudes \( V_1 \) and \( V_2 \) for both signals are slightly different since they depend on the frequency through the skin depth and through the capacitor impedance (in the case of dominance of the contact resistance by the capacitors). For these reasons, the difference between both voltages increases as the separation between the carriers also increases.

An harmonic balance-like procedure has been followed for the PIM simulation. In few words, the harmonic balance method consists in treating all the linear components of the system in the frequency domain, whereas the non-linearities are analysed in the time domain. The connection between them is performed by means of a Fourier transform in time or frequency domain. This procedure is however simplified because the non-linear currents in the system are negligible compared to the linear ones. This must be always the case because, otherwise, the PIM products generated would have a power of the order of the signals which generate them. For instance, in a two-carrier case with 50 dBm per carrier, typical PIM levels measured are around -20 or -30 dBm in the worst case or, what is the same, around 7 orders of magnitude lower in power. Since the current is proportional to the square root of the power, this means that the linear current is about 6 orders of magnitude greater than the non-linear one. In other words, although the non-linear current affects also the electric response of the junction, its effects can be neglected. As a matter of fact, in the derivation of the voltage drop which lead to (3.18) this assumption was already taken.

To sum up, the resistance (voltage) of the connection is fully dominated by the linear components. Thus, for the computation of the PIM level a linear diagram flow like the one shown in Fig 3.1 has been used.

If the non-linear components can not be neglected, a higher degree of complexity is added. In that case, an iterative procedure must be followed for the correct calculation of the voltage drop (see e.g. [99]).

As shown in the diagram of Fig. 3.1, the non-linear current computation from the voltage drop is the fundamental step for the calculation of the PIM level. Nevertheless,
two connections are still missing. The non-linear relationship between the current and the voltage, and how to extract from this non-linear current the PIM level. The former is explained in the next sections. The latter is achieved by taking into account that the PIM signals indeed propagate along the waveguide. Therefore, the non-linear current generated by the contact resistance can be directly related to the power of the PIM signal using the fundamental mode equations.

Thus, the PIM signal power can be obtained by means of the fundamental mode expression, just by inverting (3.2), and hence, the PIM level can be expressed as

$$PIM(dBm) = 10 \log \left( \frac{P_{int}[J(V)]}{1 \cdot 10^{-3}} \right), \quad (3.20)$$

where $P_{int}[J(V)]$ is obtained from (3.2) and (3.3).

It is therefore clear that what defines the PIM signal power is the voltage - non-linear current relationship. In the next sections, different relationships between them are used. First of all, a purely mathematical approach is followed, which is based in a Taylor expansion of any non-linear relationship regardless its particular aspect. This will allow us to investigate the PIM behaviour with different system parameters. However, this approach is limited to a particular PIM order and thus, no higher order contributions can be considered. Moreover, it is not based in any particular physical PIM source, which makes it useful only from the application point of view. Hence, a second approach is also considered based on a physical scheme where the source of the distortion is tunneling and thermionic emission in MIM connections (see 2.37). The aim of this second approach is to provide physical understanding of a possible PIM mechanism and, additionally, after calibration of a given order, to be able to predict the intermodulation level of the whole PIM spectrum. Moreover, the influence of higher orders into the lower ones can be investigated as well.

### 3.2.1 Taylor expansion

As already mentioned, the PIM level is excited by a non-linear relationship between the current flowing through the non-linear resistances and the voltage. In a general case, the current can be expressed as a Taylor series of the voltage regardless the particular
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shape of the real J-V curve

\[ J(V) = \sum_{i=0}^{\infty} a_i V^i. \] (3.21)

In the case of two sinusoidal signals, the voltage is given by (3.19), and then

\[ J(V) = \sum_{i=0}^{\infty} a_i \left[ V_1 \sin(\omega_1 t) + V_2 \sin(\omega_2 t) \right]^i. \] (3.22)

This non-linearity excites the harmonics of the input signals \( (2\omega_1, 2\omega_2, 3\omega_1, \ldots) \) as well as the intermodulation products \( (\omega_1 \pm \omega_2, 2\omega_1 \pm \omega_2, \ldots) \). Normally, but not always, the interesting PIM products are those falling very close to the input carriers. Only the odd PIM orders accomplish this and, hence, the PIM frequencies \( f_{\text{int}} = mf_2 + nf_1 \) must fulfil that

\[ m \neq 0, n \neq 0, \quad |m| + |n| = i, \quad m + n = \pm 1. \]

And then, the resulting expression for the current is

\[ J(V) = \sum_{i=0}^{\infty} a_i \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} V_1^{|m|} V_2^{|n|} \sin((n\omega_1 + m\omega_2)t). \] (3.23)

In (3.23) all the relevant PIM products are considered. If the PIM signal under consideration is a result of a non-linearity of order three, the current can be written as:

\[ J(V) = a_3 \left[ V_1^2 V_2 \sin((2\omega_1 - \omega_2)t) + V_2^2 V_1 \sin((2\omega_2 - \omega_1)t) \right] \] (3.24)

where higher order contributions have been neglected.

In order to use (3.24), the Taylor coefficient \( a_3 \) must be known. The only way to do it consists in calibrating the system using a predefined PIM value. In other words, the intermodulation level for a particular set of parameter’s values must be known and, from it, the Taylor coefficient has to be determined. Once this has been done, one of the system parameters can be varied and the PIM amplitude determined due to the change in the contact voltage drop. For instance, for a particular applied mechanical load, \( V_1 \) and \( V_2 \) can be obtained. If the PIM level is known (measured) for this applied pressure, \( a_3 \) in (3.24) can be determined. After this, the intermodulation level has been calibrated and can be determined for other applied mechanical loads.

In the following, the PIM level using this approach is obtained as a function of different system parameters. All the results presented in the next pages are, qualitatively, in agreement with the results in the literature on different connection types \([9,10]\) and with the experimental results presented in the next chapter.
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For the analysis, the two input frequencies are 9.75 and 10 GHz. The third order
intermodulation frequency chosen is the one which falls in the upper part of the spec-
trum, i.e., 10.25 GHz. The parameters used for the numerical calculations, if nothing else
is explicitly stated, are: \( \eta = 94 \cdot 10^{10} \text{m}^{-2} \) (number of microasperities per square metre),
\( R = 10 \mu \text{m} \), \( P = 100 \text{ W (50 dBm)} \) power of the input signals per carrier, the standard WR90
waveguide, i.e., \( a = 0.02286 \text{ m} \) and \( b = 0.01143 \text{ m} \), \( s = 4 \text{ nm} \) and \( \varepsilon = 4 \) in relative units.

The calibration has been done for bulk aluminium (\( E = 70 \text{ GPa}, \nu = 0.35 \text{ and } H = 245 \text{ MPa} \)) assuming that for \( \sigma = 0.5 \mu \text{m} \) and for an applied flange pressure of \( 6 \cdot 10^4 \text{ Pa} \),
the third order intermodulation level is -100 dBm. Again, if nothing else is written, it is
assumed that no cracking of the oxide layer occurs (\( \alpha \to \infty \)).

**PIM level vs. applied pressure**

Fig. 3.2 shows the results of such a calculation (notice that for the \( \sigma = 0.5 \mu \text{m} \) curve at
\( 6 \cdot 10^4 \text{ Pa} \) the PIM level is indeed -100 dBm). As a general behaviour, the intermodulation
level slowly decreases as the applied pressure is increased. This happens until a certain
pressure, from which the intermodulation level decreases sharply. The explanation to
this is that for low mechanical loads, the contact resistance is dominated by the non-
contacting capacitance because the area of contact is very low. Therefore, the PIM level
decreases slowly because it is directly related to the surface separation, which does not
vary too much for different applied mechanical loads. As the pressure increases, the
contact capacitance and the constriction resistances provide the electrical response of
the junction and, therefore, the intermodulation level decreases much faster since these
resistances depend linearly on the area of contact.

**PIM level vs. roughness**

As shown in Fig. 3.2, three different surface finishings have been chosen for inves-
tigating the effect of the roughness in the PIM level. In order to compare the three
results properly, it has been assumed that the same contact resistance leads to the same
intermodulation level. However, this is not necessarily true since the particular PIM
mechanism can be dependent on the surface separation and, therefore, despite having the
same voltage drop, the intermodulation level can be different. However, this is the only
way to make reasonable comparisons, which are almost always applicable. Results show,
as would be expected, that the larger the roughness, the larger the intermodulation. Nev-
ertheless, this difference is only important if low loads are applied. The explanation to
this can be found again in the fact that at low pressures the voltage drop is dominated by
the non-contacting capacitance. Thus, if the roughness increases, the surfaces separation
for the same applied pressure increases, which leads to an increase of the non-contact
capacitor resistance. In spite of that, for high loads, the PIM level is not dependent on
the roughness because the dominant resistances are the contact capacitance resistance
and the constriction resistance, which basically depend on the cleanliness of the surfaces. It has been experimentally observed by previous authors [9, 11] that, at low loads, the intermodulation level is rather unstable, probably due to oscillations in the contact resistance caused by the formation of a-spots of extremely small size, which response is hardly predictable. However, higher contact pressures are more relevant since are the employed in real applications.

The behaviour of the PIM level as a function of the surface roughness is, although, not yet completely described. The results of Fig. 3.2 are obtained assuming that no cracking of the oxide layer takes place. However, if cracking occurs, it is clear that a rough surface penetrates more easily than a smooth one into the oxide layer, breaking it and forming MM contacts. As mentioned, this leads to a decrease in the contact resistance which, in turn, diminishes the intermodulation level. Fig. 3.3 shows an example of such a situation. Again, for low applied mechanical loads, the rougher surface results in a higher intermodulation level. However, as the applied load is increased, the cracking of the oxide layer starts to diminish the contact resistance and, therefore, the PIM level.

This apparent contradiction in the dependence of the intermodulation level on the roughness has resulted in opposite statements from previous authors which experimental results [9,11] where somehow contradicting but, at the same time, completely compatible.
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Figure 3.3: Cases in which the PIM level decreases with the roughness of the surfaces. In this case $\alpha = 2$ and a softer material has been chosen: $H = 50\, \text{MPa}$.

PIM level vs. contaminant layer thickness

The influence of the covering layer thickness has been also investigated. Fig. 3.4 displays the PIM level for three different layer thicknesses. As expected, the thicker the layer, the higher the intermodulation level. In this case, the PIM level for low pressures is independent of the thickness, since the non-contact capacitance is basically independent of the layer thickness. However, for high applied mechanical loads, the contact capacitance, which is inversely proportional to the dielectric thickness, dominates. As a consequence, the voltage drop increases in this zone, resulting in a higher PIM level.

Since no physical source of the PIM excitation has been assumed, one has to be careful when analysing these results. It is true that, as it has been experimentally observed, the intermodulation levels are higher if the metals have suffered a higher degree of corrosion [78]. Nevertheless, if tunneling is the main PIM source, the thickness of the insulating layer also affects the intermodulation level beyond the voltage drop. As a matter of fact, tunneling falls exponentially with the thickness, whereas the voltage drop increase is only linear (and only if the MIM capacitor dominates the contact resistance). This will be seen in the next section for a particular example, in which the PIM level diminishes as the contaminant layer thickness increases.
PIM level vs. cracking factor

Probably, the most important parameter to estimate the quality of a contacting material for electrical applications is the facility to break its oxide layer in order to form MM contacts. In this work, a cracking rate (\(\alpha\)) has been defined in order to qualitatively describe such a phenomenon. The effect of this cracking rate is shown in Fig. 3.5, where four different values of \(\alpha\) have been used. Again, it can be seen that, at low loads, no influence of the variable, in this case the cracking rate, is observed. The decrease of the cracking rate has, as a consequence, that the strong decrease of the intermodulation level starts at lower pressures because more a-spots are formed for the same applied mechanical load.

PIM level vs. mechanical properties

An important topic in the seek of PIM free flanges is the use of coatings. Normally, soft metals are employed since they provide a better contact and, therefore, a lower contact resistance. As an example of the extremely importance of this, Fig. 3.6 compares the intermodulation level of indium (very soft material) and aluminium. Neither the cracking parameter nor the oxide layer thickness have been modified though, it is clear that, in real life, their values are different for each material. Hence, the only difference between both cases comes from their mechanical properties. Additionally, it has been assumed that the surface aspect is not modified by the application of the coating (same roughness) and that the mechanical response is only due to the coating material (coating is thick enough). Indium has been chosen because it has been used as coating, showing very good
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Figure 3.5: PIM level for different cracking rates.

PIM response at least the first time the flanges are tightened (see e.g. [100]).

Figure 3.6: PIM level for the case of a standard waveguide (aluminium) connection and in the case in which the flanges have been coated with indium keeping the topography of the surfaces.
The graph shows that the PIM level is enormously reduced if the waveguide flanges are coated with Indium. The question arises immediately. Why not use soft materials like Indium in waveguide flanges? Their use is limited for two reasons: first, the high stresses that are generated due to the difference of the thermal expansion coefficient of the waveguide metals (aluminium) and that of the bolts (iron/steel) used to tightened them.

If the material were too soft, it would exist the possibility that, in one of the temperature extremes, it were plastically deformed and could not recover its original shape when the other temperature extreme were reached, leading to a decrease of the overall contact pressure between the flanges [94]. Second, and maybe more important, due to the extremely softness of the coating, it can be easily displaced from the high pressure zones after many mounting/unmounting cycles, which finally makes the whole coating disappearing of the region of interest.

Conclusions

Different calculations based on the model presented have been performed in order to characterise the system parameters influence. This has been done using a general non-linear PIM response based on the ability of splitting it in different orders which do not interact. In order to consider this interaction, and the possibility of determining different PIM signals amplitude once one intermodulation level is known, there are two possibilities: to use a mathematical non-linear function (see [101]) which allows for an arbitrarily long Taylor expansion series and has no physical meaning, or to employ a physical-based function which additionally provides information about the physical nature of the phenomenon. More attention has been paid to the second option since a physical interpretation of the PIM generation through (2.32) has been suggested by previous authors [102]. Besides, in section 3.3 a phenomenological expression based on an arctangential function is also presented since it has been used in the bibliography [101] for the assessment of the PIM response of RF systems.

3.2.2 Tunneling & Thermionic emission

In this section, the intermodulation level is computed assuming that the PIM physical sources are tunneling and thermionic emission in the Metal-Insulator-Metal regions. Therefore, (2.32) is used for the calculation of the non-linear current. The main advantages of this approach are three: knowledge is acquired about which physical parameters can affect the PIM level; once the power of a single intermodulation frequency is known, the rest can be extracted; and finally, higher order contributions to lower ones are automatically considered.

Apart from the voltage drop itself, the three main parameters that affect the non-linear strength of (2.32) are: the thickness of the insulating layer, its dielectric constant, and the barrier height. Given a PIM reference value and an applied load, these three pa-
rameters can be varied in order to obtain the same intermodulation level as the reference one. Since the insulating layer thickness and the dielectric constant also affect the voltage drop at the connection (see (3.17)), only the barrier height has been used, since it is the unique parameter exclusively affecting the tunneling and the thermionic currents, as the fitting variable in order to obtain the calibrated PIM level. As far as tunneling is concerned, one more remark has to be done. Due to the intrinsic inhomogeneity of the oxide layer, its real physical thickness does not correspond to the tunneling thickness in (2.32). This occurs because of the exponential nature dependence of the tunneling current on the insulator layer thickness. Therefore, an effective tunneling thickness can be defined, which can be again used in (2.32). This thickness results to be, approximately, one half of the real physical layer thickness\[103,104\], though this is qualitative and hardly predictable.

In this case, since the whole PIM spectrum is searched, a Fourier transform in time domain has to be performed to calculate the part of $J(V)$ which corresponds to each PIM signal. Notice how the contributions of higher orders are taken into consideration automatically due to the general character of (2.37) and to the numerical calculation by means of the Fourier transform.

Fig. 3.7 shows the results of the Fourier transform after the calibration of the third order. It is seen how the third order intermodulation frequency in the upper part of the spectrum (10.25 GHz) coincides with the calibrated value (-100 dBm). To achieve this result the barrier height is 1.63 eV, a value which is close to the typical barrier heights (for instance, for alumina the barrier height is around 1.8 eV) [105]. The two large peaks correspond to the PIM signals which interfere with the input carriers; no significant interference occurs to the input carriers since they have a power of 50 dBm (100 dBm over the PIM signal) whereas the interference products are around -40 dBm.

As in the case of the Taylor approach, the intermodulation level as a function of the applied mechanical load can be also determined using the physical formulation. The calculation of the PIM level as a function of the applied pressure of Fig. 3.8 shows the general result of a non-linear component that only depends on the total resistance of the junction. In other words, the PIM level depends only on the voltage drop on the whole connection. However, if we only consider the MIM regions as possible PIM sources, the resulting dependence becomes different. As Fig. 3.8 shows, the case of considering only the MIM regions leads to the fact that, being in the low pressure range if the pressure increases, the intermodulation level also increases. This is due to the fact that the region of contact is very low and, consequently, low PIM is generated. As the pressure increases, more area is in contact and, hence, more MIM non-linearity is generated. At very high pressures, the area of contact is very high and therefore the current density in the MIM regions has decreased. It is thus clear that the peak appears due to this balance: total MIM area versus current density (voltage drop).

However, it is not realistic to assume that, at low applied mechanical loads, the PIM
Figure 3.7: Results for all the intermodulation frequencies falling inside the band of the fundamental mode using tunneling and thermionic emission in the MIM zones as source of intermodulation. The barrier height used is 1.63 eV.

Figure 3.8: PIM level as a function of the applied pressure in the case of a Taylor approach and in the case of considering a MIM structure only as the PIM source. No cracking is taken into consideration. The barrier height used is 1.63 eV.
source is located in the contact regions. It is likely that the PIM excitation is caused by some mechanism in the non-contacting regions, since the area of contact is extremely low.

Fig. 3.9 shows the fact that the increase of the oxide thickness leads to the decrease of the PIM level as opposite to the behaviour of Fig. 3.4. This happens because the main contribution is due to tunneling which decreases with the insulating thickness. It could be thought that a better PIM response would be obtained by oxidising the flanges on purpose. However, if the insulating thickness is larger, other non-linear processes can occur in insulators such as Poole-Frenkel [79].

![PIM level decreases with the insulating layer thickness.](image)

**Figure 3.9:** PIM level decreases with the insulating layer thickness.

### 3.3 Phenomenological PIM function

The PIM results presented in the previous section are based on a physical mechanism as the PIM generator. General non-physical functions exist in the literature which have been used in order to simulate the PIM response of a system. Among them, probably the most commonly used has been the arctangential function [101]. This function reads:

\[
Y = A \cdot \tan^{-1}(X/B).
\]  

(3.25)

In our particular case, the meaning of Y and X is clear; they are the PIM signal surface current and the voltage drop at the junction respectively. Two constants (A and B) are used in order to fit this function to the particular PIM level.
The main advantage of this function is that one can apply it regardless of the particular PIM mechanism. It will be seen in the next chapter that this function is quite appropriate when attempting to predict the intermodulation level at high powers. In fact, this is probably the reason why it has been used as a PIM generator: it provides the PIM level dependence on the combined power. However, this fact does not mean that the arctangential function is the result of physical processes involving PIM.

3.4 PIM level vs. total power

The variation of the PIM level with the total combined power provides a large amount of understanding about the processes that cause the phenomenon. If only one order of intermodulation contributes to the intermodulation level of a particular frequency, a clear dependency exists between the PIM variation and the combined power (in dBm). The dependence can be easily derived. The amplitude of the PIM signal is proportional to the amplitude of each carrier. For an order $N = |m| + |n|

$$A_{PIM} \propto A_1^m \cdot A_2^n.$$ 

On the other hand, $A \propto P^{1/2}$ and $PIM \propto \log[(A_1^m A_2^n)^2]$. Hence, $PIM \propto \log(P^{m+n})$ and therefore, for order $N$, a $N$ dB/dB dependence appears. However, experiments performed by previous authors (see e.g. [9]) have shown that this dependence can be quite different. In fact, normally a lower slope is observed which tends to saturation for very high input powers. Notice that such a behaviour must occur since, otherwise, the PIM level would monotonically increase with the input carriers power. This would finally result in an unrealistic situation in which the PIM signal power would become larger than the signals power which have generate it. Deviations from the N dB/dB rule can occur mainly due to two facts:

1. Higher order contributions are not negligible.

2. Contact parameters are affected by the input power.

In case 1, it is clear that if higher order contributions are not negligible, the power dependence changes since the higher the order, the higher the dependence. However, it cannot be stated which will be the direction of the change, if increasing to a greater slope or to a lower one. This basically depends on the sign of each derivative in the full Taylor expansion as well as on its strength. Fig. 3.10(a) shows the variation of the third-order PIM level as a function of the total combined power in the case in which no a-spots are formed at all. The straight line follows the N dB/dB rule, since it has been obtained following the mathematical approach for order three. For the physical approach, the calibration has resulted in a barrier height of 1.5 eV. It can be seen that the physical approach also follows the N dB/dB rule for low powers. However, as power increases, deviations can be observed due to a positive contribution of higher orders which lead to a stronger power dependence. The common point of both lines is the calibration point.
If negative derivatives are present, a cancellation can occur among positive and negative contributions which results in a PIM valley for some particular system values. This has been identified in the literature as sweet spots [106] and has been used in active components in order to make them work under low intermodulation conditions. However, it is difficult to predict such a valley in the case of metallic junctions since many uncontrolled variables are present. An example of sweet spot appearance can be seen in Fig. 3.10(b). One of its characteristics is that the slope before and after the sweet spot is different.

![Graph](image-url)

**(a)** Calibration: 200 W, -100 dBm. The barrier height used is 1.5

**(b)** Calibration: 10 W, -100 dBm. The barrier height used is 0.86

**Figure 3.10:** PIM level as a function of the combined power.

In the case that cracking occurs, the physical approach can also be followed. Fig. 3.11 shows the results obtained for two particular cases for which the cracking rate is different.

There is one way to clearly distinguish whether the deviation from the N dB/dB rule is due to higher order contributions or not. It consists in measuring the PIM level as a function of the power ratio. This provides an invaluable information about higher orders without measuring them. Next section fully develops this concept.

In case 2, deviations of the N dB/dB rule caused by some dependence of the contact mechanism on the total input power is the other possibility. The increase of the input power must improve the conductivity of the junction in order to explain why a lower slope is indeed experimentally observed (see next chapter). This is easily understandable if the local temperature heating of the a-spots is considered. Increasing the power, one increases the voltage drop and, therefore, the temperature. This heating softens the oxide layer and, as a consequence, more a-spots are formed or those already existing become
3.5 PIM level vs. power ratio

In the last section, it has been seen that higher order contributions can affect the level of a particular PIM signal. However, this can not be known just by measuring the slope of the intermodulation level versus the total power, since increasing the input power the contact characteristics of the junction are changed (case 2). Nevertheless, a method exists that can be used to know the impact of the higher orders without modifying the total combined power. This method is as simple as measuring the PIM level as a function of the power ratio between the carriers.

The frequency of intermodulation $f_{\text{int}} = m f_2 - n f_1$ is considered in the following. The power ratio is defined as $\frac{R}{P} = \frac{P_2}{P_1}$, where $P_2$ corresponds to the signal with frequency $f_2$ and $P_1$ to $f_1$. Additionally, the total power is kept constant, i.e., $P_1 + P_2 = P_T$. Thus, the powers can be written as a function of the desired variable only

$$P_1 = \frac{P_T}{1 + \frac{R}{P}} \quad \text{and} \quad P_2 = \frac{P_T \cdot R}{1 + \frac{R}{P}}.$$

The amplitude of the PIM signal is proportional to the amplitude of each signal. For an order $N = |m| + |n|$:  

$$A_{\text{PIM}} \sim A_1^m A_2^n.$$  

On the other hand: $A \propto P^{1/2}$ and $\text{PIM} \propto \log[(A_1^m A_2^n)^2]$. 

Figure 3.11: PIM level as a function of the combined power. Calibration: 200 W, -100 dBm.
Therefore:

\[
PIM \sim m \log(P_2) + n \log(P_1) = m \log \left( \frac{P_T \cdot \overline{R}}{1 + \overline{R}} \right) + n \log \left( \frac{P_T}{1 + \overline{R}} \right)
\]  \hspace{1cm} (3.26)

The derivative of this expression as a function of \( \overline{R} \) provides the location of the maximum

\[
\frac{d}{d\overline{R}} (PIM) = 0 = \frac{m}{\overline{R}} - \frac{m}{1 + \overline{R}} - n \frac{1}{1 + \overline{R}}
\]

or,

\[
m(1 + \overline{R}) - m\overline{R} - n\overline{R} = 0.
\]

And then, the maximum occurs for:

\[
\overline{R} = \frac{m}{n}.
\]  \hspace{1cm} (3.27)

Thus, for instance, for third order, \( m = 2 \) and \( n = 1 \), and therefore, the maximum must occur when the input power of the frequency with \( m = 2 \) is double than the other signal power. In this case, the input signal of 10 GHz should have the double of power than the signal of 9.75 GHz. This is shown in Fig. 3.12. Any deviation in the location of this maximum irremediably indicates that higher order contributions are of relevance. In fact, as seen in (3.27), the tendency at higher orders is the displacement of the maximum to 1; the higher the order, the closer the maximum to the unity.

Experimentally, the main difficulty is to detect accurately such a maximum since, as observed in Fig. 3.12(b), on the top of the curve a high sensitivity is required, which can not be always achieved.

This problem can be solved if, instead of considering the maximum itself, one considers the slope of the curve for very high and very low power ratios when the plot is logarithmic as in Fig. 3.12(a). From (3.26), the derivative respect to the logarithm of the power ratio can be performed:

\[
\frac{d}{d \log(\overline{R})} (PIM) \equiv \overline{R} \cdot \frac{d}{d\overline{R}} (PIM) = \frac{m}{1 + \overline{R}} - \frac{n}{\overline{R}(1 + \overline{R})}.
\]

Taking the limits for large and small power ratios:

\[
\begin{align*}
\text{if } \overline{R} \uparrow \uparrow, & \quad \frac{d(PIM)}{d(\log(\overline{R}))} \rightarrow -n \\
\text{if } \overline{R} \downarrow \downarrow, & \quad \frac{d(PIM)}{d(\log(\overline{R}))} \rightarrow m
\end{align*}
\]
The two lines show the slopes of value 2 and -1.

A zoom of the left figure where it can be seen that the maximum occurs at a power ratio equal to 2.

Figure 3.12: PIM level vs. power ratio for third order if no higher order contributions are relevant.

This can also be seen in Fig. 3.12(a). The two straight lines represent the two slopes derived above. Deviations from this behaviour directly imply that higher order contributions are of relevance in the calculation of a particular PIM frequency. For such a case, the Taylor approach can not be used to simulate the system.

An example for the deviation of this behaviour is shown in Fig. 3.13, where the PIM level as a function of the power ratio has been plotted for different calibration points (same intermodulation level but different combined power). By increasing the total combined power, deviations from the single order contribution become more and more significant: maximum gets closer to the unity and the slopes also diverge from the predicted values.

From the practical point of view, the real application of this knowledge is related to simplify a complex PIM test set-up for measuring several PIM orders simultaneously and to reduce it to a two carrier test set-up.
Figure 3.13: PIM level vs. power ratio for different calibration points.
Chapter 4

PIM Measurements

Any satellite payload is formed by different passive (and active) components which have to be interconnected. Therefore, the design of the flange connections is extremely important in order to ensure low intermodulation levels. To assess such a quality, every component has to be tested. Thus, a test set-up, which is also formed by several interconnected devices, with an extremely low intermodulation interference is necessary. In this chapter, experimental data in waveguide flanges are presented which can be used as guidelines to reduce the residual intermodulation level of a particular PIM test set-up and to design PIM free flight models.

4.1 Samples

Different considerations have to be taken into account before testing. First of all, the type of waveguide flanges that are going to be utilised. This includes the size of the waveguides themselves (which obviously defines the frequency range to be employed), the position, size and number of screw holes, the waveguide material, and the possible coatings that are deposited on it.

The waveguides used to perform the tests were standard WR-90 waveguides (22.86 x 10.16 mm) operating in X-Band (8-13 GHz). They were manufactured using pure aluminium (> 99.9% purity) which is the standard material in Sat-Com applications due to its low weight. Nevertheless, aluminium waveguides are commonly coated with silver using a DC electroplating process (a silver thickness layer of around 10 \( \mu m \) is deposited) in order to improve both the electrical and the thermal conductivities. Moreover, aluminium junctions generally show a high PIM level [11], whereas silver-plated aluminium connections present much lower intermodulation levels [8, 11]. Thus, silver-plated aluminium waveguides were also tested since they are, in fact, the standard waveguides used by the satellite industry.

As seen in photograph B.1, the waveguides had two different flanges. One of them
was the flange under test (six screw holes) whereas the other one (eight screw holes) was the interface with the test set-up (photographs C.1, C.2 and C.3). The latter should not add more intermodulation level to the noise floor and, therefore, a care design had to be chosen. This is the reason why an eight hole flange configuration was employed and the waveguides were joined to the test set-up interface flanges with the maximum possible torque. Moreover, the two interface flanges of the test set-up had a special design. In addition to the eight hole configuration, they also presented a "bridge" of 1 mm width and 1 mm height around the waveguide cavity and another bridge of the same dimensions in the outer side of the flange. This allowed for higher pressures in the RF path region since less area had to be brought into contact. On the other hand, the flange under test was a six hole flange. Such a configuration was chosen instead of the standard one of four holes in order to minimise possible mechanical instabilities.

Apart from full-length waveguides, short (3 mm long) gaskets as the ones shown in photograph B.2 were manufactured. They were also made using pure aluminium. These gaskets were coated with different materials and inserted between the waveguides providing, this way, information about the PIM response of the deposited metal. As shown in photograph B.2, two kind of gaskets were used: complete flat gaskets and high-pressure gaskets which presented a bridged configuration similar to the test set-up interface flanges described above. In order to have statistics, three flat gaskets and three bridged gaskets were coated per each material.

The materials deposited were:

- **Silver**, as mentioned above, is used as the standard coating in Sat-Com applications. Therefore, silver coated gaskets can be used as reference as well. Indeed, the quality of a specific material, in terms of its PIM response, must be evaluated by comparing it to the PIM behaviour of silver.

- **Hard Gold** (gold in general) is a very particular metal due to the fact that it does not oxidise. An oxygen layer (monoatomic) is formed on the surface, which does not grow beyond. Therefore, gold contacts always present a very low contact resistance since the covering layer is easily ruptured. One of the risks of gold is related to its softness. Electroplated pure gold is quite soft, what makes gold "disappear" from the contacting regions after some assembly/disassembly cycles. Thus, instead of pure gold, hard gold was employed. Hard gold is basically gold (> 99%) alloyed with nickel or cobalt. Such an alloy increases the hardness \( H > 150 \text{ MPa} \) of the metal, keeping unaltered its fundamental properties (no oxidation, high conductivity...).

- **Indium** is an extremely soft metal \( H \approx 8 \text{ MPa} \). Therefore, it normally presents a very low PIM level [100] since the contaminant layer is displaced very easily. However, in our particular application, indium is normally not used for the same reason as pure electroplated gold: after some assembly/disassembly cycles, the indium layer
is completely displaced. This finally results in a metallic contact between the base metals. Nevertheless, indium was chosen for two reasons: it would probably provide the best PIM response for the first assembly cycle and, therefore, it could be used as reference. Also, the intermodulation response could be quantitatively investigated as a function of the number of assembly/disassembly cycles.

Some bare aluminium gaskets were left uncoated in order to use them as reference. Additionally, three flat and three bridged gaskets completely made of beryllium-copper were also tested.

- Beryllium-Copper (BeCu) is used in electrical contacts due to its low contact resistance [107]. Hence, it was also tested since previous researchers had reported that BeCu contacts result in low intermodulation levels [10,11]. BeCu basically consists of copper with a beryllium content always lower than 2%.

The coatings of silver, hard gold and indium were performed by Tesat-Spacecom GmbH & Co. KG. The BeCu material was obtained from Brush Wellman GmbH and milled by Tesat-Spacecom GmbH & Co. KG.

4.2 Measurements

The intermodulation level between full length waveguides was measured. Three different dependencies, if possible, were checked: PIM level as a function of the applied torque, as a function of the combined power of the carriers, and as a function of the power ratio between the signals. The effect of the insertion of the different gaskets between the waveguides was investigated as well.

The minimum possible torque that could be applied to the screws was 4 Ncm, and the maximum 80 Ncm (nominal torque for M3 (3 mm diameter) screws).

The two input frequencies used during the test campaign were

\[ f_1 = 11.21 \text{ GHz}, \quad f_2 = 11.895 \text{ GHz}, \]

and the intermodulation frequency investigated was the third order intermodulation product falling in the upper side of the spectrum, i.e.,

\[ f_{int} = 2 \cdot f_2 - f_1 = 12.584 \text{ GHz}. \]

The measurements were performed at Tesat-Spacecom GmbH & Co. KG facilities. The importance of an excellent test set-up in PIM measurements is critical due to the high sensitivity that must be reached. In this case, for the maximum available power (170 W per carrier), the noise floor, which defines the minimum intermodulation level that can be measured, was below -145 dBm.
4.2 Measurements

4.2.1 Aluminium waveguide connections

The PIM response of several aluminium waveguides was investigated. Fig. 4.1 shows the intermodulation level as a function of the applied torque for a particular waveguide connection at a combined power of 60 W. The measurements were carried out several times (assembly/disassembly cycles) in order to look for reproducibility. This was done to check if stable results could be obtained and if the waveguide surface topography was modified due to the test campaign.

![Graph showing intermodulation level versus applied torque]

**Figure 4.1:** *PIM level versus applied torque to the screws for a combination of two aluminium waveguides. The process was repeated several times. P = 60 W.*

By inspection of Fig. 4.1, some repeatable facts do emerge:

1. At very low torques, the PIM level is more or less reproducible.
2. At high torques, the intermodulation level is quite repeatable as well.
3. At intermediate torques (between 10 and 20 Ncm) a PIM valley appears.

Due to the erratic character of PIM in metallic connections, it could be argued that this behaviour is not reproducible from one aluminium waveguide junction to another. Thus, a connection formed by two different aluminium waveguides was also tested (see Fig. 4.2). The same dependency was found, suggesting that it is, indeed, a general PIM behaviour for this kind of waveguide flange configuration.
The repeatability of the intermodulation level is in disagreement with the statements of previous authors (see e.g. [9–11]), who have claimed that the PIM response at aluminium connections is unstable and unpredictable. This discrepancy is explained by two facts:

- Previous authors have not considered real waveguide connections but metallic contacts (normally rather small in terms of area of contact) submitted to a definite applied force.

- The pressure between the flanges is rather low and, therefore, surfaces are not critically deformed (do not reach the full plastic regime), and the oxide layer is not cracked either. Thus, no -or very few- a-spots are formed and the surfaces do not experience irreversible topographical deformation. This results in the repeatability of the system regarding its PIM response.

This is an extremely important result since it clearly manifests that aluminium connections with this particular waveguide flange configuration do present a repeatable PIM response. Moreover, standard waveguide flanges consist of 4 bolts and, hence, the overall pressure achieved is even lower. Thus, it is expected that standard waveguide flanges will also present repeatable PIM levels since the surfaces are not irretrievable damaged.

The existence of a minimum (or at least of a plateau) in the PIM response is also a noteworthy fact. Chiefly, two causes can explain this behaviour:
4.2 Measurements

- A pure mechanical effect.
- An intrinsic effect to PIM mechanisms.

The mechanical effect is associated to the fact that the torque applied to the screws can lead to the deformation of the flanges: they do not support the applied torque and deform, reducing the pressure at the RF path zone. This can even result in the formation of an air gap in that region (a membrane effect). Hence, an increase of the PIM level with the applied torque for a particular torque range is expected. However, with the flange configuration used, it seems difficult that this phenomenon will occur since it has more impact when the screws are located far from the waveguide cavity and/or few screws are employed. Furthermore, this situation is also more prone to occur if thin flanges are used [108]. In our case, thick flanges (5 mm) are utilised which ensure a high mechanical stability. Thus, it is unlikely that the torque applied will cause a reduction of the pressure in the RF zone for a particular range. Moreover, it is also doubtful that this problem will be solved by applying higher torques to the bolts, as would be suggested by the decrease of the PIM level at that torque range.

The second possible reason for a minimum in the PIM valley is related to the possibility that different physical mechanisms are playing a role in the PIM generation. As stated in chapter 2, the conduction at very low contact pressures is dominated by the void regions since the area of contact is very low. Thus, it is expected that the physical PIM mechanism or mechanisms are located in these non-contacting zones. At higher contact pressures, however, the intermodulation level is generated at the contacting regions. This leads to the existence of two regions which transition, in terms of intermodulation level vs. contact pressure, is not smooth. This occurs because the PIM mechanisms in both zones are completely different in nature and, therefore, the intermodulation level from one pressure range is not related to the intermodulation level in the other one. If this is the case, there are two relevant features to consider:

- The PIM response at low torques is extremely pressure dependent (steep slope).
- The PIM mechanism/s at intermediate or high torques leads to an initial increase of the intermodulation level followed by a decrease at higher torques (see Fig. 4.2 for torques higher than 20 Ncm).

The first behaviour is related to the fact that, at low torques, the large irregularities (mainly waviness) of the surfaces are playing a leading role in the PIM response. A small torque change has a great impact on the mean surface separation and, thus, the intermodulation level varies accordingly. Moreover, the PIM mechanism itself can be dependent on the surface separation as it is, for instance, the corona effect (considered in the next chapters).

The second feature is in agreement with the shape of the curve in Fig. 3.8 shown in the previous chapter for the case in which tunnelling and thermionic emission are the
PIM sources. As already explained, the shape of the curve is not related to the particular mechanism/s but to the fact that PIM is essentially generated at the contacting regions separated by a contaminant layer, and not at the void zones.

Apart from the PIM level dependency with the applied torque, its variation with the combined power was also investigated. Fig. 4.3 shows such results for the connection in Fig. 4.2 at different applied torques. Comparison is done to the ideal case (3 dB/dB rule) and to the case in which the arctangential function is calibrated.

![Graph showing PIM level as a function of the combined power for different applied torques.](image)

(a) Applied torque equal to 4 Ncm. Calibration point: \( P = 20.2 \) W, \( \text{PIM} = -112.2 \) dBm.

(b) Applied torque equal to 80 Ncm. Calibration point: \( P = 121 \) W, \( \text{PIM} = -117.7 \) dBm.

Figure 4.3: PIM level as a function of the combined power for different applied torques.

Deviations from the 3 dB/db rule are only observed for the low torque case. In order to understand the cause of this behaviour, the PIM level has been also investigated as a function of the power ratio between the carriers. Fig. 4.4 displays the experimental results obtained together with the ideal case in which no higher order contributions are considered. It is seen that, for the input power used, a perfect agreement is achieved, indicating that orders higher than three are not contributing to the measured intermodulation level.

Therefore, a thermal effect due to the increase of the input power of the carriers is probably playing a fundamental role. As remarked in section 2.4, the most simple explanation is related to the difference between the thermal expansion coefficients (\( \alpha \)) of the waveguide material (aluminium, \( \alpha = 23.8 \cdot 10^{-6} \)) and the screws (stainless steel V2A, \( \alpha = 16 \cdot 10^{-6} \)). At high power levels, the temperature of the system increases (in this case, the thermopars located close to the connection indicated that, for the highest input power of 340 W, a temperature around 39 °C was reached) what leads to different elongations of the screws and the waveguide flanges. Since aluminium dilates easier than steel, the effective pressure at the contact increases and, thus, the intermodulation level decreases.
Aluminium gaskets

Aluminium gaskets were inserted between the aluminium waveguides (the waveguides for which the PIM response is presented in Fig. 4.2) in order to measure their impact in the intermodulation level of the system. The results are shown in Fig. 4.5. Four type of measurements were performed: inserting one flat gasket (Fig. 4.5(a)), using one bridged gasket (Fig. 4.5(b)), employing two flat gaskets together (Fig. 4.5(c)), and without any gasket at all (Fig. 4.5(d)). This last set of measurements was done before, during and after the gaskets insertion in order to check if the test campaign modified the connection PIM response.

It is observed that the employment of gaskets led to an overall increase of the intermodulation level at low torques. In fact, at this torque range, the PIM response was quite unstable because two junctions (three in the case of two gaskets) were present and, thus, the surfaces barely deformed. However, at high torques, the PIM level was lower when using flat gaskets (one or two). In principle, this behaviour is not expected since each additional metallic junction contributes to the intermodulation level (an increase of 3 dB per extra connection should be observed assuming that each connection has the same
contribution). However, the insertion of gaskets leads to an increase of the thickness of the region between the screw head and the nut. In other words, an increase of the total flange effective thickness occurs. Such an increase results in a better distribution of the pressure caused by the application of the torque to the screws [108]. Indeed, in bolted junctions, it has been demonstrated that the area of contact increases if the thickness of the plates joined increases. Song et al. [109] have derived a formula based on Finite Elements which relate the radius of the nominal area of contact \( r_c \) to the thickness of the connecting plates \( L_P \) and the radius of the bolt head or washer \( B_T \) when one single bolt is used:

\[
 r_c = B_T + L_P / 2.
\]  

(4.1)
With such a result, it can be seen that, in order to have a good contact, the distance between screws should be less than $2 \cdot r_c$. For the flanges employed (5 mm thick) and the washers used (2.85 mm radius), the distance $2 \cdot r_c$ is equal to 10.7 mm. In Fig. B.3, it is seen that the distance between screws in the broad wall is 13 mm and the distance in the narrow wall is 20 mm. Thus, the flange design is not optimised to have a good contact on the whole surface. This is more critical in the narrow wall although it is expected to generate a lower intermodulation level in that zone. By adding two gaskets of 3 mm, the contact in the broad wall is improved since $2 \cdot r_c$ is larger than 13 mm. The increase of overall contact can be seen in Fig. D.4. Sheets were inserted between the flanges to check the contact of the connection. The darker - more red - the sheet becomes, the better the contact. It is seen that in the pure waveguide connection (Fig. D.4(a)), a very good contact is achieved around the bolts. However, when a flat gasket is inserted (Fig. D.4(b)), the contact is more spread on the surface. Moreover, the contact at the narrow walls is clearly improved.

To sum up, the fact of adding gaskets has a double impact on the PIM response of the connection:

- An increase of the intermodulation level due to the increment of the number of metallic connections.
- A decrease of the PIM level caused by the increase of the effective area of contact.

Therefore, depending on each particular situation, the insertion of gaskets can improve or not the PIM response of the system. In any case, this discussion is true provided enough torque is applied. At low torques, the insertion of gaskets always leads to an increase of PIM caused by the lack of deformation of the metallic surfaces in contact.

The PIM response when bridged gaskets were inserted was rather surprising as well. This combination presented the worst results (PIM level higher than -110 dBm at the highest torque). However, the bridged gaskets configuration results in an increase of the pressure in the RF path zone and, therefore, a much better intermodulation level would be expected, at least, at high torques. At low torques, the extremely high PIM level (around -30 dBm) is explained by the fact that electromagnetic radiation was detected flowing out of the flange. Due to this, it is expected to have high and unstable intermodulation levels. Indeed, this was the case. Radiation was detected up to 15 Ncm. Nevertheless, it is likely that, at higher torques, there was still a considerable amount of electromagnetic field "confined" between the inner and the outer bridges and, probably, the screws were an additional PIM source. However, probably the main reason why they presented such a large intermodulation level was that it was checked (by simple visual inspection) that the surface of these gaskets was quite irregular presenting many flaws.

Finally, there was a displacement of the location of the PIM valley after the use of the gaskets (see Fig. 4.5(d)). This is another fact in favour of the second of the options to explain its existence. The use of the bridged gaskets affected the surface close to the RF
path zone by flattening it. As a consequence, the force necessary to put again into contact such regions increased because they had been deformed plastically.

**Silver-plated gaskets**

Silver-plated aluminium gaskets were also inserted between the aluminium waveguides (results in Fig. 4.6). It can be noticed that the insertion of such gaskets improved the PIM level at high torques. Thus, it is confirmed again that the increase of the effective flange thickness results in a better mechanical contact. However, no substantial improvement is observed with respect to the case of aluminium gaskets except for the case of silver-plated bridged gaskets. In that case, the intermodulation level was driven around -145 dBm at the highest torque. This improvement is caused by the increase of contact around the waveguide cavity (RF current path zone). After the insertion of the silver gaskets, the valley still appeared but it was even more displaced to higher torques, providing another evidence that the PIM valley is caused by a balance between PIM mechanisms.

**Additional measurements**

**Hard Gold** gaskets presented a behaviour similar to silver-plated ones (see Fig. D.1). The insertion of gaskets lead to a better PIM response at high torques than the pure waveguide connection. However, by inspection of Fig D.1(d), it can be observed that the intermodulation level for the aluminium connection without gaskets was also quite low at this level. After this set of measurements, the intermodulation valley has almost vanished.

**Beryllium-Copper** gaskets had the same impact as the previous cases (see Fig. D.2). At low torques high PIM levels were measured whereas at high torques, levels close to the pure connection were found. In fact, it is seen that the insertion of bridged BeCu gaskets drove the intermodulation level under -140 dBm for the three gaskets. After this set of measurements, it is observed that the PIM valley did not occur anymore but just a plateau indicating that the surface has been seriously flattened at the RF zone due to the application of the bridged gaskets.

**Indium** gaskets insertion resulted in the lowest PIM level of all the gaskets employed (as Fig. D.3(a) shows). The use of these gaskets drove the intermodulation level under the noise level regardless of the geometry of the gasket (flat or bridged). In this case, not all the gaskets were used because it was observed that, after the first assembly, the indium layer had been seriously damaged. Therefore, an indium flat gasket was assembled and disassembled several times in order to see the evolution of the PIM level. This is shown in Fig. D.3(b). It can be seen that, just after four assemblies, the intermodulation level saturates at a high and stable value. This saturation level is not better than the intermodulation level obtained when using silver or hard gold plated gaskets.
Summary of aluminium waveguide connections

From the experimental results and analysis presented above, several conclusions can be extracted:

1. The intermodulation level decreases very steeply in the low torque range due to large irregularities of the surfaces.

2. The existence of an intermodulation valley, observed for different samples, indicates a change of the physical sources responsible for PIM generation.

3. At low loads, the use of gaskets results in rather high and unstable PIM levels. In fact, in many occasions, electromagnetic radiation flows out of the flange. At
this point, it is likely that the screws themselves are notably contributing to the measured intermodulation level.

4. The use of high pressure gaskets changes the surface profile of the waveguide flanges close to the RF path zone, as observed by the change in the PIM response throughout the test campaign.

5. The use of more than one gasket does not generally result in a worse PIM response at high torque values. The increase in the ability of the screws to transmit the applied torque, compensates the decrease of the surfaces deformation and the PIM generation caused by the increase in the number of metallic connections.

6. As a guideline, the flanges should be always designed in such a way that the distance between screws is never larger than $2 \cdot r_c$, as defined in (4.1).

7. At low loads, deviations from the theoretical predicted 3 dB/dB PIM variation as a function of the input power level are observed. Such deviations are not originated by the contribution of higher orders but to the mechanical stress caused by the thermal expansion coefficient difference between the screws and the waveguide metals.

8. However, at high torques, the predicted curve is followed. Of course, this is due to the limited input power available. At higher power levels, a behaviour similar to the case of low torques should appear since, otherwise, the PIM level would monotonously grow until reaching a level of the order of the input signals, which is physically impossible.

9. The indium case provides the best response though its use is limited in terms of the number of times that it can be employed.

4.2.2 Silver-plated aluminium waveguide connections

As mentioned previously, in standard applications the most common used waveguide configuration is an aluminium waveguide (due to its low density) coated with silver (in order to improve the electrical conductivity). Moreover, silver also presents a low intermodulation level at metallic connections, as shown by previous researchers [8,9], because its contaminant layer is broken at low contact pressures.

The first important fact that appeared when the waveguides were joined was that the full available input power was necessary in order to have a reasonable high PIM level even for the lowest torque. In other words, whereas a combined power of 60 W was enough in the case of aluminium in order to measure a significant intermodulation level even at high torques, this did not happen for silver-plated waveguides. In fact, for an input combined power of 60 W and the minimum applied torque, the PIM level was very close to the noise floor. Therefore the full available input power (170 W per carrier) was employed in this situation. Unfortunately, this means that it was not possible to investigate the
intermodulation level as a function of the combined power or in terms of the power ratio between the carriers.

Fig. 4.7 shows the intermodulation level as a function of the applied torque to the screws for the connection of two particular silver-plated waveguides. It can be seen that the decrease of the PIM level with the applied torque was not so important as in the case of the aluminium waveguides. In fact, the intermodulation level remained quite torque-independent almost in all the cases.

![Figure 4.7: PIM level versus applied torque for silver-plated aluminium waveguides. P = 340 W.](image)

Two different silver-plated waveguides were tested in order to check if this behaviour was repeatable (results in Fig. 4.8). It was found that, as before, the intermodulation level kept more or less constant independently of the applied torque.

This behaviour can only be explained by three facts:

1. The PIM level measured was not generated at the investigated flange but in the flanges between the device under test (DUT) and the test set-up.

2. The intermodulation level was produced by the waveguides themselves and not by the junction.

3. The PIM level was originated at the junction but a kind of saturation situation was reached.
The first and the second options are discarded because a gasket was introduced between the flanges showing that the PIM level could be driven below the noise floor. Furthermore, the second possibility is even more unlikely since all the components in the test set-up were manufactured by the same company (Tesat-Spacecom GmbH & Co. KG), following the same process as for the tested samples. Hence, it is clear that the intermodulation level was not generated at any other part of the system but at the tested connection.

Thus, the only feasible explanation is related to the third point. It is possible that the connection at low torques is already so good (very low PIM levels) that no improvement is achieved by application of higher torques. However, this is suspicious because the rest of connections in the test set-up were also silver-plated junctions and a lower intermodulation level was achieved (noise floor). The difference between the tested connection and the other waveguide junctions forming the test set-up in the critical zone (between the input and the output diplexer) was that the latter were eight hole flanges together with a high pressure configuration. Such a configuration has a lower distance between screws allowing for a better contact. In fact, those flanges have a distance between bolts always lower (or very close) to $2 \cdot r_c$. Song et al. [109] have shown that the contact resistance of bolted clean connections is basically torque independent and is directly related to (4.1). This is in agreement with the PIM data obtained for silver-plated aluminium waveguides, for which the intermodulation level does not vary significantly with the applied torque.

Figure 4.8: PIM level versus applied torque for silver-plated aluminium waveguides. $P = 340$ W.
Aluminium gaskets

Aluminium gaskets were inserted between the silver-plated aluminium waveguides. The PIM response is shown in Fig. 4.9. Again, it is observed that at the highest torque value the insertion of the gaskets did not result in a higher PIM level except for the bridged gaskets (as in the case of aluminium waveguides). In fact, for the flat gaskets case (one or two) the PIM level was sometimes lower than the pure waveguides connection. Such a behaviour is rather surprising since it means that the silver waveguides connection produces a higher intermodulation level than two silver-aluminium contacts if a gasket is used. Moreover, the results in the case that two gaskets are employed are quite good even considering that an aluminium-aluminium connection is present. This is understood, again, by the increase of seal of the junction caused by the increment of the overall contact pressure.

Silver-plated gaskets

As shown in Fig. 4.10 the insertion of silver-plated gaskets (flat or bridged) did not improve the PIM response of the system. In fact, exactly the same intermodulation level was measured (around -135 dBm) at high torques. Even the bridged gaskets, where the RF path zone is tightly joined, could not improve the intermodulation level. However the use of two gaskets at a time reduced the PIM level around the noise floor for all the cases, indicating again that the mechanical improvement of the connection is extremely important in the reduction of the intermodulation level of bolted waveguide connections. It is also found that the PIM response of the silver-plated waveguide connection is not changed due to the test campaign (see Fig. 4.10(d)).

Additional measurements

**Hard gold** gaskets presented a similar response to silver ones. Fig. D.5 shows that the PIM level converged to the "saturation" level for the cases of flat and bridged gaskets. The insertion of two gaskets resulted in an intermodulation level slightly better (around -140 dBm) than the "saturation" value at high torques.

**Beryllium-Copper** gaskets showed intermodulation levels slightly higher than silver and hard gold gaskets (see Fig. D.6). Only the bridged gaskets presented a similar behaviour since the "saturation" level was recovered. However, the use of two gaskets or of the flat gaskets did not improve the response of the system.

**Indium** gaskets insertion (Fig. D.7) did not improve the PIM level of the connection. This is extremely important because confirms that the intermodulation level measured at the connection was independent of the coating material applied. This is true for connections like those formed by silver-plated waveguides whose surface is soft and clean enough.
Summary of silver-plated aluminium waveguide connections

Conclusions in relation to the PIM data for silver-plated connections can be extracted:

1. Silver-plated waveguides show, as expected, lower PIM levels than aluminium contacts. In fact, the intermodulation level generated can be detected thanks to the exceptional quality of the test set-up employed.

2. The importance of reaching high pressures in such contacts is secondary. From a particular torque value, the PIM level becomes rather torque-independent. It is more important to have a relatively low pressure - enough to form a-spots - but more distributed.
Figure 4.10: Effect of inserting silver-plated aluminium gaskets on the junction, $P = 340$ W.

3. The test campaign does not affect the PIM response of the waveguide connection significantly.

4. The application of two silver gaskets results in the lowest PIM levels at high torques. Moreover, in opposite to the behaviour of aluminium waveguides, the insertion of very soft gaskets (indium) does not improve the intermodulation level of the connection. This emphasizes the fact that the mechanical configuration of the connection is more important than the material/surface properties, provided the metal has good contact properties (like silver, gold, BeCu,...).
Chapter 5

Corona discharge basics

This chapter is devoted to present a full understanding of the physics lying behind the corona discharge in microwave devices. The basic mechanisms which control the discharge process are described. In particular, their dependence on the applied electric field, the environment pressure and the frequency is discussed. Moreover, phenomenological expressions are formulated for the quantitative characterisation of these mechanisms in the cases of air and nitrogen. Additionally, the main equation governing the corona discharge phenomenon is expounded, justified and simplified for our particular application. Finally, some specific factors which can affect a corona discharge are presented and their effect on the breakdown onset value is outlined.

5.1 Corona Discharge Physics

Corona Discharge is a balance process among different physical mechanisms involving electron dynamics inside gases. The main phenomenon contributing to the increase of the free electron density is the ionisation of the gas molecules. On the contrary, several mechanisms inhibit the development of the electron plasma formation by reducing the number of free electrons in the gas: diffusion, attachment and recombination are, in any situation concerning Sat-Com applications, the most relevant. Their importance depends on several factors like electric field, pressure and frequency. Needless to say that for each particular gas the dependence of the different physical corona mechanisms on these parameters varies.

In the following, all these physical processes are described and their impact in the corona discharge threshold is underlined. Remarks concerning particular aspects applicable to Sat-Com are done. Special attention is paid to air and nitrogen since air is indeed the gas filling the components during operation, whereas nitrogen is used in many Sat-Com laboratories to perform the breakdown tests.
5.1 Corona Discharge Physics

5.1.1 Ionisation

Ionisation is the process by which electrons are extracted from a molecule/atom. To achieve this, the colliding electron must transfer enough energy to the molecule in order to overcome the binding energy of the electron to it. If this energy is not high enough, an elastic collision can occur (no energy is transferred and the colliding electron does not lose energy) or an inelastic collision (energy exchange) that excites the atom, which finally results in the radiation of energy from the atom when it returns to its ground state. The ionisation reaction for a species $M$ is

$$e^- + M \rightarrow 2e^- + M^+.$$ 

For instance, the ionisation potentials for the two major constituents of air, $N_2$ and $O_2$, are 15.6 eV and 12.1 eV [110] respectively, i.e., in order to have a noteworthy probability of electron extraction from these molecules, the energy of the impacting electron must be higher than these values. Thus, it is clear that high electric fields result in a higher ionisation rate since more energy is transferred to electrons in the surrounding gas. If this rate is high enough to overcome losses due to other mechanisms (see following sections), an avalanche process can be ignited resulting in the formation of an electron plasma, i.e., a corona discharge occurs.

If the electron losses are negligible, the growth of the free electron density ($n$) with time is given by

$$\frac{dn}{dt} = \nu_i n,$$

where $\nu_i$ is the ionisation rate which provides the number of ionisation events occurring per second.

5.1.2 Diffusion

Inside a gas receptacle, diffusion occurs due to the tendency to reduce any kind of gradient existing in it. For instance, if a higher density of molecules is present in one side of a gas container, a mass flux appears in order to reduce this difference. In the same sense, if a charge imbalance exists, charges move to neutralise this charge gradient.

In free space, the diffusion of electrons is directly related to the scattering cross sections of the molecules in the gas. Ionisation occurs in high field regions and hence, wherever a high-field region surrounded by a low field is present, an electron current will flow from the high-field zone to the low-field one in order to compensate the charge "generation" in the high-field region. The ability of a gas to diffuse is very pressure dependent. At high pressures, electrons find many obstacles in its path to the low-field region, and therefore, diffusion is inhibited. However, at low pressures, the mean free collision path of the electrons can become larger than the high-field region size and thus, electrons diffuse freely.
Mathematically, the diffusion process can be analysed by means of a continuity equation for the electron density. In the case that only diffusion and ionisation are considered, the equation [23]:

$$\frac{dn}{dt} = D \nabla^2 n + v_i n$$ (5.1)

defines the problem, where D is the diffusion coefficient, which has been taken as constant, i.e., it is assumed that D is space-independent.

This equation can be solved by separation of variables assuming that the ionisation rate is space and time independent resulting in an exponential solution:

$$n = n_0 e^{(v_i - \gamma) t},$$ (5.2)

where $\gamma$ is the integration constant of the separation of variables method, which is:

$$\gamma = -D \cdot \frac{\nabla^2 n}{D}.$$ (5.3)

Let consider, for instance, a rectangular metallic cavity of dimensions $a,b,c$. In the fundamental harmonic, the solution to (5.1) reads:

$$n = n_0 \sin\left(\frac{\pi x}{a}\right) \sin\left(\frac{\pi y}{b}\right) \sin\left(\frac{\pi z}{c}\right).$$ (5.4)

This leads to the following value of $\gamma$:

$$\frac{\gamma}{D} = \left(\frac{\pi}{a}\right)^2 + \left(\frac{\pi}{b}\right)^2 + \left(\frac{\pi}{c}\right)^2.$$ (5.5)

Since $\frac{\gamma}{D}$ has dimensions of the inverse of the distance, MacDonald defined a characteristic diffusion length as

$$\frac{\gamma}{D} = \frac{1}{\Lambda^2},$$ (5.6)

and, thus, the diffusion process becomes fully dependent on the geometry. If one of the dimensions is much larger than the rest (parallel plate approximation), the diffusion length is just the plate separation divided by $\pi$.

This approach is of course limited to the cases in which the pressure is high and electrons do not diffuse out of the high field region, or for those cases in which the pressure is very low and electrons diffuse freely being absorbed in the metallic walls of the device. Even more critical, the definition of the characteristic diffusion length is only possible for uniform fields. If the field becomes highly non-uniform (as occurs inside complex devices), a more general treatment based on numerical techniques must be followed.

In the case of Direct Current (DC) excitation, the electric field transfers all its energy to the electrons and, as a consequence, there is no dependence of this transfer with ambient
conditions such as pressure. However, when a microwave field is applied, the transfer of energy is field (frequency) and ambient conditions (pressure) dependent [23]. An effective field that takes this into account can be defined [23]:

\[
E_{\text{eff}} = \frac{E_{\text{rms}}}{(1 + \frac{\omega^2}{\nu_c^2})^{1/2}}
\]  

(5.7)

where \(E_{\text{rms}}\) is the root mean square electric field, \(\omega = 2\pi f\) and \(\nu_c\) is the electron collision frequency, which provides the number of electron collisions per second.

The effective field has a very useful meaning since it allows to relate the DC and the AC corona properties. The corona characteristics of an AC field of amplitude \((2E_{\text{rms}})^{1/2}\) are equivalent to those of a DC electric field equal to \(E_{\text{eff}}\). Therefore, DC experimental data can be used for the AC case just exchanging \(E_{\text{eff}}\) by \((2E_{\text{rms}})^{1/2}\). However, there are intrinsic differences between the DC and the AC discharge process. In the first case, a dependence exists on the surface properties of the cathode/anode since the electrons are accelerated always in the same direction impacting, eventually, into the cathode. In the second situation, electrons hardly move from their initial position (if the electric field wavelength is smaller than the mean free electron path), and the discharge basically depends on the properties of the gas and the geometry of the device.

Another important remark to be considered in order to understand the corona discharge phenomenon in terms of pressure and frequency is directly related to \(\nu_c\). At very high frequencies, many oscillations occur before an impact takes place. On the contrary, at very low frequencies, many collisions occur before an oscillation of the field elapses. The optimum state, at which one impact occurs per oscillation is given by \(\nu_c = \omega\). Since the electron collision frequency is related to the pressure (the higher the pressure, the larger the number of collisions per second), one can define a particular pressure for which this occurs as a function of the RF field frequency.

The behaviour of the corona discharge breakdown at one side or the other of this "resonance" is clearly different. At low pressures, the collisions of the electrons with the molecules occur out of phase, which means that the electrons do not have their maximum energy at the moment of the impact. Therefore, a higher field is necessary in order to ionise the molecules. Moreover, there are few molecules in the gas and, thus, few collisions take place preventing the electron plasma to be formed since not enough electrons are freed. At very low pressures, what indeed happens is that the electron mean free path is larger than the dimensions of the device and therefore, collisions to the walls take place. In this regime, multipactor breakdown [111] instead of corona can occur. At high pressures, the transfer of energy from the electric field to the electrons is optimum. However, the energy of the electrons is so high that almost all the collisions are elastic.
For instance, in the case of air, a good approximation to $v_c$ is [23]:

$$v_c \approx 5 \cdot 10^9 p$$

(5.8)

where $p$ is the pressure in torr\(^1\). Thus, if a microwave field of 10 GHz is considered, one would expect to have the "resonance" for a pressure of 10 torr. The pressure at which this occurs is the so-called critical pressure for which the field necessary to breakdown the gas is minimum.

All these facts lead to the well-known Paschen curve where the corona breakdown level is plotted versus the pressure, as shown in Fig. 5.1. For low and high pressures, a very high electric field is needed to ignite the corona discharge (electric fields which are beyond the values reached in microwave components). Nevertheless, for pressures close to the critical pressure, the breakdown electric field is dramatically reduced, increasing the risk of corona discharge.

![Paschen curve](image)

**Figure 5.1:** Example of Paschen curve: breakdown level as a function of the environment pressure.

Apart from free diffusion, the so-called ambipolar diffusion can also take place. Ambipolar diffusion occurs when the concentration of ions and free electrons is relatively high. In this situation, the electrostatic forces between the positive and the negative particles are considerable and thus, a space charge is formed in such a way that electrons and ions

\(^1\)1 torr = 1.33 mBar = 133.32 Pa. The unit in the international system for pressure is Pascal (Pa). It will be used along this thesis. However, in many cases, the units torr or mBar will be employed depending on their use in the literature.
do not diffuse separately but as a whole. This results in a reduction of the diffusivity of electrons and consequently, in a lower breakdown onset, since less free electrons are "lost".

In normal situations, free diffusion is much higher than ambipolar diffusion and therefore, the latter is usually neglected. Only when the gas is in a pre-ionised state with a high free electron density present, ambipolar diffusion is important. Normally, this occurs only after the corona discharge and, for this reason, ambipolar diffusion is commonly not considered.

### 5.1.3 Attachment

Attachment refers to the process in which electrons are absorbed by a neutral molecule forming an ion. Ions do not take part in the breakdown phenomenon due to their high mass. Because of this, they can not be accelerated for the electric field ranges available in Sat-Com applications. Therefore, attachment is a loss process increasing the breakdown level threshold. The capability of a molecule to attach electrons depends on the degree of fullness of its external electronic layers. The fuller they are, the higher the probability of attachment. This fullness is quantitatively given by the electron affinity of the atom/molecule. Negative electron affinity means that the molecule releases energy when an electron is attached to it and hence, electrons are easily trapped by such a molecule. For instance, oxygen is a highly attaching molecule whereas nitrogen - with a positive electron affinity - hardly attaches electrons.

Attachment can be a two body or a three body process. The two body mechanism dominates if a high electric field is applied whereas the three body situation is dominant if no field or a very low one is present. For this reason, in almost any situation of interest, the two body attachment is much more relevant than the three body case.

The two body attachment reaction is:

\[ e^- + A + E(eV) \rightarrow B + C^- , \]

where \( E(eV) \) refers to the energy required to unbound the molecule A. The reaction products are a neutral molecule \( B \) and an ion \( C^- \). For instance, in the case of \( O_2 \), \( E(eV) = 3.6 \, eV \) and \( B = C = O \).

In the case of three body attachment, the process is, for instance, in the case of \( O_2 \):

\[ e^- + O_2 + M \rightarrow O_2^- + M \]

where the molecule M is normally \( O_2, N_2 \) or \( H_2O \) in the case of air.
Thus, it is clear that, at low electric fields, the dominant attachment mechanism is the three body attachment since no additional energy is necessary to ignite the reaction. Moreover, both the two body and the three body attachment rates increase with the pressure since more molecules are present and therefore, more reactions can occur. For the low pressure range, few collisions take place and consequently, the attachment rate is low. This explains why attachment is less important than diffusion for the pressure range of interest in Sat-Com applications.

5.1.4 Recombination

Recombination is the interaction of an electron with a positive particle resulting in a neutral state. In other words, after an ionisation event, a free electron can “recombine” with a positive ion. Hence, the probability for a recombination event to occur is directly related to both the electron and the ion densities. Recombination can be dissociative or radiative. The radiative reaction can be schematically written as

\[ e^- + M^+ \rightarrow M + h\omega, \]

whereas the dissociative recombination process is

\[ e^- + AB^+ \rightarrow A + B. \]

In those cases where no other mechanisms are considered, the free electron losses due to recombination can be expressed as

\[ \frac{dn}{dt} = -\beta_r nn_i, \]

where \( \frac{dn}{dt} \) is the time variation of the free electron density due to recombination of electrons, \( \beta_r \) is the recombination rate, \( n \) is the electron density and \( n_i \) the ion density.

Hence, recombination becomes relevant when a sufficient amount of electrons and ions is present in the gas. Since this normally happens when the discharge has already started, recombination can be neglected in the determination of the breakdown onset.

5.1.5 Free electron production rate

One of the most difficult tasks when emulating real conditions of devices in operation is the determination of the free electrons production rate. From a physical point of view, the production of electrons is mainly caused by the solar radiation arriving to the atmosphere and, in a second extent, by the cosmic rays colliding in the upper layers of the atmosphere, which results in a particle cascade process in which electrons, as well as other particles like muons or neutrinos, are produced [112]. Moreover, the electron density in the atmosphere extremely depends on the altitude above the sea level. The typical profile of the free electron density along the atmosphere height is shown in Fig. 5.2. This profile is known...
as Chapman layer \([113]\). It is seen how the maximum occurs for a height around 110 Km, which corresponds to a range pressure around 2000 Pa which, by chance, is very close to the critical pressure region for the case of microwave frequencies.

\[\text{Figure 5.2: Free electron density profile in atmosphere.}\]

The explanation of this free electron density profile is quite simple. At high altitudes, the gas density is low and, consequently, few molecules can be ionised. Descending in altitude, the atmosphere density increases and therefore, more and more molecules can be ionised. The peak is produced because the radiation is being absorbed along the atmosphere and, thus, at low altitudes less ionisation events indeed occur.

Fortunately, from the corona onset computation point of view, the impact of this parameter is secondary due to the exponential nature of the electron growth for power levels slightly larger than the breakdown power.

### 5.2 Corona Discharge equation

The equation governing the whole corona discharge process can be written based on all the physical mechanisms related to electron freeing and absorption described in the previous section. In particular, a generalisation of the continuity equation in (5.1) involving all these production/loss mechanisms mathematically describes the time evolution of
the free electron density [23], [24]:

\[
\frac{\partial n}{\partial t} = \nabla (D \nabla n) - \bar{v} \cdot \nabla n + (v_i - v_a)n - \beta n^2 + P,
\]

(5.9)

where \(v_i\) and \(v_a\) are respectively the ionisation and attachment rates, \(D\) is the diffusion coefficient, \(\beta\) is the recombination coefficient and \(P\) is the production rate of electrons from external sources. The time derivative provides the evolution of the electron density, \(\nabla (D \nabla n)\) is the diffusion term, which is space dependent, and the convective term \(\bar{v} \cdot \nabla n\) takes into account the possible motion of the gas.

In the particular case under investigation some systematic simplifications can be done without losing generality. First of all, the recombination term can be neglected since it is only of relevance once the electron density is high enough, which only occurs when the discharge has already started. Moreover, the convective term can be also neglected since a stationary medium is assumed. Additionally, the diffusion coefficient can be considered space-independent since it has been chosen field independent. The simplified equation finally becomes:

\[
\frac{\partial n}{\partial t} = D \nabla^2 n + (v_i - v_a)n + P,
\]

(5.10)

which is, in fact, the equation that is going to be solved throughout this work.

### 5.3 Diffusion, ionisation and attachment for air and nitrogen

From the previous sections, it is clear the importance of a proper characterisation of the aforementioned processes in order to predict the corona discharge onset in passive components. However, there are no analytical expressions derivable for each particular gas which provide the dependency of these mechanisms on system parameters like pressure, electric field or frequency. Hence, the only option remaining is taking phenomenological expressions which fit to experimental data. Using these results and solving the continuity equation of the electron plasma (5.10), the corona discharge threshold can be predicted. In particular, air and nitrogen are considered since they are the most relevant in Sat-Com applications.

#### 5.3.1 Air

As mentioned, the case in which the gas filling the microwave component is air is studied in more detail. Basically, air is a mixture of gases. Approximately 78% nitrogen and 21% oxygen with a few percent of other molecules like water vapour, carbon dioxide, nitrogen oxide or argon. All the expressions presented along this section are strictly valid for dry air.
First of all the diffusion coefficient for air, according to [23] and [25], is taken as electric field independent:

\[ D = \frac{10^6}{p} \text{cm}^2 \text{s}^{-1}. \]  

(5.11)

The electron collision frequency is taken from [23] as

\[ \nu_c = 5 \times 10^9 p \text{[s}^{-1} \text{].} \]  

(5.12)

It is important to realise that both \( D \) and \( \nu_c \) are not the typical values that can be found in books (see, e.g., [24]) which are taken at zero electric field. These are effective values which can describe the system behavior for the typical electric fields of breakdown.

A suitable phenomenological expression for the ionisation rate (\( \nu_i \)) can be extracted from experimental results in [25] and can be expressed as:

\[ \nu_i = 5.14 \times 10^{11} p \exp(-73\alpha^{-0.44}) \text{[s}^{-1} \text{],} \]  

(5.13)

with:

\[ \alpha = E_{rms} \frac{p(1 + \omega^2/\nu_c^2)^{1/2}}{E_{eff}}. \]  

(5.14)

Expression (5.13) holds for \( 32 < \alpha < 100 \).

Following again the measurement data from [25], the two body attachment rate (\( \nu_{a2} \)) is:

\[ \nu_{a2} = 7.6 \times 10^{-4} p \alpha^2 (\alpha + 218)^2 \text{[s}^{-1} \text{],} \]  

(5.15)

which is accurate in the range \( 0 < \alpha < 60 \).

The three body attachment (\( \nu_{a3} \)) can be taken field independent as [114]:

\[ \nu_{a3} = 10^2 p^2 \text{[s}^{-1} \text{].} \]  

(5.16)

Fig. 5.3 shows the ionisation and the attachment rates (\( \nu_a = \nu_{a2} + \nu_{a3} \)) for dry air as a function of \( \alpha \). It is to be noticed the common point where both mechanisms are equal. The only physical process releasing electrons is ionisation whereas diffusion and attachment are the electron loosing mechanisms. It is therefore clear, by inspection of Fig. 5.3, that the discharge can only occur if \( \alpha \) is greater or equal than the crosspoint value. At high pressures, where diffusion is negligible, this crosspoint directly drives to the electric field threshold for corona discharge. As seen in Fig 5.3, the common point occurs for \( \alpha = 32 [V/cm^{-1}torr^{-1}] \), which results in the well-known relation for ionisation breakdown at sea level [25]:

\[ E_{break} = 32 \cdot p [V/cm] \]

On the other hand, at low pressures - where diffusion losses are much more important - this crosspoint only results in a very conservative breakdown onset.
5.3.2 Nitrogen

$N_2$ is extremely important since it is generally used for performing tests instead of air because of its stability and because the breakdown is close to air around the critical zone [23]. In the following, all the physical mechanisms are quantitatively defined in order to predict the corona onset in $N_2$.

On the one hand, the electron collision frequency for $N_2$ is:

$$\nu_c = 8.1 \times 10^9 \ p [s^{-1}] .$$

(5.17)

On the other hand, the diffusion coefficient for $N_2$ is taken as:

$$D = \frac{1.4 \times 10^6}{p} [cm^2s^{-1}] .$$

(5.18)

In the case of $N_2$, no phenomenological expressions have been found in the bibliography for the ionisation rate. Nevertheless, the siglo-database [115] provides the measured Townsend’s first ionisation coefficient ($\alpha_i$) for different values of $\alpha$. Moreover, the electron mobility ($\mu_i$) is also provided and therefore, the ionisation rate can be calculated from the following relationship [23], [24]:

$$\nu_i = \alpha_i \cdot \mu_i \cdot E .$$

(5.19)

Using the experimental values of $\alpha_i$ and $\mu_i$ in the siglo-database [115], two functions have been fitted to these data which allow the computation of these parameters for any
electric field. Fig. 5.4 shows the experimental data and the curve fitted to them. From these fittings, the ionisation coefficient and the mobility become

$$\alpha_i = 39.1 p \cdot \exp(-106.8 \alpha^{-0.692}) \text{[cm}^{-1}\text{torr}^{-1}],$$  \hspace{1cm} (5.20)

and

$$\mu_i \cdot p = 3.297 \cdot \exp(12.127 \alpha^{-0.0236}) - 101.346 \alpha + 1 \cdot 10^5 [V^{-1}s^{-1}cm^2\text{torr}].$$ \hspace{1cm} (5.21)

Using (5.20) and (5.21) in (5.19), the ionisation rate finally results in:

$$\nu_i = 129 p \exp(-106.8 \alpha^{-0.692}) \cdot \left[ \exp(12.127 \alpha^{-0.0236}) - 101.346 \alpha + 1 \cdot 10^5 \right] \cdot \alpha [s^{-1}].$$ \hspace{1cm} (5.22)

As already mentioned, one of the most important properties of \(N_2\), as far as its breakdown properties are concerned, is its positive electron-affinity. As a consequence, \(N_2\) hardly attaches electrons easily and, thus, one can effectively consider that

$$\nu_a = 0,$$ \hspace{1cm} (5.23)

for the electric field range of interest. Even if \(\nu_a\) were not zero, it could be neglected because it would always be insignificant in relation to \(\nu_i\).

Using the air characteristics (5.11 to 5.16) and the nitrogen ones (5.17 to 5.23), both gases can be compared in terms of breakdown threshold. To do this, the relevant parameter to be used is \((\nu_i - \nu_a)/D\), which provides the corona susceptibility of a particular gas. Such a parameter comprises all the mechanisms involving the discharge, completely characterising the breakdown; the larger its value, the lower the breakdown onset for a
particular gas. Fig. 5.5 shows this parameter for both gases. It is seen how nitrogen presents a slightly larger susceptibility except for large values of $\alpha$, for which both contributions become very similar.

All the necessary properties in order to characterise the corona discharge in the presence of air or nitrogen have been presented. Using them, the corona threshold can be determined in terms of the microwave frequency and/or the environment pressure, as explained in the next chapter.

5.4 Factors affecting the breakdown threshold

In this section, several factors which can affect the corona onset are outlined. In particular the magnetic field and the temperature are analysed. For each parameter, its impact in the breakdown threshold is described.

5.4.1 Magnetic field

In previous analysis on microwave filters and resonators, this effect has not been considered (see e.g. [37]). The reasons for this are that the analysis becomes much more complex and that the results are only affected at low pressures ($p < 30\text{torr}$) [23]. However, it is in this range where the critical pressure of the Corona breakdown is located and where it has relevance for Sat-Com applications. This worry is even more dramatic if it is taken into account that the presence of the magnetic field results in a lowering of the
corona breakdown level [23] and, therefore, if not considered, the predicted breakdown can be much higher than the experimental one.

The influence of the magnetic fields in the corona discharge is twofold: firstly, the magnetic field influences the efficiency in the transfer of energy from the field to the electrons, and secondly, the diffusion is altered because the electrons paths become helicoidal. The first factor leads to a modification of the effective field of (5.7) by including the cyclotron resonance. This results in [23]:

\[
E_{\text{eff}}^2 = \frac{E^2}{2} \left[ \frac{1}{1 + \frac{(\omega - \omega_b)^2}{\nu_e^2}} + \frac{1}{1 + \frac{(\omega + \omega_b)^2}{\nu_e^2}} \right],
\] (5.24)

where

\[\omega_b = \frac{e}{m} |B|,\]

\(e\) being the electron charge, \(m\) the electron mass and \(B\) the magnetic flux amplitude. Obviously, the original definition of the effective field is recovered when the magnetic field vanishes, since (5.7) is retrieved.

The second effect is the change in diffusion. Following again MacDonald [23], one has to define a different diffusion coefficient for each field component in terms of the magnetic field. The different diffusion coefficient components can be expressed as:

\[D_i = D \frac{b_i}{\sqrt{(1 + \bar{b}^2)}}, \] (5.25)

where

\[b_i = \frac{\omega_{bi}}{\nu_e},\]

and

\[\bar{b} = \sqrt{(b_x^2 + b_y^2 + b_z^2)}.\]

Fig. 5.6 shows the influence of the magnetic field for a particular case of a device operating at 7 GHz. It is seen how, for high pressures, the impact of the magnetic field in the breakdown threshold is negligible. However, as pressure is decreased the effect becomes more and more important because the electron mean free path is larger and therefore, the magnetic field strongly curves the electron trajectories. Nevertheless, the magnetic field necessary for this to happen is quite large. In fact, the impact of the magnetic field can be neglected since inside of the microwave components investigated in this work it is always too small in order to have a relevant effect.
5.4.2 Temperature

Temperature aspects are important in microwave devices for Sat-Com applications. This is due to the fact that the environment conditions and/or the high energy density that can be present in relatively small regions inside of the components can importantly alter the temperature of the gas in it. Thus, an analysis of the influence of the temperature in the corona breakdown is important in order to establish realistic margins between the measured onset in laboratory conditions and the breakdown during operation.

First of all, it is important to notice that although pressure is always taken as the parameter when analysing the corona discharge threshold, the parameter to take into consideration is, indeed, the gas density. Thus, if a pressure $p$ is taken, it is implicitly assumed that the gas density is:

$$N = 2.687 \cdot 10^{19} \left( \frac{p}{760} \right) \left( \frac{273}{T} \right) \text{[part./cm}^3]. \quad (5.26)$$

Hence, when the pressure is kept constant and the temperature is changed, a variation in the gas density occurs. This has been considered by previous authors (e.g. [32]) defining an effective pressure as a function of the temperature:

$$p^* = \frac{T_0}{T} \cdot p, \quad (5.27)$$

where $T_0$ is taken as the room temperature.
5.4 Factors affecting the breakdown threshold

This way, all the equations considered so far are valid for different temperatures just exchanging $p$ by $p^*$. From (5.27), it is seen that the increase in temperature does not reduce the whole breakdown threshold but shifts the critical pressure to a lower pressure value. This leads to a decrease in the threshold at the right part of the Paschen curve and an increase at the left part of such a plot, as Fig. 5.7 shows. This is valid for air and nitrogen. The reason is that no significant change in the chemical composition of air and nitrogen occurs for temperatures below 2000 K.

However, in air, there is another effect for temperatures around 2000 K or higher, since nitride oxide (NO) molecules are produced according to:

$$\frac{1}{2}N_2 + \frac{1}{2}O_2 + 21.4 \text{ kcal/mol} \rightarrow NO$$

Despite the fact that the NO concentration can not be too high (not more than 10 %), its ionisation potential (9.25 eV) is the lowest of all the species which form air and therefore, even a small concentration of NO molecules results in a high impact in the ionisation mechanism. In fact, for temperatures higher than 4000 K, the NO molecules completely dominate the ionisation process.

Nevertheless, for reaching temperatures around 2000 K, very special conditions are necessary [32]. In particular, foreign particles can be present inside of the component which can heat up locally the device until such a temperature range. As far as this work is concerned, the only temperature effect considered is the change in the gas density, i.e., (5.27) is used.
Chapter 6

Corona discharge breakdown calculation

In this chapter, different calculations of the corona discharge breakdown are presented. The main objective is presenting analytical and numerical techniques to solve (5.10). The breakdown criterion is given in terms of the type of excitation: continuous wave (CW) or pulse. The results are compared in order to remark in which situations CW and pulse considerably differ. Moreover, it is shown that for our particular application, the pulse breakdown is, indeed, a single pulse breakdown. The corona discharge equation is solved in two different ways: an analytical solution, based on assuming homogeneity of the electric field everywhere in the device, and a numerical solution, which considers the exact fields distribution. Finally, the problem of the field singularities on the corners is analysed, addressing, by means of particular computations, that it is not relevant for Sat-Com applications. This will be confirmed by the full simulations performed on the devices presented in the next chapter.

6.1 Breakdown Criterion

In this section, the corona breakdown criterion is defined in terms of the different system parameters. This is done for the cases of CW and pulse excitations. First of all, a breakdown criterion is required regardless the excitation type, i.e., the general condition/s that must happen for the development of the discharge. Obviously, the suitable parameter to be used is the free electron density within the device. Physically, the breakdown field (or power) threshold can be defined as the minimum field (or power) necessary to disturb the normal electromagnetic response of a particular device. It is therefore dependent on the electromagnetic field distribution within such a component. Additionally, it is also dependent on the particular gas filling the structure, since the response of a gas subjected to microwave radiation differs from one to another, as explicitly expounded in the previous chapter for the cases of air and nitrogen. Thus, it is not easy to define a general theoretical criterion valid for an arbitrary component filled with an arbitrary gas. Mathematically, it
is convenient to define the breakdown onset in terms of a threshold ratio between the free electron density after a time \( t \) and the initial background electron density \( n_0 \). To sum up, if condition

\[
\frac{n(t)}{n_0} \geq \frac{n_B}{n_0} \equiv \chi
\]  

(6.1)

is satisfied, breakdown occurs. In (6.1), \( n_0 \) is the initial electron density prior to the application of any electromagnetic field and the ratio \( n_B/n_0 \) defines the breakdown criterion. Therefore, breakdown occurs when, for a particular time (\( t_B \)), the electron density has reached a threshold value such that the condition in (6.1) is fulfilled. The problem immediately arises related to the value of \( \chi \). On the one hand, the background electron density is not known. In fact, \( n_0 \) can vary several orders of magnitude between sea level and Ionosphere (see Fig. 5.2). It depends on the source of free electrons (\( P \)) and the electron losses difference when no external electric field is applied. On the other hand, the electron density breakdown value (\( n_B \)) is also unknown and basically depends on the electromagnetic field distribution in the component and on the gas filling it.

Thus, it is clear that the application of a general criterion valid in any situation becomes almost impossible. Fortunately, the impact of the chosen value of \( \chi \) on the calculated breakdown is not critical since either it does not really enter in the breakdown equation or it enters logarithmically, as shown in the next sections.

### 6.1.1 Continuous Wave Breakdown calculation

The first case of operation under investigation is CW, i.e., in this excitation type the wave is of constant amplitude and frequency, and infinite in time.

The solution of (5.10) provides the electron density as a function of time. The breakdown criterion is based on the fact that the electron density grows very fast once more electrons are freed than absorbed. This can be easily seen if (5.10) is solved for the case of an attachment-controlled corona discharge case (diffusion can be neglected) and taking the electric field homogeneous in the structure (\( v_i \neq v_i(x) \) and \( v_a \neq v_a(x) \)). Under these assumptions, (5.10) becomes:

\[
\frac{\partial n}{\partial t} = (v_i - v_a)n, \quad (6.2)
\]

whose solution is just:

\[
n(t) = n_0e^{(v_i-v_a)t}. \quad (6.3)
\]

Hence, once the number of electrons freed due to the gas ionisation is slightly larger than the number of electrons lost because of their attachment to the gas molecules, an avalanche is instantaneously formed due to the exponential nature of the solution.

Therefore, the breakdown condition for the case of CW operation can be simplified to

\[
\frac{dn}{dt} = 0. \quad (6.4)
\]
As a matter of fact, this condition is conservative. Nevertheless, it provides a very accurate breakdown level at the range of pressures of interest. At higher pressures, where the plasma formation time rises, such an approach becomes too conservative and a significant error is introduced [37]. As a consequence of (6.3), the general equation (where diffusion is also considered) to be solved in order to determine the breakdown onset is

$$D \nabla^2 n + (v_f - v_a)n + P = 0;$$

(6.5)

which is stationary (time-independent).

The fact that the final equation to be solved is stationary simplifies its solution in the case of complex devices, for which resort has to be taken to numerical techniques. As an example, Finite Differences (FD) method instead of Finite Differences in Time Domain (FDTD) one can be applied. This has as a result an easiness of implementation from the computational programming point of view, and obviously, a more efficient numerical approach. Of course, to follow such a procedure to tackle the problem is extremely useful for the determination of the corona breakdown onset. However, the main disadvantage is that it is not possible to study the time evolution of the free electron density. From the high-power microwave component designer viewpoint, although, the knowledge of the breakdown power is sufficient in order to design a corona free device accomplishing the specific margins required.

### 6.1.2 Pulse breakdown calculation

In laboratory tests, the pulse excitation is sometimes used instead of the CW. This can be due to two reasons: using a pulse source, higher powers can be reached and/or it is not desired to damage the device under test (DUT). In the cases of an expected high breakdown level, the pulse source can feed the required power, whereas, if the DUT is a final prototype to be adapted to a satellite subsystem, the possible damage that could cause a high-power continuous signal can be avoided.

The first trivial fact that must be underlined is that the pulsed breakdown power must be always higher or equal to the CW breakdown power. This is obvious since the signal is not applied continuously. Indeed, the pulse breakdown level must tend to the CW onset when the pulse duration (PD) is very long. If the pulse duration is rather short, a higher power must be applied in order to ignite the discharge because during the inter-pulse time (pulse repetition interval (PRI)), no electric field is present, and therefore, electron losses are important.

The solution to (5.10) is much more complex in the case of pulse excitation since time considerations must be considered. Therefore, in order to simplify the numerical approach, when calculating the breakdown threshold for pulse operation the real aim is to determine it from a stationary problem.
For the case of pulse operation, it is useful to express the breakdown criterion in logarithmic form in terms of the effective ionisation rate \( (\nu(t) = \nu_i - \nu_a - \nu_D) \), making use of the exponential evolution of the free electron density above the breakdown onset. Therefore, from (6.3), one has that

\[
\nu t_B = \ln \left( \frac{n_B}{n_0} \right),
\]

provided that \( \nu \) is constant until the breakdown time is reached. This is the general criterion that is going to be applied in the case of pulse excitation in the next sections. We can see how the uncertainty of the breakdown threshold ratio \( (n_B/n_0) \) enters logarithmically in the breakdown condition. In the next section, the impact of this uncertainty in the breakdown onset is quantitatively analysed. The typical range of values for this logarithm is between 20 and 40. In particular, for air it is commonly taken equal to 20 in the existing literature \[116\].

In the next two sections, the single-pulse breakdown and the multi-pulse breakdown are analysed. This split is done to clearly differentiate if the breakdown process occurs in a single cycle or if some kind of charge accumulation is needed in successive cycles in order to form the electron plasma. It will be shown that for the pulse characteristics typically used in the Sat-Com industry, the pulse breakdown is, indeed, a single pulse breakdown. In any case, it is assumed that the pulse shape is rectangular. Hence, during the pulse duration, the field amplitude is constant, modulated by a periodic function of time, e.g., sinus distribution.

**Single-Pulse Breakdown**

In the case of single pulse excitation, the breakdown condition must be closely related to the pulse duration \( (\tau_p) \). Of course, the discharge will develop if the electron density growth starts before the pulse finishes. In fact, the single-pulse breakdown level is given by the power (electric field) for which the breakdown condition in (6.6) is satisfied exactly when the pulse finishes, i.e., if \( t_B = \tau_p \). This is obvious since for an electric field slightly above this value, the discharge would start to develop before. It is also justified by the fact that, like in the case of CW operation, the discharge is extremely fast.

From (6.6), and requiring that the breakdown occurs exactly at \( t_B = \tau_p \), the single pulse breakdown criterion can be written as:

\[
\nu \tau_p = \ln \left( \frac{n_B}{n_0} \right).
\]

From this expression, it is found that the breakdown field is extremely dependent on the pulse duration since the free electron growth \( (\nu) \) is related to the electric field by a non-linear relationship (see e.g. 5.13).
Fig. 6.1 shows the error introduced in the breakdown onset due to the lack of knowledge about the breakdown condition (6.7) in the logarithm. For very low pulse durations the error becomes large, being extremely difficult to provide a reliable breakdown condition. However, for the typical pulses used by the Sat-Com industry (around 10 µs or higher) the error between considering, for instance, a value of 20 or 40 in the logarithm is below a 2% in the breakdown field. These results have been obtained from a simulation (see end of this chapter) of a rectangular waveguide at 9.5 GHz with a height of 0.3 cm (Λ ≈ 0.1 cm) at a pressure of 10 torr.

![Figure 6.1: Dependency of the single-pulse breakdown with the breakdown criterion.](image.png)

Fig. 6.2 compares the single-pulse breakdown and the CW breakdown electric fields. As expected, the shorter the pulse, the higher the field necessary to ignite the corona discharge. Such a behaviour is usually referred as “pulse hardening” in the literature (see e.g. [116]). Obviously, if \( \tau_p \to \infty \), the breakdown criterion is \( v = 0 \), i.e., the CW breakdown result is recovered. It is also interesting to notice that the difference between the CW and the single pulse breakdowns increases as the dimension of the device rises (represented by the characteristic diffusion length in the plot). This can be shown in a very easy way. Assuming that the attachment rate is independent of the electric field (its dependence is much weaker than for the ionisation rate), for the case of CW breakdown is obtained:

\[
v_i(E_{cw}) = v_a + v_D,
\]
whereas for the case of single pulse excitation, \( (6.7) \) can be written as

\[
\nu_i(E_{\text{pulse}}) - \nu_a - \nu_D = \frac{\ln \left( \frac{n_B}{n_0} \right)}{\tau_p}.
\]

Since both \( \nu_a \) and \( \nu_D \) are field-independent, the following can be written:

\[
\frac{\nu_i(E_{\text{pulse}})}{\nu_i(E_{\text{cw}})} = \frac{\ln \left( \frac{n_B}{n_0} \right)}{\tau_p \cdot \nu_i(E_{\text{cw}})} + 1 \equiv \xi. \tag{6.8}
\]

As the dimensions become larger, the losses due to diffusion become smaller, and thus, the electric field required to ignite corona is also lower for both, pulse and CW. This decrease in the breakdown field leads to an increment of \( \xi \), resulting in a higher ratio between the pulse and the CW breakdown fields, as inferred from (6.8).

![Figure 6.2: Dependency of the single-pulse breakdown with the pulse duration at a frequency of 9.5 GHz and a pressure of 10 torr.](image)

**Multi-Pulse Breakdown**

The breakdown condition for the multi-pulse operation is related to both pulse duration and pulse repetition interval (PRI), i.e., the time between pulses. Evidently, the breakdown onset must increase as the ratio between the pulse duration and the pulse repetition interval decreases since, during the inter-pulse time, no field is applied. The
period \( \overline{T} \) of the multi-pulse signal is the sum of the pulse duration \( \tau_p \) and the pulse repetition interval \( T_p \):

\[
\overline{T} = \tau_p + T_p
\]

Since the pulse is rectangular, the amplitude of the root mean square (RMS) field \( E_0 \) is constant during pulses and zero during the inter-pulse time, i.e.:

\[
E(t) = \begin{cases} 
E_0, & k \cdot (\tau_p + T_p) < t < (k+1) \cdot \tau_p + k \cdot T_p \\
0, & (k+1) \cdot \tau_p + k \cdot T_p < t < (k+1) \cdot (\tau_p + T_p) 
\end{cases}, \quad k = 0, 1, 2, ... \tag{6.9}
\]

where \( k \) is the pulse number.

Hence, the growth of the free electron density must follow a similar relationship as a function of time. The electron growth (or decay) rate can be written as \cite{116}:

\[
\nu(t) = \begin{cases} 
\nu_+, & k \cdot (\tau_p + T_p) < t < (k+1) \cdot \tau_p + k \cdot T_p \\
-\nu_-, & (k+1) \cdot \tau_p + k \cdot T_p < t < (k+1) \cdot (\tau_p + T_p) 
\end{cases}, \quad k = 0, 1, 2, ... \tag{6.9}
\]

where \( \nu_+ > 0 \) is the growth of the electron density during the pulse \( k \) and \( \nu_- \) (with \( \nu_- > 0 \)) is the free electron loss during inter-pulse intervals. It has been assumed that the power applied is enough to result in a positive growth of electrons during a pulse duration. This is true if such a power is above the corona CW breakdown power, which is always the case since the pulse breakdown field must be higher than the CW one.

For the multi-pulse case, the breakdown condition is defined by considering that the power necessary to ignite the discharge is lower if the discharge occurs during a pulse duration. In fact, the lowest breakdown level is given by the input power which makes the breakdown to occur exactly at the end of a pulse duration (like in the case of the single pulse breakdown criterion) for the maximum number of cycles \( k \). Mathematically, this maximum is taken as an infinite value for the number of cycles, which is not physically possible but provides the lowest breakdown onset, very close to the real (measurable) threshold \cite{116}.

Thus, the breakdown time \( t_B \) is taken as \( t_B = k \overline{T} + \tau_p \), and, as a consequence, the breakdown criterion in (6.6) for the multi-pulse operation becomes:

\[
(k \overline{T} + \tau_p) \nu = \ln \left( \frac{n_B}{n_0} \right), \tag{6.10}
\]

and then, using the temporal dependence of the net free electrons production rate, a quite simple result is achieved:

\[
k(\nu_+ \cdot \tau_p - \nu_- \cdot T_p) + \nu_+ \tau_p = \ln \left( \frac{n_B}{n_0} \right). \tag{6.11}
\]
As mentioned, the multi-pulse breakdown criterion is mathematically taken considering that the discharge occurs after an infinite number of pulses, i.e., \( k \to \infty \), and then (6.11) is written as:

\[
\nu_+ \cdot \tau_p - \nu_\cdot T_p = 0,
\]

which is notably intuitive since, while the pulse is "on", a growth of the electron density takes place but when the pulse is "off", the electron density decreases due to diffusion and attachment processes. Moreover, it is interesting to notice that the breakdown criterion in this case is not dependent on which multiplicity factor is taken as breakdown criterion for the electron growth, i.e., it is independent of \( n_B/n_0 \).

It is worthwhile to realize that (6.11) is both the single-pulse and the multi-pulse breakdown criteria. For \( k \to 0 \), (6.7) is recovered which is the single-pulse breakdown criterion.

An analogous procedure to the one followed for the single-pulse case can be pursued in order to relate the pulse breakdown to the CW one. During the pulse duration, the growth rate is:

\[
\nu_+ = \nu_i - \nu_{a2} - \nu_D.
\]

On the contrary, during the inter-pulse intervals, the losses are mainly due to diffusion and, in a second extent, to three body attachment (in the case of air)

\[
\nu_- = \nu_D + \nu_{a3}.
\]

With this information, the breakdown condition (6.12) can be written as:

\[
\frac{\nu_i(E_{\text{pulse}})}{\nu_i(E_{\text{cw}})} = \left( \frac{T_p}{\tau_p} \right) \cdot \left( \frac{\nu_D + \nu_{a3}}{\nu_i(E_{\text{cw}})} \right) + 1,
\]

and therefore, the same kind of behaviour as in the single-pulse case is observed: the higher the device dimensions, the higher the ratio between multi-pulse and CW breakdown onsets.

At this point, both the single-pulse and the multi-pulse breakdown criteria have been derived. Fig. 6.3 shows the results obtained, making a direct comparison between both breakdown levels. It is seen, as expected, that as the ratio between the PD and the PRI decreases, the multi-pulse breakdown level becomes increasingly larger than the single-pulse one. In fact, the only situation in which the multi-pulse breakdown onset is below the single-pulse one is for \( \tau_p = 1 \mu s \) and \( \tau_p/T_p = 0.1 \) or higher. Both conditions are hardly fulfilled in common pulse sources used by the Sat-Com industry. A typical set of pulse characteristics would be a pulse duration around 10 \( \mu s \) and a pulse repetition interval around one millisecond.
6.2 Breakdown computation

In this section, the corona discharge equation is solved using the breakdown criteria above derived. Such a solution provides the breakdown level of a particular device. Two ways are followed to solve the corona equation. First, a simple analytical approach is used. This approach has the advantage of providing the very worst case (lowest possible breakdown) very efficiently. Moreover, it is, in principle, accurate if specific conditions are fulfilled within the device. Secondly, a full numerical computation based on a Finite Differences scheme is developed. This full numerical approach results in a more accurate breakdown level since the complete field distribution inside the component is considered. The results presented in the next chapter fully validate the procedure developed.

6.2.1 Parallel plates approximation

Many common situations present in microwave components can be simulated following a parallel plate approximation. This approximation assumes that one of the dimensions of the device is much smaller than the rest and, therefore, the electric field can be approximated by its component in the direction of this dimension. In rectangular waveguides, the fundamental mode only has electromagnetic field component in the y-direction. It is therefore in this axis where the parallel plate configuration can take place assuming that the device operates in the fundamental mode. Besides, the y-component has a sinus distribution along the x-axis. However, the parallel plate approximation holds when this field can be taken as constant within a large region of the device. This approach has shown its validity in the analysis of the multipactor discharge [117] for the cases where a particular element of the microwave structure presents a very low height and a very high electric field.
As already shown in the previous chapter, taking (5.5) and assuming that the height of the device is much smaller than the width and the length, it is found that

\[-(\pi/b)^2 + \frac{(v_i-v_a)}{D} = 0, \quad (6.16)\]

where \(b\) is the separation between the parallel plates, in this case, the reduced waveguide height.

If the height is of the order of the waveguide width, another bounded dimension must be considered, and then, the breakdown condition reads:

\[-(\pi/b)^2 - (\pi/a)^2 + \frac{(v_i-v_a)}{D} = 0, \quad (6.17)\]

\(a\) being the waveguide width.

In the case of complex geometries, this approximation is still accurate if in some region of the device the electric field density is high and constant in a relatively large region (no waveguide discontinuities are close to this zone). This will be explicitly shown in the numerical computations of the next chapter for the case of a bandpass filter.

In this work, we have taken the maximum field inside each device element and, assuming a parallel plate configuration, the breakdown threshold for each of these elements has been determined using (6.17). This procedure has three main advantages:

1. It provides a rough idea of both the location of the discharge in the whole device and the critical pressure.

2. It allows the microwave designer to check very quickly if the corona response of the device is within the margins required since the result obtained is a very worst case. Once a breakdown close to the margin is obtained, the full numerical analysis can be performed.

3. It can be used to speed up the numerical calculation. The main problem when searching the corona breakdown power is that one does not know with which power to start. If the first attempted power is very far from the breakdown power onset, many iterations are needed in order to reach the breakdown threshold with the desired precision. Since the analytical approach is very fast and provides the worst case, one can be sure that the final breakdown onset obtained from the numerical calculation is always higher. Therefore, when looking for the breakdown power, this fact can be used for speeding up the power sweep, and hence, the final computational time.
6.2.2 Numerical computation

The solution to (5.10) when the electromagnetic field is highly inhomogeneous - like in complex microwave components - must be obtained numerically. Several methods can be employed to do this. Among them, Finite Elements (FE) and Finite Differences (FD) are the most commonly used. The main advantage of Finite Elements over Finite Differences is the possibility of using complex meshes in order to study arbitrary shape volumes. On the other hand, in the case of simple geometries, FD becomes more appropriate due to its simplicity and power. Since the geometries for which the theory is going to be applied are rectangular, a Finite Differences scheme has been chosen because a meshing procedure based on rectilinear coordinates is perfect for this numerical technique.

A FD scheme rewrites the equations to be solved in terms of the unknown variable and its derivatives in each point using a cubic-like mesh.

Each first space derivative can be discretized as:

\[
\left. \frac{dn}{dx} \right|_{x=x_i} \approx \frac{n(x_{i+1}) - n(x_{i-1})}{x_{i+1} - x_{i-1}},
\]

and the second derivative is just:

\[
\left. \frac{d^2n}{dx^2} \right|_{x=x_i} \approx \frac{n(x_{i+1}) - n(x_{i-1})}{x_{i+1} - x_{i-1}}
\]

Therefore, the 3D electron density equation (5.10) can be expressed as:

\[
\frac{n(x_{i+1}) - n(x_i)}{x_{i+1} - x_i} - \frac{n(x_i) - n(x_{i-1})}{x_i - x_{i-1}} + \frac{n(y_{i+1}) - n(y_i)}{y_{i+1} - y_i} - \frac{n(y_i) - n(y_{i-1})}{y_i - y_{i-1}} + \frac{n(z_{i+1}) - n(z_i)}{z_{i+1} - z_i} - \frac{n(z_i) - n(z_{i-1})}{z_i - z_{i-1}}
\]

\[
\left[ \frac{v_i(x_i, y_i, z_i) - v_a(x_i, y_i, z_i)}{D} \cdot n(x_i, y_i, z_i) \right] - A = 0
\]

In this equation, \(A\) is related to the corona discharge condition. In the case of CW, \(A = 0\), whereas in the case of pulse, \(A = \frac{\ln(n_B/n_0)}{\tau_p}\) (the single-pulse case is considered).

In a particular point of the mesh, the electron density can be obtained in terms of the ionisation and attachment rates in that point and the free electron density in the surrounding points of the grid, just rearranging the corresponding terms in (6.20).

Additionally, to solve this equation, boundary conditions must be given. Since the component walls are perfectly metallic, the free electron density on the walls surface is zero, i.e.:

\[
n(S) = 0,
\]
where $S$ is the metallic surface of the device.

However, the device is open in the direction of propagation. Therefore, a boundary condition is still needed for those borders where no metallic walls exist (port planes), i.e., in the planes defined by $z = 0$ and $z = z_f$ (with $z_f$ equal to the device length). At the port planes, the electric field excited is much lower than in many regions inside the device. Hence, for a particular input power slightly above the breakdown, a considerably small field is expected in these planes. Initially (before the application of the signal), the device possesses a certain (unknown) electron density distribution which can be assumed constant. It is therefore expected that, when the electric field is applied, the electron density tends to zero in the regions of low field. Thus, it has been assumed that, in the ports, the same boundary condition holds as in the metallic walls, i.e.,

$$n(z = 0) = 0, \quad n(z = z_f) = 0.$$  \hspace{1cm} (6.22)

Such a boundary condition is of secondary importance since the breakdown occurs far from the port planes. In fact, during the validation of the numerical computation, it was checked that the final result did not change if a different boundary condition for the port planes was used.

Once the boundary conditions have been imposed, the corona breakdown equation can be solved. For such a purpose, several numerical techniques can be used [118]. In this work, an iterative method (red-black Gauss-Siedel algorithm) has been employed for several reasons:

- Lack of knowledge of the real electron density in the device before the application of the field.
- No high precision is required in the computation of $n$. It is only necessary to know whether, for a particular input power, the free electron density grows or not.
- The solution is continuously computed, which speeds up the process.
- Easiness of implementation without taking resort to external software packages.

An iterative method basically consists in taking a guess solution of the equation in each particular mesh point and iterate until the real solution with the desired precision is reached. Since what we want to know is the variation of the free electron density due to the application of a particular input power, the background electron density ($n_0$) has been also employed as the guess solution for the complete structure (in each mesh point). In particular, we have taken the background (guess solution) equal to 1. Physically, this means that before applying the signal, a background electron density of $1e/cm^3$ was present in the device. The electromagnetic field distribution within the component results, in turn, in a space distribution of the free electron density. Apart from the electric field distribution itself, such a distribution also depends on the device geometry, which
determines the diffusion losses. In this way, for an input power well below the onset level, the free electron density falls below its background value since the loss of electrons is more important than the gain by ionisation. On the contrary, for input powers well above the threshold, the electron density grows within almost the whole device. For input powers slightly over the threshold, there are zones in the device where the electron density is larger than the background density and zones where the electron density is low due to high losses. The former are those which provide the maximum power that the device can handle without developing a corona arc. This is shown in the next chapter in order to locate the exact place within the component where the discharge occurs, which is also of interest from the engineer point of view.

The important issue is that we are not interested in the real electron density inside the device, but in the breakdown onset. Therefore, our interest is knowing if, for a particular applied field, the electron density increases sufficiently or if, on the contrary, it decreases below the guess solution. Indeed, if we apply a breakdown condition such as (6.4), the corona equation becomes not solvable for electric fields different to the breakdown. However, the residuals (difference in each point of the exact solution of the equation and the numerical one) behave like the time dependent part, i.e., as if they would represent the time evolution of the free electron density. Thus, it is observed that the residuals grow exponentially above breakdown, whereas they tend to drive the free electron density to zero for values below breakdown. This is extremely important from the numerical point of view because it allows to find the breakdown level without solving a time dependent equation which is, surely, much more computational time consuming.

### 6.2.3 Corner singularities

One of the toughest aspects when computing the electromagnetic fields within microwave devices is the handling of metallic corners. Wedges become an important issue due to the non-singular character of the field close to them. This problem affects any numerical approach used in order to solve the problem. In this way, in discretization methods like Finite Elements or Finite Differences, a very dense mesh is needed near the edges, what even does not ensure the quality of the result. On the other hand, in a full-wave approach, the number of modes required for modelling the discontinuity becomes extremely high and, again, very close to the corner, the correct electromagnetic field value can not be determined. In fact, for solving the field close to these regions, analytical considerations must be followed [119–121].

Since the electron density growth is directly related to the electric field, it is more than likely that it will not be properly determined near the edges. Therefore, there exists a critical danger of determining a wrong breakdown onset due to this corner effect.

Nevertheless, apart from the field itself, the free electron density also depends on other
parameters such as frequency and pressure. As mentioned, in Sat-Com applications the relevant range of pressures is approximately between 100 and 3000 Pa (location of the critical pressure). For these pressures, the main loss mechanism is diffusion since, for low pressures, the diffusion region is large and electrons can freely move to low field regions to, finally, be absorbed at the walls. Therefore, if the diffusion region is large, the electric field must be high enough in a large zone (of the order of the diffusion region) in order to free more electrons than are lost. If the electric field were very high in a small region, the electrons would rapidly diffuse to the low field zones preventing the formation of the electron plasma.

The consequence of this is clear: a very local field enhancement (edge effect) does not cause the corona discharge if, in the surrounding space, the electric field is not sufficiently high. This is extremely important since it allows applying numerical methods without taking special care of the wedges singularities. On the contrary, for high pressures, the diffusion region is reduced and attachment is the main loss mechanism. In this situation, the impact of the corners in the onset determination is critical. Fortunately, this high pressure range is of no interest in Sat-Com applications.

![Electric field in the structure at 9.4 GHz](image)

(b) Electric field at the centre of the structure along the z-axis at 9.4 GHz.

**Figure 6.4:** Geometry and electromagnetic response of the example chosen.

This physical qualitative behaviour must be quantitatively confirmed in order to ensure that, for the pressures of interest, the corner effects are negligible. Jordan et al. [116] have shown by means of an analytic approach that, indeed, metallic edges are not a problem in the determination of the breakdown onset. Fig. 6.4 shows an easy structure
that has been chosen to check the effects of the corner singularities. In this case, we have just considered a 3 element structure where the inner element has a reduced height. The ports (outer waveguides) are standard WR 75 waveguides ($a = 19.05$ mm, $b = 9.525$ mm) whereas the inner gap has a reduced height of 6.23 mm and the same width. The singularities can be clearly seen in Fig. 6.4(b) where the electric field at the centre of the device ($x = 0$) is plotted along the $z$ axis. The two peaks correspond to the two discontinuities. Indeed, such peaks indicate that the electric field is not being properly calculated because, otherwise, a smoother transition should occur.

Fig. 6.5 shows the computation of the free electron density for an input power equal to the breakdown power. Two cuts in the structure are presented. One is in the $y$-$z$ plane, cutting the structure at the centre of the $x$-axis. The second one is the $x$-$y$ plane cutting the structure at the point $z$ where the maximum of the electron density is reached. The plots are from top to bottom for 500, 2000, 5000 and 20000 Pa. The lighter the zone (the more yellow), the higher the electron density. The effect above mentioned can be clearly observed. At low pressures, the width of the profile is quite broad. However, as the pressure raises, the distribution becomes more and more local and, finally, it can be observed that the discharge indeed occurs close to the edges. In such cases, the electron density distribution is not properly calculated. Fortunately, as already mentioned, such a pressure range is of secondary interest in Sat-Com applications.
6.2 Breakdown computation

Figure 6.5: Computed electron density for the structure of Fig. 6.4. The plots are for 500, 2000, 5000 and 20000 Pa (from top to bottom).
Chapter 7

Corona Results

In this chapter, results in the corona discharge threshold obtained for particular test components are presented. Experimental data together with the theoretical results are shown. Additionally, plots of the free electron density for different input powers above the breakdown onset are also displayed in order to locate where the discharge takes place, i.e., the region in the whole device more prone to develop a corona discharge. Some other calculations for each sample are shown in appendix E. In that appendix, the structures are drawn together with the electric field in the whole device. Furthermore, the scattering parameters are presented and, even more important, the electric field along the z-axis at the centre of the waveguide is also displayed. This last graph provides a great amount of information at a first glance, since the high field regions are quickly recognised.

It is shown along the chapter that an accuracy always better than 0.3 dB is reached, when comparing the simulation results to experimental measurements, for the breakdown power at the critical pressure. This degree of precision obtained is unique for a model/code intended to predict the corona onset [122], allowing for a confident design of free corona microwave devices for Sat-Com applications.

It is necessary to remark that it is not easy to find corona breakdown measured data for complex devices in the existent literature because such components are normally flight models. Thus, a corona discharge is not developed in these structures in order to prevent any sort of damage to the hardware. Moreover, these devices and their testing are commonly out of the possibilities of research institutions like universities and, normally, only Sat-Com industries do deal with them. Thanks to a research project (ESA/ESTEC Contract No. 16827/02/NL/EC), corona breakdown data has been acquired for different structures. Samples operating at different frequency ranges have been used in order to assure that the predictability of the model presented does not fail for different frequency bands. In particular, measurement results in the range from 7.4 GHz to 12.5 GHz have been employed for the validation. The measured data exposed have been obtained either from Tesat-Spacecom GmbH & Co. KG laboratories or from an internal (not published) ESA report [123].
The components analysed have been tested using nitrogen or air as the gas filling the vacuum chamber and, therefore, the samples themselves. Besides, a single CW power source has been employed.

7.1 H-Band transformer gap operating at 7.4 GHz

A transformer gap filter operating in H-Band (WR-112, a = 28.5 mm, b = 12.62 mm) has been used for checking the validity of the model developed in the previous chapters. It has been tested at 7.4 GHz and in the presence of nitrogen. In Fig. E.1, the component is displayed showing that it is a 4-transformer (5 steps) structure. Fig. 7.1 shows the measured breakdown onset (courtesy of Tesat-Spacecom GmbH & Co. KG) together with the simulations performed.

As mentioned in the previous chapter, the analytical results are obtained assuming that the maximum electric field for each particular element within the structure (this component consists of 11 elements) is the electric field in the whole element. Of course, this is the worst case and results, as a consequence, in the lowest possible breakdown level. However, the Sat-Com industry uses such kind of approximations in order to have a rough idea of the breakdown level. The lack of consistency of such an approach can be quickly recognised: the highest electric fields normally occur close to the corners, and it has been demonstrated that such fields do not generate a discharge if the field is not high enough around that zone. Therefore, it is even difficult to define (and compute) a maximum electric field which could be used for the calculation of the corona onset. Consequently, the only reliable option is to employ a full numerical analysis in order to consider the complete electromagnetic field distribution in the particular component.

The error bars of the numerical computation in Fig. 7.1 are related to the parameters of the particular gas. It has been assumed that the phenomenological expressions for the ionisation and the attachment rates have an error of 10% [25]. Such errors have their origin in the fact that these parameters have been measured for the DC case, and not under RF conditions.

Fig. 7.2 shows the free electron density within this structure for two different input powers which result in a corona discharge. It is plotted in the y-z plane taken at the centre of the x-axis. It is found that at power levels well above the breakdown (P = 256 W), the electron density is high in many regions within the device. This means that the input power is so high that the conditions for the development of a corona discharge are fulfilled in many zones in the component. This is a general behaviour for any component fed with an input power well above its corona onset, and can result in the destruction of the device if the power source is not switched off immediately. However, as the input power decreases, the black regions (very low electron density) start to appear everywhere except
Figure 7.1: Corona discharge threshold of the structure in Fig. E.1 at a frequency of 7.4 GHz.

in the corona discharge zone with the lowest breakdown threshold (Fig. 7.2(b)).

(a) Electron density at 256.2 W.  
(b) Electron density at 233 W.

Figure 7.2: Electron density for different input powers above the breakdown at the critical pressure for the structure in Fig. E.1.

It is important to realise that the discharge does not occur in the highest field region (inner gap as shown in Fig. E.1(d)) as would be expected. However, this is easily understandable if diffusion losses of electrons are considered in the different regions of the component. As shown in chapter 5, the loss of free electrons due to diffusion is extremely
dependent on the size of the device zone which encloses the high field region (the larger the region, the lower the diffusion losses). Thus, although the electric field is not maximum in the corona discharge region, the diffusion losses are lower than in the inner gap (due to its small height).

It is also found that the discharge region is not symmetric as would be foreseen due to the geometrical symmetry of the device. This is related to the fact that the frequency used for the analysis is not the exact centre frequency of the device and, as a consequence, the electric field distribution is not symmetric either. In fact, the discharge is predicted to occur in the region far from the power source \((z = 0)\). Experimentally, it can not be generally known where the discharge takes place because the detection methods are extremely fast, avoiding, this way, any possible damage to the hardware equipment.

In any case, it is likely that the discharge does not take place where the numerical computation predicts because the difference in the breakdown levels between one place of the device and its symmetric point (symmetric respect to the direction of propagation \(z\)) is rather small. As a consequence, if an input power slightly above the breakdown level were used, the zones close to the power source would partially reflect the input signal. Eventually, the full power does not "reach" the further region and, hence, the discharge would not occur there. On the other hand, this reflection increases the electric field between the power source and the reflecting region which finally results in the discharge in that zone.

### 7.2 X-Band transformer gap operating at 9.5 GHz

A transformer gap in X-Band (WR-90, \(a = 22.86\ mm\), \(b = 10.16\ mm\)) has also been tested for corona in the presence of nitrogen. The sample is shown in photograph E.2(a). Experimental data together with the theoretical prediction is shown in Fig. 7.3. It is seen that, again, the agreement between both is notable.

In this occasion, it is found that the analytical results are around 3 dB below the measured data. Therefore, it is once more verified the need of a full numerical simulation in order to predict the component breakdown onset with a reasonable precision.

As in the case of the component analysed in the previous section, the free electron density is plotted (Fig. 7.4) for two different input powers above the breakdown level. It is found that the corona effect also occurs near a step between two transformers and not in the inner gap where the electric field is maximum (as shown in Fig. E.2(d)). This seems to be a general behaviour of transformer gap components due to the reduced height of the centre element.
Figure 7.3: Corona discharge threshold for the structure in photograph E.2(a) at a frequency of 9.5 GHz.

Figure 7.4: Electron density for different input powers above the breakdown at 10 mBar (1000 Pa) for the structure in photograph E.2(a).

7.3 X-Band bandpass filter operating at 9.5 GHz

Measurements have been carried out for the sample shown in photograph E.3(a). This component is a bandpass filter with a rather small bandwidth of around 100 MHz (see Fig. E.3(c)). Nitrogen has been used for testing this device as well. The experimental data obtained and the theoretical prediction is shown in Fig. 7.5. Once again, the agreement
is significant.

For this component, the electron density is plotted in Fig. 7.6 for two different input powers at 1000 Pa. It is noticed that the corona effect occurs within the second cavity where the electric field is maximum (as shown in Fig. E.3(d)). This is understood if it is taken into consideration the fact that the device has a constant height (except in the ports) and, therefore, the diffusion losses are similar in all the cavities and irises of the device.

![Graph](image)

**Figure 7.5:** *Corona discharge threshold for the structure in Fig. E.3 at a frequency of 9.5 GHz.*

It is also found that, in this case, the analytical and the numerical results do not differ considerably. This can be explained by two facts:

- The discharge occurs within one of the cavities and not near a transition. This results in a relatively good analytical computation because the influence of the rest of the device is minimised.

- Though the error made is only 1 or 2 W, the electric field is so high (see Fig. E.3) that such an error is much larger in terms of electric field, which is what, indeed, controls the discharge.
Figure 7.6: Electron density for different input powers above the breakdown at 1000 Pa for the structure in Fig. E.3.

7.4 X-Band lowpass filter operating at 9.5 GHz

The component shown in Fig E.4(a) has been also tested for corona in the presence of nitrogen. In this case, it is a corrugated lowpass filter (see Fig. E.4(b)). The measured data and the theoretical results are displayed in Fig. 7.7. Again, the agreement between both is noticeable, fully validating the model developed. Besides, it is seen that the analytical result is rather poor (around 3 dB disagreement) showing, once more, that the full numerical analysis is necessary for the accurate prediction of the breakdown onset.

The free electron density is shown in Fig. 7.8. It is seen that the corona discharge occurs in the inner gap where the electric field is maximum (as shown in Fig. E.4(c)). This happens because, in this component, the inner gap (2.17 mm height) is not much smaller than the other elements whereas the field is, in fact, much higher.

7.5 Ku-Band lowpass filter operating at 12.2 GHz

A test sample (courtesy of Tesat-Spacecom GmbH & Co. KG) operating at Ku band (WR75, a = 19.05 mm , b = 9.525 mm) has also been used for the validation of the model. In this case, it is a corrugated lowpass filter where both the width and the height of the component vary along the structure. The geometry is shown in Fig. E.5. The sample has been tested in the presence of air. Once again, it is found that the agreement is remarkable (approx. 0.25 dB of discrepancy for the critical pressure).

Fig. 7.10 shows the free electron density distribution in this component for different
Figure 7.7: Corona discharge threshold for the structure in Fig. E.4 at a frequency of 9.5 GHz.

Figure 7.8: Electron density for different input powers above the breakdown at 1000 Pa for the structure in Fig. E.4.

input powers above the breakdown at 15 mBar (1500 Pa). The location of the discharge is clearly displayed. For this device, the discharge also occurs in the region of highest electric field as seen by comparison with Fig. E.5(c). Such a figure explains why this happens: the difference in the electric field amplitude between the small and the large regions is extremely high which results in the development of the discharge in the small regions in spite of the diffusion losses.
Figure 7.9: Corona discharge threshold for the structure in Fig. E.5 (Courtesy of Tesat-Spacecom GmbH & Co. KG.).

(a) Electron density at 105 W.
(b) Electron density at 90 W.

Figure 7.10: Electron density for different input powers above the breakdown at 1500 Pa for the structure in Fig. E.5.

7.6 Ku-Band lowpass filter operating at 12.5 GHz

A corona simulation for the structure shown in Fig E.6 has been performed. In this case, the structure has also been tested in the presence of air for a frequency of 12.5 GHz. Again, we can observe (Fig. 7.11) that the numerical result is in good agreement with the experimental data (for the critical pressure (approx. 1500 Pa) the error is around 0.2 dB).
In this case, the measured data is above the simulation results. Apart from the intrinsic error caused by the measurement itself (which is also shown by using the error bars), an explanation to this is related to the fact that a radioactive source within the vacuum chamber located close to the DUT is necessary in order to achieve reproducibility of the measured data [124]. In fact, if such a radioactive source is not used, the measured data do not follow the Paschen curve, and the breakdown level is a bit higher than in the case in which the radioactive source is used. The data presented in previous sections have been taken at Tesat-Spacecom GmbH & Co. KG facilities using a radioactive source. However, the measured data of the device presented in this section were extracted from the ESA report, which does not explicitly state the use of an electron source.

Figure 7.11: Corona discharge threshold for the structure in Fig. E.6 at a frequency of 12.5 GHz.

In Fig. 7.12 the free electron density at 1500 Pa within the component is displayed. By inspection of Fig. E.6(c), it can be easily recognised that the discharge occurs in the highest field region, like in the case of the Ku-Band lowpass filter of section 7.5.

### 7.7 Summary

Several conclusions can be extracted in relation to the corona discharge data (both theoretical and experimental) presented in this chapter:
Breakdown level

- Both for nitrogen and air a remarkable agreement between the measured data and the simulation is achieved using a full numerical approach.

- The error introduced using the analytical approach depends on the particular component. In devices where the discharge occurs far from the discontinuities, the analytical result becomes quite reliable (e.g. bandpass). However, in devices where the discharge tends to develop near steps between waveguide elements (e.g. transformer gaps), or where the element enclosing the high field region is short in the direction of propagation (e.g. corrugated filters), such an approach is quite poor.

Location of the discharge

- In transformer gap structures, the discharge tends to occur in the transformers and not in the inner gap due to the high diffusion losses in small regions.

- In corrugated lowpass and bandpass filters, the discharge tends to happen in the high field region since the dimensions of these zones are usually large. This is specially true in the case of bandpass filters because the height of the device is commonly kept constant along the propagation direction (inductive filter).

- For symmetrical structures, the asymmetry in the location of the discharge (if it occurs) is due to the fact that the operating frequency is not the centre frequency of the structure. If this asymmetry leads to a discharge location further from the source port, it is to be foreseen that, experimentally, this behaviour will not be observed because of the power reflection along the device. A real example of the
location of the corona arc is shown in Fig. E.7. It is seen that the arc occurred close to the input port (indeed in the sixth element of the whole structure) and, then, it propagated towards the power source. This can be catastrophic since the test bed equipment can be damaged due to the high temperatures reached.
Chapter 8

Conclusions & Outlook

The incessant increase in the number of carriers, as well as their power levels, leads to a considerable risk of RF breakdown and intermodulation interference in communications satellites. The occurrence of these phenomena can severely degrade the functionality of a satellite, rendering it useless for communication applications. Therefore, it is important to assess such a risk in order to minimise it during the satellite lifetime.

In this thesis, Passive Intermodulation at rectangular waveguide flanges and Corona Discharge in complex filters based on rectangular waveguide technology have been investigated. The following sections summarise the results achieved and propose further development in these research areas.

8.1 Conclusions

In the case of Passive Intermodulation, a model for the computation of the intermodulation level as a function of different system parameters has been developed. Such calculation has been based on assuming that the PIM level for a particular set of system parameters is known. Such an approach does not allow to predict the absolute intermodulation level but to investigate the impact of different parameters on it. This helps to understand the PIM phenomenon in metallic contacts and to assess the importance of each system parameter. This knowledge can be useful in order to design waveguide flanges presenting low intermodulation levels.

Apart from the theoretical investigation, experimental research in real waveguide connections has been performed. It has been found, as expected, that silver-plated connections present lower PIM levels than aluminium junctions. Besides, it has been shown that, in the case of metals like aluminium, it is of critical importance to connect the waveguides with high pressure. However, for relatively clean surfaces, like silver-plated, the importance of high pressures is secondary. In these cases, it is more important to have the contact pressure shared on the whole contact surface. The use of gaskets has allowed to assess the impact of several coating metals on the PIM response. It has been shown that a very soft material like indium helps to reduce the PIM level in the case of
aluminium waveguides. However, it is not helpful in the case of silver-plate connections. This suggests that the cleanliness of the surfaces is more important than the softness of the contacting material. In the case of aluminium contacts, the intermodulation level as a function of the combined power has been also investigated. It is clear that deviations from the N dB/dB rule are more important in those cases where junctions are not properly tightened. For the well-tightened cases, deviations are reduced and the rule is almost perfectly followed. This clearly manifests that the oxide layers on the aluminium surfaces are not broken and, therefore, the local increase of the temperature in the contact zones has a negligible effect.

The intermodulation level as a function of the power ratio has been studied as well. No deviations from the theoretical behaviour have been observed, which confirms the hypothesis that high order intermodulation products do not affect the lower ones in real-life applications. This is important in order to ensure that higher intermodulation orders falling in the reception band do not need to be measured, reducing, this way, the costs associated to a complete PIM test campaign. Moreover, if higher order contributions are negligible, the Taylor expansion up to the intermodulation order required can be used in order to simulate the PIM response of the system.

In the second part of this thesis, a full analysis of the Corona Discharge problem in rectangular waveguide based devices has been carried out. The physical processes underlying behind such a phenomenon and relevant to Sat-Com applications have been described. Moreover, these mechanisms have been quantitatively considered, allowing for a detailed analysis of the discharge process. By means of the calculation of the electron density in the case of equilibrium, the breakdown onset has been numerically computed. Two results have been presented: an analytical one based on the maximum field in the device, which consequently results in the worst case possible, and a numerical result based on a Finite Differences approach which considers the full electromagnetic field distribution within the component. It has been checked that, in many occasions, the analytical calculation results in an extremely low breakdown onset. This is even more important if it is considered that such kind of approximations are currently employed by the Sat-Com industry in order to design space hardware. Additionally, it has been verified that metallic corners are not a critical issue in the determination of the breakdown threshold for the pressures of interest. However, they become critical if higher pressures are considered. The location of the Corona Discharge within the whole device has been also determined for different structures. It has been shown that in some cases the discharge does not occur in the regions of highest electric field as would be expected.

An accuracy always better than 0.3 dB when comparing the simulation (numerical) results to experimental measurements is reached for the breakdown power at the critical pressure. Such a precision is extremely difficult to achieve and, as far as Sat-Com applications are concerned, it is an outstanding outcome if it is taken into consideration that, at least, a margin of 3 dB between tested breakdown onset and operation power level must be provided. Even more critical, up to now, a minimum margin of 6 dB between simulation and specifications has been normally required. Hence, the results obtained in
the framework of this thesis help to reduce such a margin allowing the high-power space engineer to design free-corona hardware in a faster and more confidently way. This finally results in a reduction of the costs associated to hardware design for space applications.

8.2 Outlook

The line of work initiated in this thesis may be continued with the investigation of several topics related to PIM at waveguide connections. First of all, different materials from those analysed in this work can be investigated. In particular, metals with low contact resistance are likely to present low intermodulation levels. Different waveguide connections to the ones used in this work must be also investigated, both in terms of bolts configuration (location and number) and operation at different frequency bands. This last point is particularly important since higher frequency ranges are more prone to suffer intermodulation due to the sensitivity of the signals to small system irregularities. Apart from this, PIM tests are commonly carried out using two carriers only (sometimes three carriers are employed). However, no theoretical prediction is used in order to confirm that the worst case is being analysed. In fact, as shown in [125], depending on the number of signals, their frequency separation and the intermodulation order to be analysed, the PIM level for the multicarrier case can be above the two carrier configuration. Therefore, it is also necessary to experimentally investigate the intermodulation level response when using several carriers in order to assess the impact of the carrier frequency and amplitude distributions in the intermodulation level.

Regarding Corona Discharge, a large amount of research areas are still open and deserve a further attention from the scientific community. In particular, following a similar approach to the one developed here, the corona breakdown onset of different types of structures can be determined. Among them, probably the most interesting are microwave devices based on ridge or double-ridge rectangular waveguides, cylindrical or elliptical waveguides, and coaxial transmission lines. Moreover, the prediction of the Corona Discharge threshold in the case of complex filters with tuning screws is a tough task which has to be carried out in the next years. Electrical breakdown in filters partially filled with dielectric materials is also interesting for the Sat-Com industry. Dielectrics in microwave filters are commonly employed because they allow for a higher miniaturisation. No prediction of the corona phenomenon in this kind of subsystems has been performed until now.

Finally, the interest in the prediction of the corona threshold in re-entry vehicles is growing up due to several space missions which intention is to provide information about the physical properties of planetary objects in the solar system (e.g. Mars or Titan). For such cases, knowledge of the atmosphere properties of these space bodies is necessary in order to assess the risk of development of a Corona Discharge in the final stages of a space mission.
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## List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>waveguide width</td>
</tr>
<tr>
<td>b</td>
<td>waveguide height</td>
</tr>
<tr>
<td>B</td>
<td>magnetic flux</td>
</tr>
<tr>
<td>$B_T$</td>
<td>bolt head/washer radius</td>
</tr>
<tr>
<td>d</td>
<td>distance between the flat surface and the asperities height mean</td>
</tr>
<tr>
<td>$D_i$</td>
<td>modified diffusion coefficient per coordinate</td>
</tr>
<tr>
<td>e</td>
<td>electron charge</td>
</tr>
<tr>
<td>$e^-$</td>
<td>electron</td>
</tr>
<tr>
<td>E</td>
<td>electric field</td>
</tr>
<tr>
<td>$E_{eff}$</td>
<td>effective electric field</td>
</tr>
<tr>
<td>$E_{rms}$</td>
<td>root mean square electric field</td>
</tr>
<tr>
<td>$E_i$</td>
<td>Young's modulus</td>
</tr>
<tr>
<td>$E'$</td>
<td>equivalent Young's modulus</td>
</tr>
<tr>
<td>f</td>
<td>frequency</td>
</tr>
<tr>
<td>H</td>
<td>magnetic field</td>
</tr>
<tr>
<td>$H$</td>
<td>hardness of the softest material in contact</td>
</tr>
<tr>
<td>l</td>
<td>interference distance</td>
</tr>
<tr>
<td>$\bar{l}$</td>
<td>interference distance average</td>
</tr>
<tr>
<td>$l_c$</td>
<td>critical interference distance</td>
</tr>
<tr>
<td>$L_T$</td>
<td>thickness of the bolted plates</td>
</tr>
<tr>
<td>m</td>
<td>electron mass</td>
</tr>
<tr>
<td>M</td>
<td>molecule</td>
</tr>
<tr>
<td>n</td>
<td>free electron density</td>
</tr>
<tr>
<td>$n_0$</td>
<td>background free electron density</td>
</tr>
<tr>
<td>$n_B$</td>
<td>breakdown free electron density</td>
</tr>
<tr>
<td>N</td>
<td>gas density</td>
</tr>
<tr>
<td>P</td>
<td>electron production rate</td>
</tr>
<tr>
<td>p</td>
<td>pressure</td>
</tr>
<tr>
<td>$p^*$</td>
<td>effective pressure</td>
</tr>
<tr>
<td>r</td>
<td>asperity radius</td>
</tr>
<tr>
<td>$R_a$</td>
<td>average roughness</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>$t_B$</td>
<td>breakdown time</td>
</tr>
</tbody>
</table>
List of Symbols

\( T \)  
\( T_p \)  
\( \overline{T} \)  
\( \overline{v} \)  
\( z_f \)  
\( \alpha \)  
\( \alpha_i \)  
\( \beta \)  
\( \beta_r \)  
\( \gamma \)  
\( \eta \)  
\( \hbar \)  
\( \mu_i \)  
\( \nu \)  
\( \nu_c \)  
\( \nu_i \)  
\( \nu_a \)  
\( \nu_{a2} \)  
\( \nu_{a3} \)  
\( \phi \)  
\( \sigma \)  
\( \sigma_i \)  
\( \tau_p \)  
\( \omega \)  
\( \Lambda \)  

- Temperature
- Pulse repetition interval
- Period
- Velocity of the gas
- Device length
- Effective field divided by \( p \)
- Ionisation coefficient
- Roughness parameter
- Recombination rate
- Effective ionisation rate
- Microasperity density
- Reduced Planck constant
- Electron mobility
- Net ionisation rate
- Electron-neutral collision rate
- Ionisation rate
- Attachment rate
- Two-body attachment rate
- Three-body attachment rate
- Gaussian distribution of microasperities height
- Standard deviation of the surface heights
- Standard deviation of the asperity heights
- Pulse duration
- Angular frequency
- Diffusion length
# List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternate Current</td>
</tr>
<tr>
<td>BeCu</td>
<td>Beryllium-Copper</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DUT</td>
<td>Device Under Test</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>ESTEC</td>
<td>European Space Research and Technology Centre</td>
</tr>
<tr>
<td>FD</td>
<td>Finite Differences</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite Differences in Time Domain</td>
</tr>
<tr>
<td>FE</td>
<td>Finite Elements</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Elements Method</td>
</tr>
<tr>
<td>FEST</td>
<td>Full-wave Electromagnetic Software Tool</td>
</tr>
<tr>
<td>IM</td>
<td>InterModulation</td>
</tr>
<tr>
<td>MIM</td>
<td>Metal-Insulator-Metal</td>
</tr>
<tr>
<td>PD</td>
<td>Pulse Duration</td>
</tr>
<tr>
<td>PIM</td>
<td>Passive InterModulation</td>
</tr>
<tr>
<td>PRI</td>
<td>Pulse Repetition Interval</td>
</tr>
<tr>
<td>RF</td>
<td>RadioFrequency</td>
</tr>
</tbody>
</table>
Appendix A

Contact Impedance calculation

The total impedance of the circuit of Fig. 2.7 provides the voltage drop in the junction as shown in (3.18). The total impedance is the parallel sum of the non-contact capacitor impedance and the sum in series of the envelope constriction resistance and the sum in parallel of the contact capacitor impedance and the constriction resistance.

The impedance of the upper branch of the circuit is

\[ Z_1 = R_C + \frac{Z_c \cdot R_{const}}{Z_c + R_{const}} = R_C + \frac{|Z_c|^2 \cdot R_{const}}{|Z_c|^2 + R_{const}^2} + \frac{Z_c \cdot R_{const}^2}{|Z_c|^2 + R_{const}^2} = Re\{Z_1\} + Im\{Z_1\} \quad (A.1) \]

where: \( Re\{Z_1\} = R_C + \frac{|Z_c|^2 \cdot R_{const}}{|Z_c|^2 + R_{const}^2} \), \( Im\{Z_1\} = \frac{Z_c \cdot R_{const}^2}{|Z_c|^2 + R_{const}^2} \).

The total impedance results in

\[ Z = \frac{Z_{n-c} \cdot Z_1}{Z_{n-c} + Z_1} = \frac{(Re\{Z_1\} + Im\{Z_1\}) \cdot Z_{n-c}}{Re\{Z_1\} + Im\{Z_1\} + Z_{n-c}}. \quad (A.2) \]

And, finally, the modulus of the impedance becomes

\[ |Z| = \frac{(|Re\{Z\}|^2 + |Im\{Z\}|^2)^{1/2}}{|Re\{Z_1\}|^2 + |Im\{Z_1\}|^2 + |Z_{n-c}|^2}, \quad (A.3) \]

where:

\[ re\{Z\} = Re\{Z_1\} \cdot |Z_{n-c}|^2, \]

\[ im\{Z\} = Im\{Z_1\} \cdot |Z_{n-c}|^2 + |Im\{Z_1\}|^2 \cdot Z_{n-c} + |Re\{Z_1\}|^2 \cdot Z_{n-c}. \]
Appendix B

PIM samples

The samples are presented in this appendix. The full-length waveguides can be seen in photograph B.1 where also the two waveguide flanges are shown: the flange under test (six hole configuration) and the interface flange to the test set-up (eight hole configuration). Photograph B.2 shows the two kind of gaskets used during the test campaign. And finally, in Fig. B.3 the dimensions of the flanges and gaskets are presented.

Figure B.1: Waveguides used. The flange under test (6 holes) and the interface flange (8 holes) with the test set-up are shown.
Figure B.2: Gaskets employed; on the left a flat gasket, on the right a bridged gasket.

Figure B.3: Dimensions of the flanges (and gaskets) used.
Appendix C

PIM Test set-up

The following photographs show the test set-up used for the PIM measurements. Basically, one needs two synthesizers and two amplifiers are needed in order to reach high power levels in the input. For combining the input carriers a low-PIM diplexer is used. After the DUT, an output diplexer is used to separate the PIM frequency (which is amplified and finally goes to the spectrum analyser) from the input signals (which are driven to a low-PIM load).

Figure C.1: Complete PIM test set-up.
Figure C.2: Test set-up input.

Figure C.3: Test set-up output.
Appendix D

PIM results for special coatings

In this appendix, the experimental results obtained when using special gaskets are presented for the following cases:

- Aluminium waveguides
  - Hard gold gaskets
  - Beryllium-Copper gaskets
  - Indium gaskets
  - Seal sheets for the contact evaluation

- Silver-plated aluminium waveguides
  - Hard gold gaskets
  - Beryllium-Copper gaskets
  - Indium gaskets
D.1 Aluminium waveguides

D.1.1 Hard gold gaskets

Figure D.1: Effect of inserting hard gold gaskets on the junction, $P = 60$ W.
D.1.2 Beryllium-Copper gaskets

(a) PIM level versus applied torque when one flat gasket is inserted.

(b) PIM level versus applied torque when one bridged gasket is inserted.

(c) PIM level versus applied torque when two flat gaskets are inserted.

(d) PIM level versus applied torque without gaskets.

Figure D.2: Effect of inserting BeCu gaskets on the junction, \( P = 60 \) W.
D.1.3 Indium Gaskets

(a) PIM level versus applied torque when one gasket is inserted.

(b) Effect of assembly/disassembly cycles.

Figure D.3: Effect of inserting indium gaskets on the junction, $P = 60$ W.

D.1.4 Seal sheets for the contact evaluation

(a) Seal for the case that no gasket is introduced.

(b) Seal for the case that two flat gaskets are inserted.

Figure D.4: Seal of an aluminium waveguide connection and the case in which a flat gasket is inserted.
D.2 Silver-plated aluminium waveguides

D.2.1 Hard gold gaskets

(a) PIM level versus applied torque when one flat gasket is inserted.  
(b) PIM level versus applied torque when one bridged gasket is inserted.  
(c) PIM level versus applied torque when two flat gaskets are inserted.  
(d) PIM level versus applied torque without gaskets.

Figure D.5: Effect of inserting hard gold gaskets on the junction, $P = 340$ W.
D.2 Silver-plated aluminium waveguides

D.2.2 Beryllium-Copper gaskets

![Graphs showing PIM level versus applied torque with different gasket configurations.](image)

(a) PIM level versus applied torque when one flat gasket is inserted.

(b) PIM level versus applied torque when one bridged gasket is inserted.

(c) PIM level versus applied torque when two flat gaskets are inserted.

(d) PIM level versus applied torque without gaskets.

**Figure D.6:** Effect of inserting BeCu gaskets on the junction, $P = 340$ W.
D.2.3 Indium gaskets

Figure D.7: Effect of inserting indium gaskets on the junction, $P = 340$ W.
Appendix E

Test components

In this appendix all the samples used for testing the software are displayed. If possible, photographs showing the samples themselves are presented. Additionally, the electric field is plotted in order to show the high field regions which are, in principle, more prone to develop a corona discharge. The frequency chosen for plotting the field is the same as at which the corona measurements have been performed. The S parameters are also shown in order to characterise each component. The samples shown are:

- H-Band transformer gap operating at 7.4 GHz.
- X-Band transformer gap operating at 9.5 GHz.
- X-Band bandpass filter operating at 9.5 GHz.
- X-Band lowpass filter operating at 9.5 GHz.
- Ku-Band lowpass filter operating at 12.2 GHz.
- Ku-Band lowpass filter operating at 12.5 GHz.
- Ku-Band lowpass filter showing the effects of a discharge.
E.1 H-Band transformer gap operating at 7.4 GHz

(a) Photograph of the half part of the sample. Courtesy of Tesat-Spacecom GmbH & Co. KG.

(b) Electric field in the structure at 7.4 GHz.

(c) $S$ parameters.

(d) Electric field at the centre of the structure along the $z$-axis at 7.4 GHz.

Figure E.1: Geometry and electromagnetic response of the component.
E.2 X-Band transformer gap operating at 9.5 GHz

(a) Photograph of the structure.

(b) Electric field in the structure at 9.5 GHz.

(c) $S$ parameters.

(d) Electric field at the centre of the structure along the z-axis at 9.5 GHz.

Figure E.2: Geometry and electromagnetic response of the component.
E.3 X-Band bandpass filter operating at 9.5 GHz

(a) Photograph of the structure.

(b) Electric field in the structure at 9.5 GHz

(c) $S$ parameters.

(d) Electric field at the centre of the structure along the z-axis at 9.5 GHz.

Figure E.3: Geometry and electromagnetic response of the component.
E.4 X-Band lowpass filter operating at 9.5 GHz

Figure E.4: Geometry and electromagnetic response of the component.
E.5  Ku-Band lowpass filter operating at 12.2 GHz

(a) Electric field in the structure at 12.2 GHz.

(b) S parameters.

(c) Electric field at the centre of the structure along the z-axis at 12.2 GHz.

Figure E.5: Geometry and electromagnetic response of the component.
E.6 Ku-Band lowpass filter operating at 12.5 GHz

(a) Electric field in the structure at 12.5 GHz.

(b) $S$ parameters.

(c) Electric field at the centre of the structure along the $z$-axis at 12.5 GHz.

Figure E.6: Geometry and electromagnetic response of the component. Courtesy of Tesat-Spacecom GmbH & Co. KG.
E.7 Ku-Band lowpass filter showing the effects of a discharge

Figure E.7: A lowpass filter showing the effects of the development of an arc produced by a corona discharge. Courtesy of Tesat-Spacecom GmbH & Co. KG.
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