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Physical properties of doped multiferroic GaFeO$_3$

Abstract

Gallium iron oxide (GaFeO$_3$) is a member of a multiferroic family which exhibits ferrimagnetic and piezoelectric properties below room temperature. The physical properties of GaFeO$_3$ are strongly dependent on the distribution of cations within the structure. GaFe$_{1-x}$Mn$_x$O$_3$ polycrystalline materials have been prepared by a solid state reaction (SR) and by a sol-gel (SG) method. Also, GaFe$_{1-x}$Cr$_x$O$_3$ was prepared by solid state reaction. The maximum Mn content amounts to 10 and 40% for SR and SG preparation, respectively, while the maximum Cr amount is 15%. All compounds in these composition ranges crystallize in space group P c 2$_1$ n derived from Rietveld refinement of X-ray powder patterns. The gradual incorporation of manganese and chromium are accompanied by a decrease in the cell volume. The Curie temperature ($T_C$) for GaFeO$_3$ (SR) is about 225 K and increases up to above room temperature when the temperature of preparation is decreased from 1300°C to 700°C. With increasing Mn or Cr contents the transition temperatures as well as the coercive field decrease. Dielectric investigations revealed a temperature independent anomaly at around 250 K with frequency dispersion of dielectric constant for Mn doped samples prepared by both methods accompanied by lattice parameters anomaly at the same temperature without change in crystal structure. A combined neutron and Mössbauer data analysis has led to the determination of site assignment and the occupancies. The ordering of Ga and Fe cations depends on the Mn substitution. Below the magnetic transition temperature a ferrimagnetic order with a propagation vector $\mathbf{K} = 0$ was derived from neutron powder diffraction data. The Fe$^{3+}$ magnetic moments are ordered along the c-axis with small components along a and b. The magnetic structure does not alter for Mn doped GaFeO$_3$ but the magnetic moment decreases as the amount of Mn increases.
Physikalische Eigenschaften von dotiertem multiferroischem GaFeO₃
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Chapter 1

Thesis outline

Multiferroic materials with ferroelectric (FE) and ferromagnetic (FM) properties offer potential applications for functional devices. The prerequisite is a simultaneous presence of FM and FE well above room temperature in a single phase material [1]. Aside from its fundamental importance, the mutual control of electric and magnetic properties is of significant interest for applications in magnetic storage media and 'spintronics' [2, 3]. Although a certain number of materials with ferroelectricity and ferromagnetism exist, the coupling between those two properties is not always large enough [4]. The nontrivial spin lattice coupling in these multiferroics has been manifested through various forms such as linear and bilinear magnetoelectric effects [5], polarization change through field-induced phase transition [6], magnetodielectric effect [7] and dielectric anomalies at magnetic transition temperatures [8]. For bulk ceramics, combining antiferromagnetism (ferromagnetic) and electric polarization phases is a tricky problem as such properties are exclusive in most materials [9, 10]. In that respect, the discovery of ferroelectricity induced by complex lattice distortion such as in hexagonal manganite systems beside its magnetic properties has opened new possibilities [11].
Chapter 1. Thesis outline

Gallium iron oxide (GaFeO₃) has magnetic and piezoelectric properties and has been intensively studied recently for its potential application as a magnetoelectric ferrimagnet [12-14]. This material has orthorhombic crystal structure with space group P c 2₁ n with four different cation sites labelled Ga₁, Ga₂ (mainly occupied by gallium) and Fe₁, Fe₂ (mainly occupied by iron) [15-17]. Physical properties, especially magnetism in GaFeO₃, depend strongly on the method of preparation [15, 17-20] and are highly correlated with the cation distribution among the four crystallographic sites. Several models of the magnetic structure of GaFeO₃ have been suggested: ferromagnetic [18], ferrimagnetic [21] or canted-antiferromagnetic [22] structure. The interpretation of the magnetic structure and other properties require prior determination of cation occupancies.

In this thesis, a systematic study on the structural, magnetic, and electric properties of GaFeO₃ sample, which we doped with transition metal ions (TM = Mn, Cr), has been carried out. The main scope of the thesis was to prepare and investigate samples that could exhibit room temperature ferrimagnetism and have dielectric properties, which would make them good candidates for practical applications. In order to understand the influence of the sample preparation conditions in relation to the sample properties, our samples were prepared by different methods and under various conditions. Detailed structural studies were performed to achieve some insight on where magnetic ions might be situated. In addition, electric properties were measured.

This thesis consists of three main experiments:
1. Preparation of unsubstituted and substituted GaFeO₃ polycrystalline materials under various conditions.
2. Systematic characterizations of crystal structures, including Rietveld refinements. Investigation of magnetic properties and a systematic study of dielectric properties.
3. Determine the Fe distribution among different crystallographic sites to the understanding of magnetic properties.

All obtained data and analyses were summarized, and the features of the materials prepared were studied. The thesis consists of three main parts: the literature review, experimental procedures, and discussions on the obtained results.
Because magnetoelectric multiferroicity is based on magnetic and ferroelectric properties of materials, an understanding of the fundamental properties of such materials is of high importance. The first part of the thesis deals with the introduction of fundamental concepts of magnetism, ferroelectricity, and how to couple them in multiferroic materials. A literature review on GaFeO₃ material is also presented. All this information is summarized in Chapter 2.

The second part of the thesis describes experimental work, which includes synthesis of polycrystalline samples GaFeO₃ and GaFe₁₋ₓMₓO₃, M = Mn or Cr applying conventional and sol gel methods, setting up and operation of the equipment, as well as how measurements were performed. Experimental procedures are listed in Chapter 3. This contains the overall synthesis scheme for the various compounds, as well as the experimental principles.

In the third part, the experimental data is summarized and analyzed. A discussion on the observed and obtained results is given.

In Chapter 4, the effect of the preparation methods on the properties of GaFeO₃ was studied. This study covers the following aspects: structural analysis by X-ray diffraction, neutron powder diffraction, Mössbauer spectroscopy, Rietveld refinements and magnetic and dielectric measurements were carried out.

In Chapter 5, investigations on magnetic and structural properties of Mn and Cr doped GaFeO₃ are summarized and discussed. Characterization of crystal structures, magnetic properties and electric properties including impedance spectroscopy in case of Cr doped samples is presented and ferroelectric hysteresis in case of Mn doped samples in addition to dielectric characterization.

The final chapter of the thesis (Chapter 6) contains the summary of the current work. This section is followed by a list of the references used in this thesis.
Chapter 2

Fundamental

2.1 Magnetism: Order, structure and exchange

2.1.1 Magnetic materials

There are several classes of magnetic materials such as paramagnetic, ferromagnetic, ferrimagnetic, antiferromagnetic, superparamagnetic and spin glass. Paramagnetic behavior describes a situation where all spins are random and dynamic.

Figure 2.1: Paramagnet, ferromagnet, antiferromagnet and ferrimagnet.
On the another hand magnetic ordering occurs when the spins of one atom are coupled to spins of neighboring atoms. With magnetic order there is a transition from a paramagnetic state to one where the electron spins order at a particular temperature denoted $T_C$ (Curie temperature) for ferro- and ferrimagnets, and $T_N$ (Néel temperature) for antiferromagnets. Ferromagnetism results when all spins align parallel to one another, and antiferromagnetism for spins aligned antiparallel, as shown in Fig. 2.1. Ferrimagnetism occurs when electron spins are aligned antiparallel but do not cancel each other out completely, thus there is a net magnetization.

### 2.1.2 Exchange mechanisms

Long range magnetic order occurs at lower temperatures as a result of interactions between magnetic moments in the crystal lattice. The interactions between Heisenberg (isotropic) magnetic spins, $S_i$ and $S_j$, can be expressed by the Hamiltonian:

$$H = -\sum_{ij} J_{ij} S_i S_j$$  \hspace{1cm} (2.1)

where $J_{ij}$ is the exchange constant. For ferromagnetic interactions, this parameter is positive and for antiferromagnetic interactions it is negative. The alignment of magnetic moments occurs spontaneously in the ferro- and antiferromagnetic states and there must therefore be some positive energy of interaction between neighbouring spins. For transition metal compounds the magnetic order is formed via a superexchange mechanism [23, 24] and the interaction depende on the covalent bonding of the metal ions with their bridging anion ligands. It tends to promote antiferromagnetic ordering. If the cation-anion-cation pathway has a linear bond angle of 180°, as in Fig. 2.2a, then strongest interactions are predicted to be antiferromagnetic. An excited state is formed in which a double charge transfer occurs between the ligand and the metal sites with the net effect being that neighboring metal ions are coupled antiparallel. However, the ferromagnetic ground state can be stabilized by superexchange when the cation-anion-cation pathway is at 90°, illustrated in Fig. 2.2b, as a result of mutually orthogonal anion orbitals in the exchange pathway. After the double ligand to metal charge transfer, the ferromagnetic excited state on the orthogonal ligand orbitals is lower in energy than the antiferromagnetic excited state due to Hund’s rule. Hence, the strength of the exchange coupling via a bridging ligand is highly dependant on the M-O-M bond angle; $M = Mn^{3+}$, $Fe^{3+}$ or $Cr^{3+}$, …. The crossover from antiferromagnetic to ferromagnetic superexchange occurs at ~96°.
Other exchange pathways are possible when the adjacent cations have different oxidation states.

### 2.1.3 Types of magnetic order

Although an indication of the type of magnetic ordering in a material can be obtained by magnetic susceptibility measurements, it does not provide any details about the arrangement of spins. This information is best obtained through neutron diffraction techniques as neutrons are scattered by unpaired electrons. For antiferromagnets, there are numerous ways in which the equal number of up and down spins can be arranged on the lattice [25]. What arrangements are possible depends also on the type of crystal lattice in which the spins are located. Some examples are given in Fig. 2.3. The G-type ordering is very common in cubic perovskites, which have the magnetic atoms arranged on a simple cubic lattice, because all nearest neighbour atoms are forced into an antiferromagnetic alignment by the superexchange interactions that occur via the oxygen atoms. This type of ordering is found in LaFeO₃ [26] and LaCrO₃ [27]. Other cubic perovskites, such as LaMnO₃ [25], have alternately aligned ferromagnetic planes or the A-type ordering. In the latter case, this order is a result of the Jahn-Teller distortion of the Mn³⁺ ions. Ferrimagnets do not follow the Curie Weiss law as the magnetic structure is made up of sublattices with different molecular fields and hence different temperature dependence of the magnetization. Ferrites are a group of compounds with the chemical formula MFe₂O₄, where M is a divalent cation such as Zn²⁺, Co²⁺ or Cu²⁺.
that show ferrimagnetic ordering [28]. They have two non-equivalent sublattices due to their spinel crystal structure which contains two types of crystallographic lattice site, octahedral and tetrahedral, with two different ions. There are also other more complex forms of magnetic order such as helical order and spin glasses [29] but that will not be discussed here as it is not applicable to the work in this thesis.

![Diagram of three types of antiferromagnetic order for simple cubic lattices](image)

**Figure 2.3:** Three types of antiferromagnetic order for simple cubic lattices

### 2.1.4 Jahn-Teller (JT) effect

The Kramer’s degeneracy theorem [30] states that the energy levels of systems with an odd number of spins, no matter what the crystal field is like, retain at least a residual degeneracy in the presence of pure electric fields (only magnetic field can lift it). Ions with an even number of electrons in the unfilled 3d-, 4d-, 5d- or 4f- shell are called the Kramer’s ions. The JT effect happens only for Kramer’s ions. For manganites, if the symmetry of the crystal field is so high that the ground state of Mn$^{3+}$ ions (Kramer’s ions) is predicted to be orbitally degenerate, then it will be energetically favorable for the crystal to distort to lift the orbital degeneracy. This so-called JT effect is due to an electron-lattice interaction. The JT effect in manganites arises from an electronic instability inherent to the Mn$^{3+}$ ions in asymmetric MnO$_6$ octahedra. Since neighboring octahedra share one oxygen ion, the JT distortion can be cooperative. The cooperative rotation of MnO$_6$ octahedra leads to a change in lattice symmetry. This is usually accompanied by the shortening and stretching of six Mn-O bonds. Consequently, the resulting JT distortion leads to different electronic structures for the e$_g$ states of Mn$^{3+}$ ions as exemplified in Fig. 2.4. A quantitative measure of the magnitude of cooperative JT distortion is given by the octahedral distortion parameter $\Delta$ defined as:
where \( \langle d \rangle \) and \( d_n \) are the mean Mn-O bond lengths and the six Mn-O bond lengths along six different directions, respectively. The detailed bond lengths of a certain manganite can be obtained via a Rietveld structure determination by refining the high-resolution neutron and/or x-ray powder diffraction data. Note that the Mn\(^{4+}\) (3\(d^3\)) ion (non-Kramer’s ion) does not show the JT effect, since a net lowering of the electronic energy cannot be achieved with a preservation of the gravity center for all filled \( t_{2g} \) states in octahedral geometry. Therefore, a high concentration of Mn\(^{3+}\) ions tends to promote the distortions of MnO\(_6\) octahedra, while the high concentration of Mn\(^{4+}\) will discourage such distortions.

Figure 2.4: The energy levels of the 3d electrons of an Mn\(^{3+}\) ion. In a cubic crystal field, the five-fold degeneracy is lifted to two \( e_g \) and three \( t_{2g} \)-orbitals. The Jahn Teller distortion leads to a further splitting of both the \( t_{2g} \) and \( e_g \) states. Knowledge about the occupancy of the \( e_g \) states is a crucial point for understanding the fascinating properties of transition metal compounds.
2.2 Ferroelectric and dielectric properties

2.2.1 Dielectric properties of matter

Dielectric materials are electrically insulating, but still susceptible to polarization. Polarization is the alignment of dipole moments in the presence of an externally applied electric field.

2.2.1.1 Creation of a polarization

Due to the nature of atoms and their arrangement in the crystal lattice (chemical bonds, atomic coordination number), the electrons in a dielectric medium can not move over large distances. Their short hopping distance under the effect of an electric field gives rise to different types of polarization [31], Fig. 2.5:

- **electronic polarization**
  All dielectric materials induce electronic polarization, which results from an oscillation of the electronic charge relative to the nucleus under the influence of the electric field. Because of the low mass of electrons, these oscillations occur at very high frequencies, above $10^{14}$-$10^{16}$ Hz. This contribution is dominating only in the optical domain area since the Maxwell relation, $n = \sqrt{\varepsilon_r}$, is verified.

- **ionic polarization**
  Only materials with ionic bonds may have ionic polarization, caused by the relative displacement of cations in one direction and anions in the opposite direction. As a result, net dipole moments are induced on this new structure. The corresponding frequencies occur below the optical frequencies in the infrared range, about $10^{13}$ Hz. This type of polarization is characterized by vibrational spectroscopy.

- **orientation (dipolar) polarization**
  Only substances with permanent dipole moments may possess an orientational polarization, which is described as the rotation of the permanent dipole moments into an applied electric field direction. This type of polarization is observed in the range of radio waves.
interfacial (space charge) polarization

This polarization is due to accumulation of free charges at interfaces between different environments. This will be important in systems with high density of interfaces.

2.2.1.2 Expression of polarization

Each type of polarization appears in its own frequency range. When a field of variable frequency \( f = \omega/2\pi \) is applied, the polarization of the material varies with it. When the frequency increases, the number of mechanisms involved in the polarization dynamics of the material decreases, the different polarizations of lower frequency cannot be established.

Linear polarization \( P \) is proportional to the applied field \( E \)

\[
P = \varepsilon_0 \times \chi_{ij} \times E + \varepsilon_0 E \tag{2.3}
\]

where \( \chi_{ij} \) is the susceptibility tensor and \( \varepsilon_0 \) electric permittivity of vacuum (\( \varepsilon_0 \approx 8.85410^{-12} \) F.m\(^{-1} \)). This tensor is reduced to a scalar \( \chi \) for isotropic and homogeneous non-oriented ceramics and the equation becomes:

\[
P = \varepsilon_r \times E \tag{2.4}
\]

The dielectric permittivity \( \varepsilon = (1 + \chi) \varepsilon_0 = \varepsilon_r \varepsilon_0 \) describes the response of a given material to the applied electric field. It is linked to mechanisms of chemical entities that polarizability constitutes the dielectric medium. Equation (2.4) shows that the only way to induce electric
polarization in isotropic dielectric media is application of an electric field. If a sinusoidal electric field $\vec{E} = E_0 e^{i\omega t}$ is applied on dielectric material, the polarization mechanisms will induce phase shifts $\delta$ between the applied field and polarization depending on their relaxation time:

$$\vec{P} = \vec{P}_0 e^{i(\omega t - \delta)} = \varepsilon(t) \vec{E}$$  \hspace{1cm} (2.5)

The dielectric permittivity in the frequency space is the Fourier transform of the dielectric response $\varepsilon_r(t)$:

$$\varepsilon_r(\omega) = \int_0^\infty \varepsilon_r(t) e^{i\omega t} dt$$  \hspace{1cm} (2.6)

$\varepsilon'(\omega)$ and $\varepsilon''(\omega)$ expresses the dielectric coefficient, $\tan\delta = \text{dielectric loss}$, expressed in $\%$ which is the ratio of energy dissipation and power supplied.

Each polar or polarization particle in the material exhibits characteristic response to the applied electric field. The field disturb the system. After the excitation has ceased, the system relax to a new equilibrium. Relaxation in time domain can be described by a relaxation time $\tau$. This parameter depends on the polarization mechanism in a material. A material excited by a step voltage at time $t = 0$ possesses only one relaxation process with a single characteristic time constant. The Debye relaxation model describes this simple case [32]; the polarization of a sample will relax towards the steady state as a first order process characterized by a single time constant, $\tau$, as in Fig. 2.6.

Figure 2.6: Polarization response of polar dielectric.

This can be described as

$$D = D_\infty + (D_0 + D_\infty)(1 - e^{-t/\tau})$$  \hspace{1cm} (2.7)
where \( D = \) electric displacement.

\( D_\infty = \) final value of \( D \)

\( D_0 = \) initial value of \( D \)

since

\[
D = \varepsilon_r \varepsilon_0 E ; \quad \varepsilon_r = \text{complex relative permittivity.}
\]

\( D_\infty = \varepsilon_\infty \varepsilon_0 E ; \quad \varepsilon_\infty = \text{relative permittivity at infinite frequency.} \)

\( D_0 = \varepsilon_s \varepsilon_0 E ; \quad \varepsilon_s = \text{static relative permittivity.} \)

Equation (2.7) can be rewritten as

\[
\varepsilon_r \varepsilon_0 E = \varepsilon_\infty \varepsilon_0 E + (\varepsilon_s \varepsilon_0 E - \varepsilon_\infty \varepsilon_0 E)(1-e^{-t/\tau})
\]

\[
\varepsilon_r = \varepsilon_\infty + (\varepsilon_s - \varepsilon_\infty)(1-e^{-t/\tau})
\]

The response of this system in a frequency domain can be obtained by a Leplace transform

\[
\varepsilon_r = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)}{1+i\omega\tau}
\] (2.8)

which is a single relaxation Debye equation.

\( \varepsilon_\infty \) represents the permittivity measured at a high frequency where the polarization particles are not able to respond to the applied electric field. The static permittivity, \( \varepsilon_s \), is the limiting low frequency permittivity where the polarization is full manifested. The single relaxation Debye equation exhibits a relaxation frequency centered on \( f_c = \frac{1}{2\pi\tau} \).

Equation (2.8) omits the currents flowing at infinite time such as would arise due to a movement of ions in a constant field. The model is expanded to include a static conductivity term \( \sigma_s \), where \( \sigma_s = j\omega\varepsilon_0 \varepsilon_s \), an imaginary nature of \( \sigma_s \) is a consequence of the solution to the wave equation.

\[
\varepsilon_s = \frac{\sigma_s}{i\omega\varepsilon_0} = -i \frac{\sigma_s}{\omega\varepsilon_0}
\]

Include this in equation (2.8)

\[
\varepsilon_r = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)}{1+i\omega\tau} - i \frac{\sigma_s}{\omega\varepsilon_0}
\] (2.9)

\[
\varepsilon_r = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)(1-i\omega\tau)}{1+(\omega\tau)^2} - i \frac{\sigma_s}{\omega\varepsilon_0}
\]
\[
\text{Re}(\varepsilon_r) = \varepsilon_r' = \varepsilon_\infty + \frac{\varepsilon_r - \varepsilon_\infty}{1 + (\omega \tau)^2} \tag{2.10a}
\]

\[
\text{Im}(\varepsilon_r) = \varepsilon_r'' = \frac{\sigma_r}{\omega \varepsilon_0} + \frac{\omega \tau (\varepsilon_r - \varepsilon_\infty)}{1 + (\omega \tau)^2} \tag{2.10b}
\]

The first term on the right side of equation (2.10b) arises due to the static conductivity.

At \( f = f_c \rightarrow \omega \tau = 1 \)
equations (2.10a) and (2.10b) become
\[
\varepsilon_r' = \frac{\varepsilon_r + \varepsilon_\infty}{2}
\]
\[
\varepsilon_r'' = \frac{\sigma_r}{\omega \varepsilon_0} + \frac{\varepsilon_r - \varepsilon_\infty}{2}
\]

The Debye function is plotted in Fig. 2.7, the real part shows a step down, and the half height of this step is found at \( \omega = \tau^{-1} \). For the imaginary part, the top of the peak corresponds to this frequency.

**Figure 2.7**: The Debye relaxation function. The full line is the real part \( \varepsilon' \) and the dashed line is the imaginary part \( \varepsilon'' \).
### 2.2.2 Ferroelectric versus relaxor ferroelectrics

<table>
<thead>
<tr>
<th>Normal Ferroelectric</th>
<th>Relaxors</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>* Macro-size FE domains</td>
<td>* Nano-size polar domains</td>
</tr>
<tr>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>* No polar domains above ( T_c )</td>
<td>* Nano-size polar domains persist well above ( T_m )</td>
</tr>
<tr>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td><em>sharp narrow transitions</em></td>
<td><em>very broad ( \varepsilon'(T) ) peaks</em></td>
</tr>
<tr>
<td><em>( \varepsilon'(T) ) follows Curie-Weiss law</em></td>
<td><em>strong deviation from Curie-Weiss law</em></td>
</tr>
<tr>
<td><em>No frequency dispersion</em></td>
<td><em>strong frequency dispersion</em></td>
</tr>
<tr>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td><em>1st - or 2nd - order phase transition with macroscopic symmetry change at ( T_c )</em></td>
<td><em>No structural phase transition across ( T_m )</em></td>
</tr>
<tr>
<td><em>Strong optical anisotropy across ( T_c )</em></td>
<td><em>Critical slowing down of dipolar motion below ( T_m )</em></td>
</tr>
</tbody>
</table>
| *No optical anisotropy across \( T_m \)* | |}

**Figure 2.8:** Contrast between normal ferroelectrics and relaxor ferroelectrics [33].

The difference between ferroelectrics (FE) and relaxor ferroelectrics (RFE) can be described by three qualitatively different features in the temperature dependence of the dielectric susceptibility, as shown in Fig. 2.8. Firstly, in normal ferroelectrics the real part dielectric susceptibility, \( \varepsilon'(T) \) shows a Curie-Weiss law [35] above \( T_c \) as shown by the linear \( 1/\varepsilon' \) versus \( T \) response.
By contrast $\varepsilon'(T)$ of a relaxor exhibits strong deviation from this law for temperatures of many tens to a few hundred degrees above $T_m$. Secondly, there is a strong frequency dependence in the peak position, $T_m$ of $\varepsilon'(T)$. Lastly, the polarization in FE goes to zero at $T_c$ and in the relaxors the polarization extends well beyond $T_m$ [34]. The fact that there is zero polarization at $T_c$ shows that polar nanodomains vanish whereas in the relaxor the nanodomains persist well beyond the glassy transition temperature [33]. While the normal ferroelectric has a hysteresis loop that at zero field retains large polarization, in the relaxor this zero field polarization is significantly smaller owing to the fact that the nanodomains are randomly distributed. It is possible to create a large polarization when there is a sufficiently large external electric field, but once the field is removed polarization returns to being small owing to the randomness of the domains [33].

Due to these qualitatively different features one should not expect the transitions in FEs to follow the same mechanism in RFEs.

Generally ferroelectricity is harder to demonstrate in polycrystalline materials composed of crystalites, such as ceramics, than in a single crystal because of the random orientation of crystalites. This is why in some single crystals the polarization reverses quite abruptly to form a square loop, as shown in Fig. 2.9a, while in most ceramics the loop is rounded, as shown in Fig. 2.9b.

In insulating ferroelectric material, the switched charge $Q$ due to applied electric field $E$ depends only on the remanent polarization $P_r$ through the relation $Q = 2P_r A$ where $A$ is the surface area of the capacitor, whereas for a lossy dielectric material, extra contribution comes from the conductivity $\sigma$ through the relation $Q = 2P_r A + \sigma E A t$, where $t$ is the time for hysteresis measurement [37], Fig. 2.9c.
Figure 2.9: Schematic diagrams of (a) single crystal, (b) polycrystalline [35] and (c) charge versus voltage loop typical for a lossy dielectric [36].

2.3 Multiferroic and magnetoelectric materials [10, 37]

The term "multiferroic" describes materials simultaneously exhibiting at least two kinds of ferroic order [40]. A ferroic order is described as a spontaneous order that can exhibit domains (where the order parameter has different sign or direction), and whose order parameter couples to a suitable external field. For example, in ferromagnetics the magnetization (order parameter) can form domains, and it can be switched by a magnetic field, represented by a hysteresis loop as sketched in Fig. 2.10a.

Figure 2.10: (a) Multiferroic materials combine magnetic and ferroelectric properties [41], (b) Classification of "ferroic" orders according to symmetry [39].

Ferroic orders can be classified according to the transformation properties of the order parameter upon time reversal (change of sign of magnetic moment under symmetry operation...
M(-t) = -M, whereas the polarization remains invariant P(-t) = P(t)) and space inversion (P(-x)) = -P, whereas ferromagnetism remains invariant (Fig. 2.10b). For example, ferroelastic order is invariant under both operations, whereas the order parameter of ferrotoroidicity the alignment of toroidal moment arising from a ring like arrangement of spins [42] changes sign upon either operation. A ferroelectric that is also a ferromagnetic (magnetoelectric multiferroic) breaks both time reversal and spatial inversion symmetries, similar as a ferrotoroidic. The latter are also interesting for magnetoelectric applications as they intrinsically exhibit a magnetoelectric effect. The combination of ferromagnetism and ferroelectricity into a multiferroic is sketched in Fig. 2.10a. By definition then, such a material has a spontaneous magnetization that is switchable by a magnetic field and a spontaneous electric polarization that is switchable by an electric field. With a sufficient electromagnetic coupling, it is possible that the spontaneous magnetization can also be switched by an electric field or the polarization by a magnetic field. However, multiferroicity does not imply that there is a magnetoelectric effect, and conversely magnetoelectric effects can occur in the much wider class of materials that are simultaneously magnetically and electrically polarizable.

### 2.3.1 Magnetoelectric effect

It is well known that electricity and magnetism are intrinsically linked, their coupling given by the Maxwell equations. However, the coupling provided in these equations, while linear, involves spatial and time derivatives. In static situations electric and magnetic fields are not intrinsically coupled, though a coupling might appear as a property of certain materials. The magnetoelectric effect in a crystal is traditionally described in Landau theory by writing the free energy F of the system in terms of an applied magnetic field \( \bar{H} \) and an applied electric field \( \bar{E} \) [2]:

\[
F(E, H) = F_0 - P_i E_i - M_i H_i - \frac{1}{2} \varepsilon_{ij} E_i E_j - \frac{1}{2} \mu_{ij} H_i H_j - \alpha_{ij} E_i H_j - \beta_{ijk} E_i H_j H_k - \gamma_{ijk} H_i E_j E_k - ..., (2.11)
\]

Where i, j denote spatial indices, and summation over indices appearing twice in a term is assumed. The first term is the part of free energy and the next four terms describe spontaneous polarization and magnetization, as well as the usual polarization and magnetization by electric and magnetic fields, respectively, where \( \varepsilon_{ij} \) and \( \mu_{ij} \) are relative permittivity and permeability, respectively. The 6\(^{th}\) term gives the lowest order magnetoelectric coupling described by a
linear magnetoelastic coupling via $\alpha_{ij}$ tensor, other terms represent higher-order magnetoelastic coupling coefficients.

For given electric and magnetic fields, polarization and magnetization are then obtained by minimizing the free energy, $F$, giving

$$P_i(E, H) = -\frac{\partial F}{\partial E_i} = P_i^0 + \varepsilon_0 \varepsilon_{ij} E_j + \alpha_{ij} H_j + ..., (2.12)$$

$$M_i(E, H) = -\frac{\partial F}{\partial M_i} = M_i^0 + \mu_0 \mu_{ij} H_j + \alpha_{ij} E_j + ..., (2.13)$$

The $\alpha_{ij}$ term is designated as the linear magnetoelastic effect and corresponds to the induction of polarization by a magnetic field or a magnetization by an electric field. Materials exhibiting ME effect are Cr$_2$O$_3$, BiMnO$_3$, BiFeO$_3$. Unfortunately, the magnetoelastic effect is usually much too weak to be practically applicable as the term $\alpha_{ij}$ is limited by the relation [43],

$$\alpha_{ij} \leq \varepsilon_0 \mu_0 \varepsilon_{ij} \mu_{ij},$$

and since ferroelectric and ferromagnetic materials have particularly large $\varepsilon$ and $\mu$, large magnetoelastic coupling might be expected for ferroelectric ferromagnetic, one type of "multiferroic".

### 2.3.2 Incompatibility between ferroelectricity and magnetism

There are a lot of ferromagnetic materials as well as a lot of ferroelectric ones. However, there are surprisingly few that are both, and understanding why was the first issue to be addressed [9]. One reason for the scarcity of multiferroics is simply symmetry: due to the need of breaking time reversal and spatial inversion symmetries.

A simple ferromagnet tends to be a metal whereas sustaining an electric polarization requires a material to be insulating. A crystal can be classified into 32 point groups. In addition, with the consideration of the magnetic symmetry, 90 magnetic point groups can be distinguished. Therefore, there are 122 point groups (also known as Shubnikov magnetic point groups) as a whole including non-magnetic point groups [44]. Only 13 point groups allow both spontaneous magnetization and electric polarization to occur [40, 45]. Yet, many materials occur in one of these 13 point groups without being multiferroic.
2.3.3 The classification of multiferroic compounds

The microscopic origin of magnetism is basically the same in all magnets: it is the presence of localized electrons, mostly in the partially filled d or f shells of transition-metal or rare-earth ions, which have a corresponding localized spin, or magnetic moment. Exchange interactions between the localized moments lead to magnetic order. The situation with ferroelectrics is quite different. There are several different microscopic sources of ferroelectricity, and accordingly one can have different types of multiferroics. Generally speaking, there are two groups of multiferroics. The materials in which ferroelectricity and magnetism have different sources and appear largely independent of one another, though there is some coupling between them. In these materials, ferroelectricity typically appears at higher temperatures than magnetism, and the spontaneous polarization $P$ is often rather large (of order $10^{-100} \mu\text{C/cm}^2$). Examples are BiFeO$_3$ ($T_{\text{FE}} \approx 1100$ K, $T_N = 643$ K, $P \approx 90 \mu\text{C/cm}^2$) and YMnO$_3$ ($T_{\text{FE}} \approx 800$ K, $T_N = 76$ K, $P \approx 6 \mu\text{C/cm}^2$) but the coupling between magnetism and ferroelectricity is usually rather weak. The materials challenge is to keep all their positive features and try to enhance the coupling. The second group, which we can call type-II multiferroics, are the relatively recently discovered materials [46, 47], in which a particular type of magnetic spiral or even for collinear magnetic structures causes ferroelectricity, implying a strong coupling between the two. However, the polarization in these materials is usually much smaller ($10^2 \mu\text{C/cm}^2$). Also depending on the origin of ferroelectricity, Cheong and Mostovoy [48] have classified ferroelectrics within two categories, ‘proper’ and ‘improper’. In ‘proper’ ferroelectrics, ferroelectricity occurs due to electronic pairing between the transition metal ion (e.g. Ti in BaTiO$_3$) and oxygen. On the other hand, in ‘improper’ ferroelectrics, ferroelectricity arises due to complex lattice distortions or by other types of ordering such as charge ordering and magnetic ordering.

2.3.3.1 Type I multiferroics

The straightforward way to achieve both magnetism and ferroelectricity in a single compound is for the former to originate from one subunit or ion, and the latter from another. For perovskites, one can for example on the B site partially substitute ferroelectricity active (d$^0$) ion with a magnetic ion, Fig. 2.11.
The general main problem with such an approach is that due to the different ion (or subunits) involved in magnetism and ferroelectricity, the magnetoelectric coupling tends to be very low in most cases [49]. As a concrete example of the "independent subsystems" approach we consider ferroelectricity due to the lone pair at the A site in perovskites with magnetic B ions [50]. Lone pairs are electrons not used in chemical bonds, occurring for example in water molecules.

Lone pairs are highly polarizable contributing e.g. to the polarizability of water. In perovskites, A site Bi$^{3+}$ or Pb$^{2+}$ have 6s$^2$ electrons not participating in bonds and thus yielding lone pairs, Fig. 2.12. If these lone pairs are localized and ordered in one direction, inversion symmetry is broken and an electric polarization results. In PbTiO$_3$ this lone pair mechanism supports the traditional mechanism stabilizing the ferroelectricity.

In BiMnO$_3$, the B site occupied by Mn$^{3+}$ ions leads to ferromagnetism below 100 K (see Fig. 2.13a). The Bi lone pairs alone are also sufficient to stabilize ferroelectricity (below 800 K), as indicated by polarization hysteresis loops (Fig. 2.13c). The occurrence of both ferroelectricity and ferromagnetism make this an exceptional example of a real multiferroic in the strictest definition [55].
Despite of this, however, the magnetoelectric coupling is very weak, as indicated by a very small (and almost magnetic field independent) feature in the dielectric constant at the magnetic ordering temperature (Fig. 2.13b) [51].

The small dielectric feature at the magnetic transition is consistent with the expectation for an "independent subsystem" multiferroic. In BiFeO$_3$ [56], the Fe spins order antiferromagnetically below 643 K, in a complex spin structure based on G-type antiferromagnetism (i.e. with each Fe ion surrounded by six antiparallel nearest neighbors) [57] Bi lone pairs again lead to ferroelectricity, below 1100 K, with a polarization hysteresis loop both on thin film and more recently on high quality single crystals (Fig. 2.13d and e) showing the intrinsic nature of a high (> 60 $\mu$C/cm$^2$, comparable with BaTiO$_3$) polarization at room temperature [53, 54]. Room temperature multiferroicity would make BiFeO$_3$ a very
good prospect for applications if significant magnetoelectric coupling were present as well. In analogy with BiMnO$_3$, we would expect only very small coupling. However, sizeable coupling and control of magnetism by electric field has been demonstrated experimentally. The origin of this is connected with a spiral part of the magnetic structure and corresponding coupling in the class of "spiral multiferroics".

Another example is "Geometric ferroelectricity" multiferroicity in hexagonal manganites, like RMnO$_3$ (R = rare earth) compounds with smaller ionic radius of heavy rare earth (Ho-Lu and Y, Sc) [58]. The ferroelectricity in YMnO$_3$ (~ 800 K [59]) is caused by the tilting of the practically rigid MnO$_3$ block. This tilting occurs just to provide closer packing and as a result the oxygen ions move closer to the rather small Y ions (Fig. 2.14).

Finally, ferroelectricity due to charge ordering: in such a system the ferroelectricity is mainly due to the coexistence of inequivalent sites with different charges and inequivalent bonds such as in LuFe$_2$O$_4$. LuFe$_2$O$_4$ has a ferromagnetic structure at 250 K [62], it shows that below 350 K spontaneous polarization increases below 250 K (Fig. 2.15a). Such increase in polarization suggests a significant coupling between ferroelectricity and magnetic ordering. At 350 K, an equal number of Fe$^{2+}$ and Fe$^{3+}$ ions coexist randomly in a triangular lattice (Fig. 2.15b), thus, iron has an average valence of 2.5. Below 350 K a charge redistribution between layers occurs. Thus the upper layer has a ratio between Fe$^{2+}$ and Fe$^{3+}$ and the lower layer has opposite 1:2 ratio [63]. So the upper layer has net +ve charge and the layer below has a net −ve charge, these two layers together (bilayer) form a dipole moment and induce ferroelectricity.
2.3.3.2 Type II multiferroics

(a) Spiral type-II multiferroics

Figure 2.16: (a) Antiferromagnetic and frustration spins system. (b) Frustrated spin chains with the nearest neighbor FM and next nearest neighbor AFM interactions $J$ and $J'$ [46]. (c) Ferroelectricity induced by the exchange striction in a magnetic spiral state [46].

Most of the type-II multiferroics belong to this subgroup and it is usually found in frustrated systems, where ferroelectricity and antiferromagnetism coexist with gigantic coupling. This is the case in TbMnO$_3$, Ni$_3$V$_2$O$_8$, and MnWO$_4$. The key questions are how is it possible that magnetic ordering can induce ferroelectricity and what is the role of frustration. The
importance of the frustration is illustrated in Fig. 2.16. On the square lattice it is possible to satisfy the requirement of antiparallel ordering. However, on a triangular lattice things are not so straightforward. If two neighboring spins are placed antiparallel, the third spin is faced with a dilemma. In any case one of two neighbors will not have its energy minimized. As a result the system is frustrated and tends to release this frustration by forming unusual magnetic order where magnetization is inhomogeneous. The coupling between electric polarization and magnetization is governed by the symmetry of these two order parameters. As we already mentioned, the polarization $\vec{P}$ and electric field $\vec{E}$ change sign on the inversion of all coordinates, $\vec{r} \rightarrow -\vec{r}$, but remain invariant on time reversal, $t \rightarrow -t$. The magnetization $\vec{M}$ and magnetic field $\vec{H}$ transform precisely the opposite way. Because of this difference in transformation properties, the linear coupling between $(\vec{P}, \vec{E})$ and $(\vec{H}, \vec{M})$ described by Maxwell’s equations is only possible when these vectors vary both in space and time; spatial derivatives of $\vec{E}$ are proportional to the time derivative of $\vec{H}$ and vice versa. This is where frustration comes into play. Its role is to induce spatial variation of magnetization. The period of magnetic states in frustrated systems depends on strengths of competing interactions and is often incommensurate (out of proportion) with the period of crystal lattice. For example, a spin chain with a ferromagnetic interaction $J' > 0$ between neighboring spins has uniform ground state with all spins parallel. An antiferromagnetic next-nearest-neighbor interaction $J < 0$ frustrates this simple ordering, and when sufficiently strong stabilizes a spiral magnetic state. Like any other magnetic ordering, the magnetic spiral (Fig. 2.16b) spontaneously breaks time-reversal symmetry. In addition it breaks inversion symmetry, because the change of the sign of all coordinates inverts the direction of the rotation of spins in the spiral. Thus, the symmetry of the spiral state allows for a simultaneous presence of electric polarization.

Ferroelectricity is induced by lattice relaxation in a magnetically ordered state. The exchange between spins of transition metal ions is usually mediated by ligands, for example oxygen ions, forming bonds between pairs of transition metals. The effect is shown in Fig. 2.16c. Interaction between spins $\vec{S}_n$ and $\vec{S}_{n+1}$ pushes negative oxygen ions in one direction perpendicular to the spin chain formed by positive magnetic ions, thus inducing electric polarization perpendicular to the chain.
The perovskite manganite TbMnO$_3$ is an example of the described mechanism. The spin structure is a sinusoidal antiferromagnetic ordering of the Mn$^{3+}$ moments that takes place below $\approx 40$ K. With further decrease of temperature below $\approx 26$ K the ferroelectric phase with spontaneous polarization emerges.

![Figure 2.17: (a) Electric polarization along c and a axes at various magnetic fields in a single crystal of TbMnO$_3$. Magnetic fields are applied along the b axis. (b) Temperature versus magnetic field phase diagram for TbMnO$_3$ for magnetic field applied along the b axis. The shaded areas show magnetic field hysteresis regions [46].](image)

The polarization along the c axis at $\sim 10$ K is about $8 \times 10^{-4}$ Cm$^{-2}$ which is still rather small compared with that of conventional ferroelectrics ($\sim 2.6 \times 10^{-2}$ Cm$^{-2}$ at 296 K in BaTiO$_3$). Dependence of polarization upon temperature in magnetic field is revealed in Fig. 2.17a. As the magnetic field is applied along the b-axis the magnetic vector changes and the individual magnetic moments change their direction. As a result, the direction of polarization changes and becomes zero in c-direction, while it increases in a-direction. Temperature versus magnetic field phase diagram for TbMnO$_3$ is shown in Fig. 2.17b.

(b) Type-II multiferroics with collinear magnetic structures

In this case all magnetic moments are aligned along a particular axis without the necessary involvement of the spin-orbit interaction. Polarization can appear in these materials as a
consequence of exchange striction because the magnetic coupling varies with the atomic positions. The simplest example is in $\text{Ca}_3\text{CoMnO}_6$ [2]. $\text{Ca}_3\text{CoMnO}_6$ consists of one-dimensional chains of alternating $\text{Co}^{2+}$ and $\text{Mn}^{4+}$ ions. At high temperature the distances between the ions along the chain are identical, the chain has inversion symmetry, and polarization is absent.

Magnetic ordering, however, breaks inversion symmetry: the spins form a ↑↓↓↓ type magnetic structure. Due to an exchange striction the distortion of ferro and antiferro bonds (↑↑ and ↑↓) is different, and we end up in the situation of Fig. 2.18: the material becomes ferroelectric.

2. 3 Crystal structure, magnetic, electric and magnetoelectric properties of $\text{GaFeO}_3$

$\text{GaFeO}_3$ (GFO), has orthorhombic symmetry with space group P c 2$_1$ n. The corresponding lattice parameters at 300 K are $a = 8.7193(2)$ Å, $b = 9.3683(8)$ Å and $c = 5.0672(3)$ Å [64] (Fig. 2.19) The crystallographic unit cell contains four different cation sites labeled $\text{Ga}_1$, $\text{Ga}_2$ (mainly occupied by gallium) and $\text{Fe}_1$, $\text{Fe}_2$ (mainly occupied by iron) [15, 17, 65] and 6 oxygen atoms all in general position 4a. The oxygen atoms form a distorted octahedron around $\text{Ga}_2$, $\text{Fe}_1$ and $\text{Fe}_2$, with cation-oxygen distances that vary from 1.94 to 2.07 Å for $\text{Ga}_2$, and from 1.85 to 2.36 Å for $\text{Fe}_1$ and $\text{Fe}_2$. By contrast, the environment of $\text{Ga}_1$ is almost a regular tetrahedron, with a mean $\text{Ga}_1$-O distance of 1.85 Å.
Physical properties, especially magnetism in GFO, depend strongly on the method of preparation [15, 17, 18, 20] and are highly correlated with the cation distribution among the four crystallographic sites. Single crystals prepared by the flux method, and thus at lower temperature [20], show a transition temperature of about 300 K while single crystals grown by the float zone method [17] or solid state reaction [18] show a magnetic transition temperature of about 200 K (Fig. 2.20). The temperature of the magnetic transition was reported to be 260 K for a slowly cooled sample and 210 K for a quenched sample [15] prepared by the solid state reaction (SR). Moreover, its Curie temperature may be increased to values above room temperature by increasing the Fe content x of the Ga$_{2-x}$Fe$_x$O$_3$ system ($T_c = 370$ K for $x = 1.4$) [17] (Fig. 2.20b).

**Figure 2.19:** Crystal structure of GFO. Projection views along the (left) c and (right) a axes [17].
Figure 2.20: (a) Temperature dependence of magnetization of Ga$_{2-x}$Fe$_x$O$_3$ with $x=1.0$ in field-cooling (FC) mode for three different directions of an applied magnetic field 10 mT. (b) Magnetic transition temperature $T_C$ in Ga$_{2-x}$Fe$_x$O$_3$ as a function of $x$ [17].

Theoretical studies show that ideal GFO without any site disorder has an antiferromagnetic spin configuration in its ground state [66]. Several models of the magnetic structure of GFO have been suggested: ferromagnetic [18], ferrimagnetic [21] or canted-antiferromagnetic [22] structure.

Figure 2.21: Magnetic structure of GFO. Arrows indicate Fe moments [17].

Arima et al. [17] supported a ferrimagnetic model with Fe occupancies 0.18, 0.35, 0.77 and 0.70 in Ga$_1$, Ga$_2$, Fe$_1$ and Fe$_2$ sites, respectively. Fe$^{3+}$ magnetic moment oriented along the c-axis (Fig. 2.21) with Fe$^{3+}$ magnetic moments at 4 K on Fe$_1$, Fe$_2$, and Ga$_2$ sites equal to −3.9, +4.5, and +4.7 $\mu_B$/Fe, respectively. They suggested that the lower $T_C$ value should be ascribed
to the higher Fe occupation at the Ga\textsubscript{1} site, which would be specific to the high temperature synthesis.

In GFO the spontaneous magnetization and polarization should be present [67]. In terms of the group theory, two components of linear magnetoelectric effect tensor $\alpha$, $\alpha_{bc}$ and $\alpha_{cb}$ are nonzero. The origin of the polarization along the b axis is still discussed and there are two assumptions. Abrahams et al. [64] proposed that the piezoelectric effect in gallium iron oxide primarily originates in the Ga\textsubscript{1} tetrahedron. Ga\textsubscript{1}-O\textsubscript{4} bonds of the tetrahedron Ga\textsubscript{1} is almost parallel to the axis b. Pressure along this direction may cause compression of this bond, and induce a dipole and therefore explain piezoelectricity observed by Remeika et al. [18]. Abrahams et al. [64] observed a decrease in the piezoelectric effect when the iron content increases in Ga\textsubscript{2-x}Fe\textsubscript{x}O\textsubscript{3}. As the x value increases, the amount of Fe in Ga\textsubscript{2} sites increases, which leads to a distortion in the octahedron around Ga\textsubscript{2}; the angle made by the Ga\textsubscript{1}-O\textsubscript{4} bond consequently becomes larger.

Pressure along the polar direction would thus tend to rotate the Ga\textsubscript{1}-O\textsubscript{4} bond rather than compress it, hence producing a smaller polarization and the piezoelectric effect. On the other hand, Arima et al. [17] assumed that each Fe atom is octahedrally surrounded by O atoms and slightly displaced from the center of the octahedron; the shift is 0.26 Å at Fe\textsubscript{1} sites and −0.11 Å at Fe\textsubscript{2} sites along the b axis (Fig. 2.22). Thereby the spontaneous electric polarization is

![Figure 2.22: Two kinds of octahedra of oxygen atoms (white circles). Fe atoms (black circles) are displaced from the center of the octahedron O to the off-center O’ along the b axis by an amount of $\delta$; $\delta = 0.26$ Å at Fe\textsubscript{1} sites and $\delta = −0.11$ Å at Fe\textsubscript{2} sites [68].](image)
generated along the b axis. The simple point charge calculation indicates that the electrical polarization of GFO along the b axis is as large as 2.5 \( \mu \text{C/cm}^2 \), this value has never been verified experimentally.

Rado [22] highlights the magnetoelectric coupling in GFO as an induced polarization \((P_{//b})\) by a magnetic field along the c axis \((H_{//c})\) and an induced magnetization \((\delta M_{//c})\) by an electric field along the b axis \((E_{//b})\) and draw these quantities as function of temperature and both sets tend towards zero as the magnetic ordering disappears at the Curie temperature.

![Figure 2.23: Temperature dependence of the magnetoelectric susceptibility [22].](image)

This method allows the qualitative approach magnetoelectric coupling term \(\alpha\) by measuring both linear magnetoelectric effect by applying a field \(E\) or \(H\), respectively, noted \((\text{ME})_E\) and \((\text{ME})_H\). The dimensions of the crystals used were too small to allow a reliable quantitative measure. However the order of magnitude of the coupling coefficient \(\alpha\) is higher than that measured for the magnetoelectric compound \(\text{Cr}_2\text{O}_3\) \((\alpha_{zz} = 4.13 \times 10^{-12} \text{ s/m}) [43, 64]\). Rado explained the magnetoelectric coupling in GFO as a combination of piezoelectricity and magnetostriction effects. In 1998, Popov et al. [69] demonstrated no direct link between magnetostriction and magnetoelectric coupling in this compound. More recently, Arima et al. [17] have observed an induced polarization along the b axis by a magnetic field applied along the c axis for \(\text{Ga}_2\text{Fe}_x\text{O}_3\) crystals \((0.8 < x < 1.1)\) as shown in Fig. 2.24. The observed butterfly curves are due to a magnetization reversal process. No electric polarization along the c axis is induced as a magnetic field applied along the b axis as shown by a broken line in Fig. 2.24. This study estimated \(\alpha_{bc} = 2.1 \times 10^{-11} \text{ s/m}\) for GFO, the appearance of polarization along the c
axis, induced by the application of a magnetic field along the b axis, has not been observed and the $\alpha_{cb}$ coefficient is estimated at a value less than $10^{-12}$ s/m. The different values obtained for $\alpha_{bc}$ and $\alpha_{cb}$ disagree with the results previously obtained by Rado [22].

Arima et al. [17] explain quantitively the difference between $\alpha_{bc}$ and $\alpha_{cb}$ coefficients as follows. In the $H_{//c}$ case where a magnetic field is parallel to the Fe spin moments, the Fe$_2$ moment increases while the Fe$_1$ moment decreases. If the displacement along the b axis of Fe$_2$ is enlarged by the modulation of the magnetic moment, that of Fe$_1$ is reduced, conversely. Since the displacements of Fe$_1$ and Fe$_2$ are opposite in direction with each other, the magnetic field induced modulation of the displacement cooperatively affects the bulk polarization $P_b$ as a result. In the $H_{//b}$ case, a magnetic field makes the Fe$_2$ moment canted toward the +b direction, when the Fe$_1$ moment is canted toward the −b direction.

**Figure 2.24:** (a) Measuring of magnetoelastic effect in Ga$_{2-x}$Fe$_x$O$_3$ single crystals, (b) Qualitative explanation of a large difference between the $\alpha_{bc}$ and $\alpha_{cb}$, where $u_i$ is a local displacement from the center of the octahedron [17].
There are several reports on the Mössbauer spectroscopy of this material [21, 70, 71], but the measurements were conducted by using powdered specimens and the analysis by two subspectra approximation. Bertaut et al. proposed a three sublattice ferrimagnetic model that Fe\textsuperscript{3+} ions occupy Fe\textsubscript{1}, Fe\textsubscript{2}, and Ga\textsubscript{2} sites with the occupancy of 0.87, 0.90, and 0.54, respectively [72].

![Mössbauer spectrum for GFO at 293 K (a) and 5 K (b)](image)

**Figure 2.25:** Mössbauer spectrum for GFO at 293 K (a) and 5 K (b) [74].

At low temperature GFO shows magnetoelectric (ME) effect. In general, when the magnetic field or the electric field is applied to the material, the ME effect is caused by the change in (1) magnetic interaction due to the displacement of ions, (2) magnetic anisotropy, and (3) g-value. Especially in the case (1), Mössbauer quadrupole effect is expected to change because it is very sensitive to the local structure. More recently, Nakamura et al. [73] investigated the origin of magnetoelectric (ME) in GFO single crystal prepared by float zone method using Mössbauer spectroscopy. So, they decomposed Mössbauer spectra into three subspectra as shown in Fig. 2.25, corresponding to Fe\textsuperscript{3+} ions on Fe\textsubscript{1}, Fe\textsubscript{2} and Ga\textsubscript{2} sites. The quadrupole splitting (QS) of the Fe\textsubscript{1} subspectrum, 1.05 mm/s, is too large to be explained by the electric field gradients (EFG) due to the lattice contribution. At 5 K, there is no difference in the quadrupole parameters between the spectra with and without applied magnetic field, suggesting that the ME effect is not caused by a displacement of ions.

An anomaly in the dielectric constant has been observed in GFO prepared by the solid state reaction method [74] near the transition temperature, \( T_c = 225 \text{ K} \) as shown in Fig. 2.26a. A similar weak anomaly in dielectric measurement as a function of temperature has been found in other systems such as hexagonal YMnO\textsubscript{3} [75] at \( T_N = 70 \text{ K} \) and CuO at the onset of paramagnetic to spiral antiferromagnetic transition \( = 270 \text{ K} \) [76]. In a ferroelectromagnet, the difference in the dielectric constant \([\Delta\varepsilon = \varepsilon(H) - \varepsilon(0)]\) below \( T_c \) is proportional to the square of
the magnetization, i.e. \( \Delta \varepsilon \approx \gamma M^2 \), where \( \gamma \) is the magnetoelectric (ME) coupling constant [7]. Sun et al. [74] observed a linear relationship between \( \Delta \varepsilon \) and \( M^2 \) as indication of ME coupling and reported the magnetocapacitance of -0.5% close to \( T_C \) in GFO based on the extrapolation of the zero field anomaly, Fig. 2.26b.

Naik et al. [77] also observed dielectric anomaly in bulk GFO (prepared by solid state reaction method) around the magnetic transition temperature, but the dielectric loss does not show any clear anomaly close to \( T_C \) in zero magnetic field and this anomaly suppression in a small magnetic field of \( \mu_0 H = 60 \) mT (Fig. 2.26c) suggests an active ME coupling in GFO sample. The magnetodielectric (MD) coefficient calculated in this case from the equation

\[
MD = \frac{\varepsilon(H) - \varepsilon(0)}{\varepsilon(0)}
\]

is shown as a function of temperature in the inset of the Fig. 2.26d (right scale) and it is found to be -1.8% close to \( T_C \) in GFO, which is lower than the huge value of -60% MD and -8% MD observed in the ferromagnetic BiMnO\(_3\) [51] (at \( T_T C \approx 100 \) K and applied magnetic field = 9 T) and E type antiferromagnetic HoMnO\(_3\) [78] (at \( T = 4.5 \) K and \( \mu_0 H = 7 \) T), respectively.
Figure 2.26: (a) Permittivity ($\varepsilon'$) and dielectric loss (tan$\delta$) as a function of temperature at 100 kHz for GFO. (b) Permittivity for GFO at 100 kHz and its extrapolation from the paramagnetic range [74]. Temperature dependences of (c) $\varepsilon'$ and (d) tan$\delta$ at $f=$100 kHz, 500 kHz and 1 MHz; inset shows the temperature dependences of $\varepsilon'$ in $\mu_0H = 0$ and 60 mT at $f =$ 1 MHz and also MD coefficient (right scale) as a function of temperature at $f =$ 1 MHz [77].
The P-E loops measured at frequency \( f = 1 \text{ kHz} \) and temperature \( T = 150, 200, \) and 225 K [77] (Fig. 2.27a) show unsaturated hysteresis loops rounded at the highest applied electric field, which reveals the leakage current contribution that overshadows the true polarization due to the orientation of the electric dipoles. Also, the highly frequency dependent P-E loops at \( T = 150 \text{ K} \) (Fig. 2.27b) measured in different frequencies ranges \( (f = 1 \text{ kHz} \text{ to } 50 \text{ Hz}) \) suggest that GFO sample does not appear to be ferroelectric because the P-E loops open up as the measurement frequency decreases, which is an artifact due to the leakage current contribution [79].

![Figure 2.27: P-E loops at selected temperatures](image)

**Figure 2.27:** (a) P-E loops at selected temperatures (frequency of the hysteresis cycle \( f = 1 \text{ kHz} \)) and (b) P-E loops at \( T = 150 \text{ K} \) with different frequencies of the hysteresis cycle \( (f = 1 \text{ kHz} \text{ to } 50 \text{ Hz}) \) [77].

Very recently Shireen et al. [80] studied the effect of Al substitution on the properties of GFO. \( \text{Ga}_{0.5}\text{Al}_{0.5}\text{FeO}_3 \) shows a ferromagnetic behavior similar to \( \text{AlFeO}_3 \) and GFO with \( T_c \) of 220 K. The dielectric below \( T_c \) and it increases significantly above \( T_c \), which unlike that of relaxor ferroelectrics, Figs. 2.28a and b. Also, \( \text{Ga}_{0.5}\text{Al}_{0.5}\text{FeO}_3 \) shows a ferroelectric hysteresis at relatively low temperatures (< 300 K) with saturation polarization \( (P_m) \) and remnant polarization \( (P_R) \) very much higher than in \( \text{GaFeO}_3 \), Figs. 2.28c and d.
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The application of a magnetic field has a marked effect on the dielectric properties of GFO and Ga$_{0.5}$Al$_{0.5}$FeO$_3$. The effect of 2T is also shown for both samples. The ferroelectric hysteresis loops for (c) GFO and (d) Ga$_{0.5}$Al$_{0.5}$FeO$_3$ at 200 K (1 kHz) showing leaky behavior [80].

**Figure 2.28:** The temperature variation of dielectric properties of (a) GFO and (b) Ga$_{0.5}$Al$_{0.5}$FeO$_3$. The effect of 2T is also shown for both samples. The ferroelectric hysteresis loops for (c) GFO and (d) Ga$_{0.5}$Al$_{0.5}$FeO$_3$ at 200 K (1 kHz) showing leaky behavior [80].

The application of a magnetic field has a marked effect on the dielectric properties of GFO and Ga$_{0.5}$Al$_{0.5}$FeO$_3$, Figs. 2.28a and b. Both these oxides show large magnetocapacitance and a significant variation of the magnetocapacitance with frequency, as shown in Fig. 2.29a. Maximum magnetocapacitance is observed in these two oxides around 40 kHz and at this frequency, Ga$_{0.5}$Al$_{0.5}$FeO$_3$ shows 60% magnetocapacitance at 2 T and 35% at 1 T. The variation of % magnetocapacitance with magnetic field for all three oxides is shown in Fig. 2.29b. The marked variation of magnetocapacitance in GaFeO$_3$ and Al$_{0.5}$Ga$_{0.5}$FeO$_3$, is noted worthy and it increases with the magnetic field.
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Figure 2.29: (a) The variation of % magnetocapacitance with frequency for GFO and Ga$_{0.5}$Al$_{0.5}$FeO$_3$ at a magnetic field of 2T. In the inset, the variation of % magnetocapacitance with frequency at 1 T is shown, (b) the variation of % magnetocapacitance with magnetic field for AlFeO$_3$ (0.5 kHz, 300 K), GFO (40 kHz, 300 K) and Ga$_{0.5}$Al$_{0.5}$FeO$_3$ (40 kHz, 300 K) [80].
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Experimental and characterization: Principles and techniques

3 Introduction

In this chapter, a brief description is given of the preparation, experimental methods and instruments used in the characterization of the samples in this thesis.

3.1 Synthesis

3.1.1 Synthesis of bulk materials by solid state reaction

Bulk GaFeO$_3$ powder was prepared by solid state reaction between Ga$_2$O$_3$ (ChemPur, 99.99%) and Fe$_2$O$_3$ (Aldrich, 99.9%). Precursor powders were calcined for ~ 20h at 900°C and then at 1050°C (20h). These powders were reground thoroughly, pelletized and sintered at 1200°C (20h) and again at 1300°C (10h) to obtain stoichiometric compounds.
GaFeO$_3$ substituted with Mn were prepared by solid state reaction with Mn$_2$O$_3$ (Aldrich, 99.99%), Fe$_2$O$_3$ and Ga$_2$O$_3$. Mn-substituted samples were fired at different temperatures. Cr-substituted GaFeO$_3$ samples were obtained from Ga$_2$O$_3$, Fe$_2$O$_3$ and Cr$_2$O$_3$ (ChemPur, 99%). The samples were annealed at 900°C (20h) and then at 1050°C (50h). These powders were reground thoroughly, pelletized and sintered at 1300°C (10h).

### 3.1.2 Sol gel synthesis of GaFe$_{1-x}$Mn$_x$O$_3$ solid solution

Stoichiometric amounts of FeCl$_3$.6H$_2$O (Merck KgaA, 99.9%) , Ga(NO$_3$)$_3$.6H$_2$O (Aldrich, 99.9%), Mn(NO$_3$)$_2$.xH$_2$O (Alfa Aesar, 99.98%), a suitable amount of citric acid (Alfa Aesar, 99.999%) and ethylene glycol (EG) are mixed in distilled water. Subsequently, solutions were heated under stirring. The resultant gel precursors were decomposed at about 400°C and black powders were obtained. These precursors were heated at 500°C for 1h and then separated into different parts and annealed at 1000°C, 900°C, 800°C, 700°C and 500°C in a flow of oxygen in case of Mn doped samples.

### 3.2 Characterization techniques

#### 3.2.1 Structural and physical characterization of samples

The phase purity and crystal structure of all prepared samples were characterized by X-ray diffraction (XRD). A STOE STADI/ P powder diffractometer equipped with a position sensitive counter (MoK$_{α_1}$-radiation, $λ = 0.709703$ Å) was used. All conventional X-ray diffraction measurements were performed in $ω$-2$θ$ geometry (transmission mode). The lattice constants, structural parameters and quantitative phase analyses of the samples were refined by the FULLPROF program package [81]. Existing phases in the samples were identified by matching with the ICCD database. A pseudo-Voigt function was used for simulation of the profile of the Bragg peaks and the background was interpolated between some fixed background points of the patterns.

Thermal analyses were carried out on a TA Instrument Netzsch STA 429 Simultaneous TGA-DTA. Thermogravimetric-differential thermal analysis (TG-DTA) is a thermoanalytical technique that combines measurements of mass loss and energy changes over a defined
temperature range. The data plot obtained from this type of experiment is known as a TG curve where percent mass is plotted as a function of temperature (Fig. 3.1).

Mass losses observed in the TG curve often represent decomposition, or evaporation of a portion of the sample. Discontinuities in the DTA curve represent energy consumption or release from phase transitions. These events include crystalline to crystalline phase transitions, as well as crystallization of amorphous materials. By determining where changes occur in the TG-DTA curves, temperatures for heat treatments can be chosen. About 10 mg of gel powder is loaded into a standard platinum crucible at room temperature. The crucible is then heated up to 1000 °C at a constant rate of 10 °C/min in air and in flow of oxygen in case of Mn doped samples. In this study, the most important consideration is the loss of all residual organics, which is indicated by flattening of the TG curve.

Surface morphologies were investigated on High Resolution Scanning Electron Microscopy (HRSEM (XL30 FEG, PHILIPS) with the acceleration voltage of 10 to 25 kV). Samples in pellet form were analyzed. In order to improve measurement precision and also improve the electrical conductivities of the samples, before the measurement some of the samples were covered by a thin Au coating. TEM experiments were performed on a PHILIPS CM20
transmission electron microscope equipped with an EDX-detector (HPGe, Voyager, Noran Instruments).

### 3.2.2 Magnetization measurement

A SQUID (Superconducting Quantum Interference Device) consists of a closed superconducting loop. If a sample is moved through the superconducting coils, it induces an electric current in the detection coils that is proportional to a change in the magnetic flux. Hence, the SQUID functions as a highly linear current to voltage converter, so the variations in the voltage output are proportional to the magnetic moment of the sample. This instrument allows the detection of very low signals, with a resolution of $10^{-8}$ emu, and for this reason it is suited to characterize samples containing low quantities of magnetic material. The magnetization measurements were carried out in zero field-cooled (ZFC) and field-cooled (FC) conditions in the temperature interval from 5 K to 300 K under a magnetic field of 100 Oe. In the ZFC mode, the sample was cooled in zero field from 300 K to 5 K and after stabilization of the temperature, a measuring field of 100 Oe was applied. The data were then recorded whilst warming the sample. In the FC mode, the sample was cooled down from 300 to 5 K in the presence of a field of 100 Oe and then measurements were carried out whilst warming in the same field. Also M vs H hysteresis curves were measured at 10 K in applied magnetic fields H ranging up to 60 kOe.

### 3.2.3 Impedance spectroscopy

Impedance spectroscopy (IS) is a flexible tool for simultaneous electrical and dielectric characterization of materials. This powerful technique has been widely used to characterize the dielectric behaviour of single crystal, polycrystalline and amorphous ceramic materials. The experimental data contains three variables, real and imaginary component of the electrical response and frequencies together with four inter related electrical response formalisms: impedance ($Z^*$), admittance ($Y^*$), relative permittivity ($\varepsilon^*$), and electric modulus ($M^*$). Consequently, data can be presented in many formats; in practice, it is often found that different formats may highlight different electrical characteristics of a sample. It is the most commonly used experimental technique to analyze the dynamics of the ionic movement in solids. The general approach is to apply a monochromatic (single frequency) voltage to the sample and measure the corresponding response current as the frequency is scanned.
Equations below represent the monochromatic input voltage and the complex response current, where $\theta$ is the phase difference between voltage and current, $\omega$ is the angular frequency ($\omega \equiv 2\pi f$), $t$ is time, and the subscript $m$ stands for measured.

\[
v(t) = V_m \sin(\omega t)
\]
\[
i(t) = I_m \sin(\omega t + \theta)
\]

Any inductive or capacitive effects of a sample cause a corresponding phase shift of the response current with respect to the voltage. This phase shift is incorporated into the response as the phase angle $\theta$. It is then understood that the impedance of a sample with no inductive or capacitive effects is zero and the response is purely resistive. The conventional impedance is therefore defined as $Z(\omega) = \frac{v(t)}{i(t)}$, and the magnitude of the impedance is as $|Z(\omega)| = \frac{V_m}{I_m}$. The phase angle $\theta$ and the magnitude of the impedance can be determined from the real and imaginary components of impedance as shown below in Fig. 3.2,

\[
Z(\omega) = Z' + jZ''
\]
\[
Z' = \text{real} = Z \cos(\theta)
\]
\[
Z'' = \text{imaginary} = Z \sin(\theta)
\]
\[
\theta = \tan^{-1}\left(\frac{Z''}{Z'}\right)
\]

**Figure 3.2:** Impedance response showing real and imaginary components.
• **Impedance of ceramics**

The impedance response of a polycrystalline ceramic can have separate arcs when plotted as $Z'$ real impedance $Z$ vs. $Z''$ imaginary impedance $Z$ (Fig. 3.3). The different arcs represent different electrical aspects of the sample. The low frequency arc represents grain boundary response, and the high frequency arc represents bulk grain response. In most cases, a small arc is visible in the low frequency domain, which is typically attributed to the electrodes. Also in many cases the grain and grain boundary response are not visible as separate arcs. The arcs in the impedance response plot can also be modelled with equivalent circuits. This can yield numerical values for the different electrical aspects of a material. An example of a possible impedance response of a ceramic and the corresponding equivalent circuit is presented in Fig. 3.3. The resistance values of a given sample can be obtained from the response plots as is evident in Fig. 3.3. When the phase angle $\theta$ goes to zero the impedance response represents only “real” impedance, and the values $R_1$ and $R_2$ in Fig. 3.3 can be used to calculate the grain and grain boundary resistances. For the grain resistance this is simply the value $Z_1$ and for the grain boundary resistance this is the value $(Z_2 - Z_1)$. Many times the high-frequency (or left-most) arc does not intersect with the origin of the plot. In such a case, the length of arc on the real axis is taken as the resistance $R_1$, similar to obtaining the resistance for the grain boundary arc ($R_2$). The corresponding capacitance values can be similarly calculated from the resistance values (see below). The $C_1$ and $C_2$ correspond to grain resistance ($R_1$) and grain boundary resistance ($R_2$), respectively.

$$C_1 = \frac{1}{2\pi f_1(R_1)}$$

$$C_2 = \frac{1}{2\pi f_2(R_2 - R_1)}$$

Where $f_1$ and $f_2$ are the frequency values for the peak of the corresponding semicircle.
Dielectric and polarization studies

For GaFe$_{1-x}$Mn$_x$O$_3$ prepared by solid state reaction and sol gel methods, uniaxially pressed powders heated at 1200°C, and 800°C in case of SR and SG@900°C samples, respectively were used. Then they were cold pressed using a "wet-bag" pressing technique in weber presser KIP100E isostatic press to achieve uniform distribution throughout pellets. These pellets were then sintered at 1300°C (10h) and 900°C (10h) for SR and SG@900°C samples, respectively. Silver electrodes were prepared for the samples and the dielectric measurement was controlled by a programmable electrometer (KEITHLEY 617). The complex dielectric permittivity was investigated for selected samples at 10 kHz, 50 kHz and 100 kHz in the temperature range 160K to 340 K with a step of 2 K/min, using a liquid nitrogen cryo-furnace (SMC Air liquid) and a HP4192A impedance analyzer.

It is also possible to use a programmable electrometer for dielectric measurements, allowing for investigations across various temperature ranges. The use of sol-gel methods and solid-state reactions in preparation techniques provide a versatile platform for exploring materials with diverse properties.

For the Cr doped GaFeO$_3$ system, the uniaxially pressed powder (heated at 1050°C) was then cold pressed using a "wet-bag" pressing technique in weber presser KIP100E isostatic press to achieve uniform distribution throughout the pellet and then sintered at 1300°C (10h). Silver electrodes were prepared for the samples and the dielectric measurement was controlled by a programmable electrometer (KEITHLEY 617). The complex dielectric permittivity was investigated using a Novocontrol Alpha-A analyzer (f = 100 −10$^7$ Hz), in the temperature range from 133 K- 350 K with a ZGS active sample cell.

Figure 3.3: Possible impedance response plot of a polycrystalline ceramic and the corresponding RC equivalent circuit.
The polarization hysteresis loop measurement was performed with a frequency of 4 Hz at room temperature and 255 K using a standardized ferroelectric test system (RT - 66A, Radiant Technologies). The samples were prepared as described before for dielectric measurements.

3.2.4 Neutron diffraction

Neutrons can be used as a complementary method to XRD for studying the structure of crystalline materials. Neutrons interact with the nuclei of the atoms and the unpaired electron spins while X-rays interact with the electron cloud which provides several advantages. Firstly, there is no fall off in the intensity with Bragg angle $\theta$ as the distance at which the interaction between the neutron and the nucleus occurs is much shorter than the wavelength of the neutron. Secondly, in contrast to the $Z^2$ dependence for X-rays, the scattering power of an atom is not strongly related to its atomic number. This means that neutron diffraction makes it possible to detect lighter elements in the presence of heavier ones, which is very useful when determining oxygen positions and distinguish between neighbouring elements such as transition metals Mn, Fe and Ni. Finally, the interaction between the neutron’s magnetic moment and those of the atoms/ions with unpaired electron spin provides information about magnetic order.

3.2.4.1 Neutron diffraction of magnetic compounds

Neutron diffraction can be used to study magnetic structures as neutrons, with spin quantum number of ½, possess a magnetic moment which can interact with unpaired electrons on cations in a crystal structure. The magnetic structure can be determined by collecting data below and above the magnetic ordering temperature, which makes it possible to identify the peaks that are a result of coherent diffraction from magnetic spins. Paramagnetic materials scatter neutrons incoherently, as the magnetic spins are randomly oriented in all directions, and provide no contribution to the Bragg peaks, only to the background. Magnetic scattering will occur for an ordered array of magnetic atoms. Ferromagnets generate magnetic peaks that are superimposed on the nuclear peaks since the atoms and the magnetic moments have the same periodicity. Antiferromagnets give rise to additional reflections on a supercell of the nuclear cell. The magnetic peaks can be indexed with hkl values and the magnetic unit cell, which may be of the same size or bigger than the crystallographic unit cell, can be determined. For example, if the antiferromagnetic ordering results in a doubling of the unit
cell in all three directions one of the additional peaks will be \((hkl) = (\frac{1}{2},\frac{1}{2},\frac{1}{2})\). The magnetic peaks are normally observed at long d-spacings because of the fall off in the magnetic scattering length with \(\theta\). A magnetic model should be created that is in agreement with the symmetry and the saturated magnetic moment for each atom in the magnetic structure can then be calculated by refinement of this model.

![Figure 3.4: Principle of the structure powder diffractometer SPODI at the FRM-II [83].](image)

Neutron diffraction data were collected at the research neutron reactor FRM-II (Garching near Munich, Germany) at the structure powder diffractometer SPODI [82]. Apart from routinely working with a high take-off angle \((2\theta)\) of 155° as shown in Fig. 3.4, the key use of a thermal neutron guide for the SPODI diffractometer makes it achieve a better resolution and a higher intensity. The use of sample collimator also influences and improves its resolution over a wide 2\(\theta\) range.

### 3.2.4.2 Magnetic symmetry

As mentioned in case of antiferromagnetic structure, the magnetic unit cell may be doubled in one or more directions compared to the chemical unit cell. This can also be seen as an extension of the symmetry through the inclusion of anti-translation leading to an expansion from the 14 standard Bravais lattices in ordinary crystallography to 36 magnetic Bravais lattices [84]. From these, 1421 space groups can be developed by addition of a new antisymmetry operation, designated \(R\), which reverses the direction of the magnetic moment. Including the 230 standard crystallographic space groups, this gives a total of 1651 so called
‘Shubnikov groups’ applicable to materials with ferromagnetic and antiferromagnetic structures [85].

### 3.2.5 Mössbauer spectroscopy

Mössbauer spectroscopy relies on the recoil free resonant emission and absorption of $\gamma$ radiation. The effect was discovered by Rudolf Mössbauer in 1957.

$^{57}$Co decays with a half life time of 270 days into an excited state of $^{57}$Fe. The excited $^{57}$Fe state with nuclear spin $I_e = 3/2$ will decay with a half life time of $\tau_{1/2} = 98$ ns to ground state with spin $I_g = 1/2$, creating a $\gamma$-ray with an energy of 14.4 KeV. This $\gamma$-ray may then be resonantly absorbed by another nucleus. If the nuclei are isolated conservation of momentum will impart a recoil energy to the emitting nucleus reducing the energy of the $\gamma$-rays. So the energy of the $\gamma$-rays will not be sufficient to excite another iron nucleus. However, if the emitted and absorbing nuclei are in crystal lattices the entire lattice may absorb the recoil, making the recoil energy small. The probability of this occurring is proportional to the f-factor given by

$$ f = e^{-\frac{E_\gamma^2}{kT\langle u^2 \rangle}} $$

where $E_\gamma$ is the $\gamma$-ray energy, $c$ is the velocity of light and $\langle u^2 \rangle$ is the mean square vibrational amplitude of atoms in crystal, which increases as the temperature increases. The requirements for a large f-factor is a low $E_\gamma$ and small thermal vibration of the nuclei, $^{57}$Fe in solid materials satisfies these conditions.

In a conventional Mössbauer experiment a radioactive source containing the Mössbauer isotope in an excited state, for example radioactive $^{57}$Co in Rh matrix for $^{57}$Fe is moving relative to an absorber consisting of the material to be investigated containing $^{57}$Fe nuclei in the ground state.

If a source of emitting nuclei is moved at a velocity $v$ compared to an absorber, the emitted $\gamma$-ray energy will suffer a Doppler shift of $\Delta E = v/c$, where $v$ is the source velocity. For example if $v = 1$mm/s, $\Delta E = 10^{-8}$ eV, which is comparable to energy shifts and splitting of nuclear states caused by hyperfine interaction ($\sim 10^{-7}$ eV). The Mössbauer spectrum thus obtained consists of a plot of the intensity of $\gamma$- radiation transmitted through the absorber (or relative absorption) as a function of the source velocity. In $^{57}$Fe Mössbauer spectroscopy a source
velocity in the interval ±10 mm/s is enough to compensate for the shifts due to the hyperfine interaction.

3.2.5.1 Hyperfine interactions

The Mössbauer spectrum, which is described by the number, position, shape and relative intensity of the absorption lines is governed by the nature of the different hyperfine interactions. These interactions perturb the nuclear energy levels and give rise to the hyperfine parameters: the isomer shift, the quadrupole splitting and the magnetic hyperfine field.

Figure 3.6: Different local environments around atomic nuclei result in energy difference. The simplest case produces a velocity shift of the peak in the transmission spectrum (a), called an isomer shift and denoted by IS. The notation 1/2 and 3/2 refer to the nuclear spin, or angular momentum quantum numbers I. When the quadrupole moment at the nucleus interacts with the electric field gradient at the nucleus, it causes the $^{57}$Fe Mössbauer spectrum to show a doublet. The phenomenon is called quadrupole splitting and is denoted by QS (b). If there is a magnetic field present at the nucleus, then hyperfine or Zeeman splitting takes place in the nuclear energy levels, producing a sextet in the Mössbauer spectrum (c). The arrows in gray represent transitions that are disallowed by the selection rule $|\Delta m| \leq 1$ [86].
3.2.5.2 The isomer shift

The isomer shift arises due to the non-zero volume of the nucleus and the electron charge density due to s-electrons within it leading to an electric monopole (coulomb) interaction which alters the nuclear energy levels. The volume of the nucleus in its ground and excited states are different and the s electron densities are affected by the chemical environment. This shift is known as isomer shift or center shift. It is recorded in mm/s, and is denoted by IS, CS, or δ (Fig. 3.6a). Any difference in the s-electron environment between emitter and absorber thus produces a shift in the resonance energy of the transition. This shift cannot be measured directly and so a suitable reference is necessary, such as a specific source or an absorber. In all of the results presented in this thesis isomer shifts are quoted relative to α-Fe at room temperature.

![Figure 3.7: Distribution of isomer shift and quadruple splitting ranges with respect to spin and oxidation state [86].](image)

The isomer shift is good for probing the valence state of the Mössbauer atom. As the wave functions of the s-electrons penetrate into outer shells changes in these shells will directly alter the s-electron charge density at the nucleus. For example, Fe$^{2+}$ and Fe$^{3+}$ have electron configurations of (3d)$^6$ and (3d)$^5$ respectively. The ferrous ions have less s-electron density at the nucleus due to the greater screening of the d-electrons. This produces a positive isomer shift greater in ferrous iron than in ferric (Fig. 3.7a). Although isomer shift itself is not temperature dependent, the non-zero mean squared velocity of the nuclei results in a change
of isomer shift with temperature. This phenomenon is known as a second order Doppler shift, and is typically denoted by $\delta_{\text{SOD}}$. Isomer shift then becomes

$$\delta(T) = \delta_1 + \delta_{\text{SOD}}(T)$$

The second order Doppler shift (SODS) is a temperature-dependent effect on the center shift of a Mössbauer spectrum. Above 0 K atoms in a lattice oscillate about their mean position. The frequency of this oscillation is of the order of $10^{12}$ Hz meaning that the average displacement during the lifetime of a Mössbauer event is zero. However, second order Doppler shift depends on $<\nu^2>$ leading to the mean square displacement being non-zero. This energy shift is given by

$$\frac{\delta E_\gamma}{E_\gamma} = -\frac{\langle \nu^2 \rangle}{2c^2}$$

### 3.2.5.3 Electric quadrupole hyperfine interactions

When the quantum spin number, I, is greater than 1 in the nucleus (Fig. 3.6b), there is no longer nuclear spherical symmetry. For a non-spherical nucleus, electric quadrupole hyperfine interactions could alter their energy levels if a local electric field gradient (EFG) $\nabla E$ exists,

$$\nabla E_{ij} = -\frac{\partial^2 V}{\partial x_i \partial x_j} = -V_{ij},$$

\[ \{x_i, x_j\} = \{x, y, z\} \quad (3.1) \]

where $V$ is the electrostatic potential. There are two contributions to the EFG

i) lattice contributions from charges on distant ions and

ii) valence contributions due to incompletely filled electron shells. If a suitable coordinate system is chosen the EFG can be represented by three principal axes, $V_{xx}$, $V_{yy}$, and $V_{zz}$.

If an asymmetry parameter is defined using these axes as

$$\eta = (V_{xx} - V_{yy})/V_{zz}, \quad (3.2)$$

where $|V_{zz}| > |V_{xx}| \geq |V_{yy}|$ so that $0 \leq \eta \leq 1.0$.

This interaction partially removes the $(2I + 1)$-fold degeneracy of the nuclear energy states, causing the $I = 3/2$ nuclear energy level to split. The phenomenon is called quadrupole splitting and is denoted by $\Delta$, $\Delta$, or $\Delta E$Q. The result is two peaks (a doublet) instead of one in the Mössbauer spectrum. Quadrupole splitting is the distance between the two peaks, which corresponds to the energy difference between the split states. Quadrupole splitting, like
isomer shift, is sensitive to the coordination number and oxidation state of the atom because it, too, results from changes in the local electronic environment. Fig. 3.7b shows the variation of quadrupole splitting and isomer shift with coordination number and oxidation state.

### 3.2.5.4 Magnetic hyperfine field interactions

There is a magnetic moment associated with the $^{57}\text{Fe}$ nucleus that is caused by an interaction between the nucleus and its electrons. This magnetic moment can interact with external magnetic fields that originate from the structure of the iron-bearing material. The result is a complete loss of degeneracy in the energy levels of the $^{57}\text{Fe}$ nucleus, causing 6 peaks to appear in the spectrum instead of one or two (Fig. 3.6c). This is called magnetic hyperfine interaction or Zeeman interaction. In most cases, selection rules for the nuclear energy level transitions exist, $(|\Delta m| \leq 1)$, forbidding the transitions from $I = 1/2$ to $I = -3/2$ and $I = -1/2$ to $I = 3/2$, such as in Fe foil. The hyperfine splitting is determined by the hyperfine magnetic fields which, in turn, are determined by the chemical environment of the iron atom.

### 3.2.5.5 Combined magnetic and quadrupole interaction

When dealing with quadrupole or magnetic splitting separately with chemical isomer shifts the recorded spectrum has uniform shifts of resonance lines with no change in their relative separation. Since the quadrupolar and magnetic interactions are angle dependent, so when they are both present the interpretation of the spectrum can be complex. The situation can be simplified a great deal if two assumptions are made:

1. The electric field gradient is axially symmetric with its principal axis, $V_{zz}$, at angle $\theta$ to the magnetic axis.
2. The strength of the quadrupole interaction is smaller than the magnetic interaction.

The situation to the Hamiltonian can be then solved by treating the quadrupole interactions as a perturbation. So that the resultant spectrum is given in Fig. 3.8.

For most $^{57}\text{Fe}$ spectra the result is a shift in the relative position of lines 1, 6 with lines 2, 3, 4, 5. For a positive quadrupole splitting lines 1, 6 are shifted positively relative to lines 2, 3, 4, 5 and vice versa. The line separations are equal when there is no quadrupole effect or when $\cos \theta = 1 / \sqrt{3}$.
It was recently shown that in the case of powdered absorbers exhibiting mixed hyperfine interactions, e.g. magnetic dipole and electric quadrupole ones, the method of invariants is particularly useful [87] because it serves as a method of decomposition of spectra into the subspectra, thus avoiding the so called ambiguity problem [88]. In the case of $^{57}$Fe Mössbauer spectroscopy there are four excited sublevels of $I = \frac{3}{2}$ nuclear state and therefore there are only four independent hyperfine parameters available in the experiment with texture free absorbers. To avoid ambiguity during the fitting procedure one can describe each subspectrum by a set of invariants.

### 3.2.5.6 The method of invariants for dominating magnetic interaction

The line positions in the Mössbauer spectra of texture free absorbers can be given explicitly by invariants $S_0$, $S_1$, $S_2$, constructed from the electric field gradient (EFG) tensor $\mathbf{V}$ and the hyperfine magnetic field (HMF) pseudovector $\mathbf{B}$:

![Diagram](https://via.placeholder.com/150)

**Figure 3.8:** The effect of a first order quadrupole perturbation on a magnetic hyperfine spectrum for $\frac{3}{2} \rightarrow \frac{1}{2}$ transition. Lines 2, 3, 4, 5 are shifted relative to lines 1, 6.
\[ S_0 = a \sqrt{\text{Tr} V^2}, \]
\[ S_1 = a m^T \cdot V \cdot m, \]
\[ S_2 = a \sqrt{m^T \cdot V^2 \cdot m}. \]  

(3.3)

where

\[ a = eQc / E_\gamma \]  

(3.4)

is the proportionality constant between the EFG components (in [V/m^2], SI units). The invariants are expressed conveniently for applications in [mm/s]. Q is the nuclear quadrupole moment, e is the elementary charge, c is the speed of light, \( E_\gamma \) is the energy between the ground and the excited state, \( m = B/B \). The positions of absorption lines and their intensities in a Mössbauer spectrum can be given explicitly by coefficients of the secular equation for the excited nuclear states

\[ u^4 + pu^2 + qu + r = 0, \]  

(3.5)

where

\[ p = -\frac{1}{12} \left( 30u_B^2 + S_0^2 \right), \]
\[ q = -S_1u_B^2, \]  

(3.6)

\[ r = \frac{1}{576} \left( 18u_B^2 + S_0^2 \right)^2 - 144u_B^2S_2^2 \]

\( u_B = g_{3/2} \mu_B Bc / E_\gamma \) is the characteristic velocity and \( g_{3/2} \) is the nuclear g-factor of the excited nuclear spin 3/2 state. The absorption line positions \( u_{\alpha\beta} \) (expressed conveniently in the velocity units) in the Mössbauer spectrum are:

\[ u_{\alpha\beta} = u_\alpha - \beta \frac{g_{1/2} \mu_B Bc}{2E_\gamma} \]  

(3.7)

where \( g_{1/2} \) denotes the nuclear g-factor of the ground state. The index \( \beta = \pm 1 \) corresponds to two ground states and \( u_\alpha \) are four roots of (3.5). Relative line intensities for a texture free sample (the trace of the intensity tensor) have an explicit form [87]:

\[ \text{Tr} I_{\alpha\beta} = \frac{3}{8} + \frac{3\beta u_B}{16} \left( 40u_a^2 + 16u_a S_1 - S_0^2 + 4S_2^2 - 18u_B^2 \right) - 64u_a^2u_B^2 \]  

(3.8)

All physically possible numerical values of invariants (3.3) obey two rules [88]:

\[ S_1^2 \leq S_2^2, \]
\[ 4S_2^2 \leq S_1^2 + 2S_0^2. \]  

(3.9)

The method of invariants [88] is particularly useful when magnetic and quadrupole interactions are of the same order. When the magnetic interaction is much stronger than the quadrupole one, a certain ambiguity appears. The line intensities and positions are given with a satisfactory precision by the expansion of (3.7) and (3.8) to the first order in a small
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parameter $eQV_{zz}/g_3/2\mu_B$. The relative line intensities in the spectrum of a texture free absorber are $3:2:1:1:2:3$. The line positions are shifted with respect to the line positions in the pure Zeeman sextet and the shift is given by a single parameter proportional to $V_{zz}$. In such a case the spectrum contains not enough information to extract all the invariants $S_0$, $S_1$, $S_2$. Therefore, one should work out a proper data treatment in case of a small quadrupole interaction using invariants, and avoid ambiguity. To solve this problem one may ask about the exact shape of the spectrum (the line intensities and positions given by the full Hamiltonian equations 5.2 and 6.8 of [87]), which is most similar to the shape given by the first order expansion in the small parameter $eQV_{zz}/g_3/2\mu_B$. This requirement can be precisely formulated by the condition that the eigenvalues of the excited nuclear state must be equally separated, i.e. must have the form: $u_1 = -3x+y$, $u_2 = -x-y$, $u_3 = x-y$, $u_2 = -3x-y$, where $x$ and $y$ are some values for which $x^2 >> y^2$. Thus, the coefficients of the polynomial in equation (3.5) should be equal to those in the $(u - u_1)(u - u_2)(u - u_3)(u - u_4)$, which is equivalent to:

$$
10x^2 + 2y^2 = \frac{1}{12} \left(30u_B^2 + S_0^2\right)
$$

$$
16x^2y = S_1u_B^2,
$$

$$
9x^4 - 10x^2y^2 + y^4 = \frac{1}{576} \left(18u_B^2 + S_0^2\right)^2 - 144u_B^2S_2^2.
$$

From the set of three eqs (3.10), two constants $x$ and $y$ can be eliminated, resulting in a lengthy relation between $S_0$, $S_1$ and $S_2$ for the given $u_B$, which is given by sixth order polynomial in $u_B$. Since in our problem the parameter $u_B$ is much larger than any of $S_0$, $S_1$, $S_2$, one can show that the exact solution of (3.10) may be approximated by:

$$
2S_0^2 + 17S_1^2 - 20S_2^2 = 0
$$

(3.11)

This result shows the final relation between $S_0$, $S_1$ and $S_2$ for small quadrupole interactions. Thus, when simultaneous fitting of several Mössbauer spectra is carried out, and the spectra correspond to the case of small quadrupole interactions with respect to the magnetic one, the relation (3.11) reduces the number of the free parameters.

In summary, one can say that an efficient method of exact treatment (3.7), (3.8) with additional constraint (3.11) is proposed to be used in the case of small quadrupole interactions.
3.2.6 Synchrotron X-ray powder diffraction

The low temperature, high-resolution experiments were carried out at the synchrotron facility HASYLAB/DESY (Hamburg, Germany) with the powder diffractometer at beamline B2 [89]. The powder sample consisted of a completely filled and sealed quartz capillary (0.3 mm). It was mounted with a capillary spinner in Debye-Scherrer geometry inside a He closed-cycle cryostat [90] equipped with a silicon diode as the temperature sensor. A wavelength of 0.53904 (6) Å was selected from the direct white synchrotron beam using a Si(111) double flat-crystal monochromator and determined from eight reflection positions of a LaB$_6$ reference sample (NIST SRM 660a). The beam size of 0.4 x 3 mm at the sample position was cut by slits. All diffraction patterns were collected using an on-site readable position-sensitive image-plate detector (20 range 5°–70°). Several patterns were collected during heating from 200 K up to 300 K.
Chapter 4

Effect of cation distribution on dielectric and magnetic properties of GaFeO$_3$

4 Introduction

In this chapter, we describe the syntheses of GaFeO$_3$ (GFO) by solid state reaction (SR) and sol gel (SG) methods and the examination of the materials by X-ray and neutron powder diffraction, Mössbauer spectroscopy, dielectric measurement and dc magnetic susceptibility in order to throw light on the effect of low temperature annealing method on the structural, magnetic and dielectric properties of GFO

4.1 Powder characterization

Fig. 3.1 depicts the TG–DTA curves of as-prepared GFO dried gel precursors. The first weight loss process takes place between room temperature and 195 °C, which corresponds to the loss of adsorbed water. The second weight loss occurs at 195–550 °C associated with a weak exothermal peak, which can be ascribed to the combustion of organic citrate acid ligands and the decomposition of nitrates. Thereafter, no mass loss was observed in TG curves with further increase of temperature and no remarkable endothermic or exothermic peaks appear in DTA curves, which indicate that the decomposition and combustion of all
organic materials in the precursors were over below 550 °C. X-ray diffraction pattern of powder annealed at 600°C prepared by sol gel method is shown in Fig. 4.1.

![XRD pattern of powder annealed at 600°C](image)

**Figure 4.1:** XRD of GFO prepared by sol gel method and annealed at 600 °C.

![XRD patterns comparison](image)

**Figure 4.2:** XRD patterns of GFO powders prepared by solid state reaction (SR) and sol gel (SG, annealed at 900°C and 700°C) methods.

The pattern shows several broad peaks corresponding to the main reflections of orthorhombic GFO. The crystalline phase is obtained when the sample is heated at 700°C. Fig. 4.2 shows the comparison between the XRD patterns for GFO samples at room temperature prepared by solid state reaction (SR) and sol gel (SG, annealed at 900°C and 700°C) methods. The XRD
peaks of GFO (SG) were broadened compared with GFO (SR). The broadening of the XRD lines corresponds to the decrease of particle size.

![Figure 4.3: Rietveld refinement profile for the SG@900°C sample performed using FullProf.](image)

Samples crystallize in the orthorhombic system with space group (P c 21 n). No diffraction peaks of other phases were found as shown in Fig. 4.3. TEM micrograph of a batch of GFO annealed at 600°C is shown in Fig. 4.4d. The average particle size is of the order of 8 nm. Inset of Fig. 4.4d shows an electron diffraction pattern of the GFO nanoparticles in a selected area. The diffraction pattern obtained by TEM shows the characteristic ring reflexions of a nanometric polycrystalline material while the distances between the planes correspond in a very close approximation with the distances obtained by XRD. Also, Fig. 4.4 shows the SEM images after sintering of the products of sol gel and solid state reaction syntheses. It can be observed that the samples prepared by the sol gel method gave a more homogenous grain size distribution (Figs. 4.4b and c), whereas large and different grain sizes are observed in the sample obtained through the solid state route (Fig. 4.4a). The average crystallite size, d, of the sintered samples were estimated using Scherrer’s formula,

\[ d = \frac{k\lambda}{B\cos\theta} \]

where \( k = 0.9 \) is the particle shape factor, considering a spherical shape of the nanoparticles, \( \lambda = 0.709703 \) Å is the wavelength of Mo K\(_\alpha\) radiation, here \( B = (B_M^2 - B_S^2)^{1/2} \), where \( B_M \) is the full width at half maximum (FWHM) of the (221) peak and \( B_S \) is standard instrumental
broadening, and $\theta$ is the diffraction angle of the peak. The average particle size values in case of SR, SG (900°C) and SG (700°C) samples are 205, 75 and 50 nm, respectively. The lattice parameters obtained from Rietveld refinement are listed in Table 4.1. The lattice constants $a$, $b$, $c$ and $V$ increase with decreasing annealing temperature.

![Figure 4.4: SEM photographs of GFO prepared by solid state reaction (a), sol gel method and annealed at (b) 900°C, (c) 700°C and (d) TEM photograph for sample annealed at 600°C. The insets show diffraction pattern and particle size distributions.](image)

The reduction in particle size relaxes the lattice leading to a cell volume expansion; a similar behavior has been reported for other oxide systems such as $\text{Al}_2\text{O}_3$ [91].
Table 4.1: Lattice parameters determined by Rietveld refinement and magnetic properties for GFO powder prepared by solid state reaction (SR) and sol gel (SG) methods.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SR</th>
<th>SG @900°C</th>
<th>SG @700°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>a(Å)</td>
<td>8.7451(4)</td>
<td>8.7619(1)</td>
<td>8.7648(1)</td>
</tr>
<tr>
<td>b(Å)</td>
<td>9.3915(1)</td>
<td>9.4120(2)</td>
<td>9.4150(2)</td>
</tr>
<tr>
<td>c(Å)</td>
<td>5.0819(7)</td>
<td>5.0868(7)</td>
<td>5.0808(9)</td>
</tr>
<tr>
<td>V(Å³)</td>
<td>417.38(2)</td>
<td>419.50(1)</td>
<td>419.92(1)</td>
</tr>
<tr>
<td>Ms (emu/Fe)</td>
<td>0.77</td>
<td>0.89</td>
<td>1.32</td>
</tr>
<tr>
<td>Hc (Oe)</td>
<td>6435</td>
<td>4035</td>
<td>6771</td>
</tr>
<tr>
<td>Tc (K)</td>
<td>225</td>
<td>300</td>
<td>310</td>
</tr>
</tbody>
</table>

4.2 Magnetization

The temperature dependence of the FC and ZFC magnetization is shown in Fig. 4.5 for all samples. The usual ferromagnetic (ferrimagnetic) to paramagnetic transition appears at different temperature depending on the preparation method. The corresponding Curie temperatures, $T_c$, are 225 K, 300 K and 310 K for SR, SG (900°C) and SG (700°C) samples, respectively.

The cation distribution deviation in nano size samples from that expected of the bulk counterpart can lead to magnetization enhancement/reduction. Size reduction can lead to a reduction in the magnetic transition temperature due to finite size effect if the size is smaller than the correlation length, $<d> \leq \zeta$. In addition, lattice effects can also reduce $T_c$: whatever be the case, in general the size reduction decreases $T_c$ [92]. In our case the transition temperature value of the sol gel sample is found to be greater than that of the sample prepared by solid state reaction (bulk) which is just the opposite. Chinnasamy et al. [92] found a similar effect for the NiFe$_2$O$_4$ spinel system prepared by ball milling. First an increase in $T_C$ value was observed with a decrease in particle size but finally it decreased. These authors argued that the increase in the value of $T_C$ for the initial stages of milling is due to the predominance of a change in cation distribution over the finite size effect on magnetic transition temperature. So we will examine later the cation distribution by Mössbauer spectroscopy to understand the reason for the increase of the transition temperature in our case.
Figure 4.5: Field cooled (FC) and zero field cooled (ZFC) magnetization curves of polycrystalline GFO (SR and SG) samples, measured under applied magnetic field 100 Oe.
Isothermal magnetization as a function of the applied magnetic field at $T = 10 \, \text{K}$, for all samples, is depicted in Fig. 4.6. The magnetization does not saturate even at the highest applied magnetic field. Parameters such as saturation magnetization ($M_s$; was derived by linear extrapolation of $1/H$ to zero), and coercivity ($H_C$) were determined from the hysteresis graphs. The saturation magnetization increases from $0.77 \, \mu_B/\text{Fe (SR)}$ to $1.32 \, \mu_B/\text{Fe (SG@700°C)}$. While the coercivity decreases from $6435 \, \text{Oe (SR)}$ to $4035 \, \text{Oe (SG@900°C)}$ then increases again to $6771 \, \text{Oe (SG@700°C)}$. We understand the increase of the coercivity with decreasing size until a certain limit as being due to the enhanced role of the surface and its strong anisotropy, as opposed to the weaker bulk anisotropy [93]. The saturation magnetization, $M_s$, for the GFO (SG) is found to be larger than (SR), which can be attributed to surface spin canting.

**Figure 4.6:** Hysteresis loops measured at 10 K for GFO prepared by solid state (SR) and sol-gel (SG@900°C and SG@700°C) methods.
4.3 Dielectric measurements

Fig. 7.7 shows the results of the dielectric constant (ε') and dielectric loss (tan δ) for GFO samples prepared by SR, SG@900°C and SG@700°C. At lower temperature ε' and tan δ are found almost constant only after certain temperature ε' and tan δ increase with temperature. At low frequencies such as 10 kHz, the dielectric constant is higher than that at 100 kHz. This behavior is due to the fact that at low frequency the dipoles are able to follow the applied field whereas at high frequency the orientation and space charge polarization does not contribute. Sun et al. [74], claimed the existence of an anomaly of the permittivity near the magnetic transition point Tc for their SR sample, as indication for magnetoelectric coupling in GFO. Our results do not show any anomaly at or near Tc for all samples.
Figure 4.7: Permittivity ($\varepsilon$) and dielectric loss (tan $\delta$) as a function of temperature at 1, 10, 50 and 100 kHz for GFO prepared by solid state reaction (SR) and sol gel (SG@700°C and SG@900°C) methods.
4.4 Neutron diffraction and Mössbauer spectroscopy

In order to explain the increase in $T_c$ as the method of preparation changes, two samples will be used in this comparison: one sample prepared by solid state reaction (SR) and the other prepared by sol gel method and annealed at 900°C (SG).

4.4.1 Crystal structure

![Graph showing NPD collected at various temperatures to investigate magnetic scattering for GFO (SR and SG) samples in the temperature ranges of 3-300 K.]

*Figure 4.8:* NPD collected at various temperatures to investigate magnetic scattering for GFO (SR and SG) samples in the temperature ranges of 3-300 K.
The refinement of the atomic structure was started with the $P\ c\ 2_1\ n$ structure of GFO as given in [17]. From the neutron diffraction data, symmetry does not change in the temperature range between 3 and 300 K (Fig. 4.8).

### 4.4.2 Temperature variation of the structural parameters

The temperature variation of the lattice parameters and the unit cell volume as deduced from the refinement of the NPD patterns (Fig. 4.14) are represented in Fig. 4.10. All lattice parameters and volume exhibit a regular thermal expansion, indicating no abnormal structural changes with decreasing temperature. A slight increase in the cell volume with decreasing annealing temperature is stated. As found for the isostructural phases $\text{AlFeO}_3$ and $\varepsilon$-$\text{Fe}_2\text{O}_3$, which were previously reported [94, 95], the cation coordination polyhedra are two distorted and one less distorted octahedron and one tetrahedron, as represented in Fig. 4.9.

![Crystal structure of GFO.](image)

**Figure 4.9:** Crystal structure of GFO.

The most characteristic interatomic distances are presented in Table 4.2 at 3 and 300 K. The coordination octahedra for both $\text{Fe}_1$ and $\text{Fe}_2$ sites are highly distorted Fe–O bonds but the coordination tetrahedron around $\text{Ga}_1$ is quite regular. The coordination polyhedron of $\text{Ga}_2$ is significantly smaller in comparison with those of $\text{Fe}_1$ and $\text{Fe}_2$ sites. The Fe-O and Ga-O bond lengths are shown in Fig. 4.11 and 4.12 as function of temperature for SR samples. All bond lengths are found to be constant within the experimental error, and do not show any anomaly at or near $T_c$ for this sample.
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Also, the shift of Fe atoms from the centre of the octahedra (using IVTON program [96]) does not change with temperature, Fig. 4.13a. On the other hand, superexchange interaction between neighboring Fe$^{3+}$ ions in the compounds should be affected by the Fe-O-Fe bond angles [17]. The departure of the Fe-O-Fe angle from 180° modulates the strength of the Fe-O-Fe interaction and affects the magnetic transition temperature. The superexchange interaction in the GaFeO$_3$ system is defined by the strongest bond angles Fe$_1$-O$_1$-Fe$_2$, Ga$_4$-O$_4$-Ga$_2$, Ga$_2$-O$_1$-Fe$_1$ and Ga$_3$-O$_6$-Fe$_2$ [17]. The calculated bond angle from the structural parameters listed in Table 4.2, which in general change slightly as the method of preparation change. The bond angles are almost independent of temperature as shown in Fig. 4.13b for the SR sample. The average value of the largest bond angle Fe$_1$–O–Fe$_2$ at all temperatures is 167.4° which is larger than the one obtained for a single crystal; 166° [17].

**Figure 4.10:** The cell parameters and volume with respect to temperature for GFO (SR and SG) as derived from the NPD refinement.
Figure 4.11: Temperature dependence of bond distances around Ga$_1$ and Ga$_2$ of GFO (SR) as function of temperature.
Figure 4.12: Temperature dependence of bond distances around Fe$_1$ and Fe$_2$ of GFO (SR) as a function of temperature.
Figure 4.13: Temperature dependence of (a) Fe\textsubscript{1} and Fe\textsubscript{2} displacement from the center of the octahedron and (b) bond angle M-O-M, M=Fe or Ga of GFO (SR) as a function of temperature.
**Table 4.2:** Polyhedral bond (Ga, Fe-O) distances and angles for GFO (SR) and GFO (SG) samples as obtained from Rietveld refinements of neutron powder diffraction data at different temperature in Å. Numbers in parentheses are estimated statistical errors referring to the last significant digit.

<table>
<thead>
<tr>
<th>Bond length (Å)</th>
<th>GFO(SR) 3K</th>
<th>GFO(SR) 300K</th>
<th>GFO(SG) 3K</th>
<th>GFO(SG) 300K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ga₁-O₂</td>
<td>1.845(2)</td>
<td>1.841(1)</td>
<td>1.817(1)</td>
<td>1.832(3)</td>
</tr>
<tr>
<td>Ga₁-O₄</td>
<td>1.852(3)</td>
<td>1.877(2)</td>
<td>1.876(1)</td>
<td>1.874(2)</td>
</tr>
<tr>
<td>Ga₁-O₆</td>
<td>1.823(1)</td>
<td>1.821(5)</td>
<td>1.833(3)</td>
<td>1.837(1)</td>
</tr>
<tr>
<td>Ga₁-O₆</td>
<td>1.854(5)</td>
<td>1.846(2)</td>
<td>1.860(1)</td>
<td>1.842(2)</td>
</tr>
<tr>
<td>Ga₂-O₁</td>
<td>1.991(1)</td>
<td>2.010(1)</td>
<td>1.993(1)</td>
<td>2.001(6)</td>
</tr>
<tr>
<td>Ga₂-O₁</td>
<td>2.020(2)</td>
<td>2.022(3)</td>
<td>2.010(1)</td>
<td>2.010(2)</td>
</tr>
<tr>
<td>Ga₂-O₂</td>
<td>2.044(3)</td>
<td>2.013(2)</td>
<td>2.022(2)</td>
<td>2.022(1)</td>
</tr>
<tr>
<td>Ga₂-O₃</td>
<td>1.891(2)</td>
<td>1.871(1)</td>
<td>1.891(3)</td>
<td>1.901(3)</td>
</tr>
<tr>
<td>Ga₂-O₄</td>
<td>2.054(5)</td>
<td>2.055(4)</td>
<td>2.052(1)</td>
<td>2.053(1)</td>
</tr>
<tr>
<td>Ga₂-O₄</td>
<td>2.042(1)</td>
<td>2.053(2)</td>
<td>2.064(4)</td>
<td>2.054(2)</td>
</tr>
<tr>
<td>Fe₁-O₁</td>
<td>2.364(3)</td>
<td>2.362(2)</td>
<td>2.343(3)</td>
<td>2.351(1)</td>
</tr>
<tr>
<td>Fe₁-O₁</td>
<td>2.081(2)</td>
<td>2.114(4)</td>
<td>2.103(3)</td>
<td>2.108(7)</td>
</tr>
<tr>
<td>Fe₁-O₂</td>
<td>2.077(1)</td>
<td>2.082(2)</td>
<td>2.092(2)</td>
<td>2.018(2)</td>
</tr>
<tr>
<td>Fe₁-O₃</td>
<td>1.911(1)</td>
<td>1.900(1)</td>
<td>1.907(4)</td>
<td>1.910(1)</td>
</tr>
<tr>
<td>Fe₁-O₅</td>
<td>1.925(4)</td>
<td>1.901(1)</td>
<td>1.915(1)</td>
<td>1.912(1)</td>
</tr>
<tr>
<td>Fe₁-O₅</td>
<td>1.932(1)</td>
<td>1.975(3)</td>
<td>1.995(2)</td>
<td>1.995(6)</td>
</tr>
<tr>
<td>Fe₂-O₁</td>
<td>2.341(5)</td>
<td>2.342(4)</td>
<td>2.363(5)</td>
<td>2.362(5)</td>
</tr>
<tr>
<td>Fe₂-O₂</td>
<td>2.057(2)</td>
<td>2.054(5)</td>
<td>2.110(1)</td>
<td>2.112(1)</td>
</tr>
<tr>
<td>Fe₂-O₃</td>
<td>1.916(5)</td>
<td>1.935(1)</td>
<td>1.946(6)</td>
<td>1.942(1)</td>
</tr>
<tr>
<td>Fe₂-O₄</td>
<td>2.090(3)</td>
<td>2.117(1)</td>
<td>2.050(1)</td>
<td>2.062(2)</td>
</tr>
<tr>
<td>Fe₂-O₅</td>
<td>1.870(2)</td>
<td>1.871(1)</td>
<td>1.821(1)</td>
<td>1.821(7)</td>
</tr>
<tr>
<td>Fe₂-O₆</td>
<td>1.983(1)</td>
<td>1.982(2)</td>
<td>1.974(4)</td>
<td>1.973(5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bond angle (°)</th>
<th>GFO(SR)</th>
<th>GFO(SG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe₁-O₁-Fe₂</td>
<td>167.4(4)</td>
<td>168.8(2)</td>
</tr>
<tr>
<td>Ga₁-O₁-Ga₂</td>
<td>124.9(4)</td>
<td>123.9(4)</td>
</tr>
<tr>
<td>Ga₂-O₁-Fe₁</td>
<td>163.7(4)</td>
<td>165.5(3)</td>
</tr>
<tr>
<td>Ga₁-O₆-Fe₂</td>
<td>122.8(5)</td>
<td>124.8 (4)</td>
</tr>
</tbody>
</table>
4.4.3 Determination of site occupancies

The interpretation of the magnetic structure and other properties require prior determination of cation occupancies. Since Fe and Ga atomic numbers are close to each other their X-ray scattering factors are similar and therefore a precise determination of the site occupancies is hindered. Neutron diffraction offers a better chance for correct determination of occupancies.

4.4.3.1 Neutron powder diffraction

Figure 4.14: The profile fitting resulting from Rietveld refinement for GFO NPD patterns at 300 K; (a) SR and (b) SG samples. Tick bars stand for (from top to bottom) nuclear and magnetic contributions. At the bottom in each figure, the difference plot, $I_{\text{obs}} - I_{\text{calc}}$, is shown.
In order to determine the site occupancies, Fe atoms were introduced at Fe₁ and Fe₂ positions and Ga atoms were introduced at Ga₁ and Ga₂ positions, and the occupancy factors were refined, constrained to full occupancy, notably improving the quality of the fit. Then, the possibility of partial occupancy of Ga₁ and Ga₂ positions by some Fe cations and vice versa was also checked and this also led to a drop of the discrepancy factors. The good agreement between experiment and calculated NPD patterns is illustrated in Fig. 4.14. Table 4.3 presents the crystallographic parameters at 300 K, occupancies of Ga/Fe cations and the corresponding discrepancy factors for both samples obtained from the refinement. The occupancies of Fe ions in different cation sites show reduction of Fe occupancy in Ga₁ and Fe₁ sites and increase of Fe occupancy in Ga₂ and Fe₂ sites as the annealing temperature decrease.

Table 4.3: Atomic parameters, lattice parameters, sites occupancies and reliability factors for GFO prepared by solid state reaction and sol gel methods; obtained by Rietveld analyses of NPD patterns at 300 K using Fullprof [81].

<table>
<thead>
<tr>
<th>Atom</th>
<th>Wyckoff</th>
<th>GFO (SR)</th>
<th>GFO (SG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ga₁</td>
<td>x 4a</td>
<td>0.1514(6)</td>
<td>0.1542(1)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.1780(8)</td>
<td>0.1782(5)</td>
</tr>
<tr>
<td></td>
<td>Biso(Å²)</td>
<td>0.78(3)</td>
<td>0.28(8)</td>
</tr>
<tr>
<td></td>
<td>Occ.(Ga/Fe)</td>
<td>0.8/0.2</td>
<td>0.96/0.04</td>
</tr>
<tr>
<td>Ga₂</td>
<td>x</td>
<td>0.1591(4)</td>
<td>0.1611(9)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.3105(2)</td>
<td>0.3102(5)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.8075(4)</td>
<td>0.8073(4)</td>
</tr>
<tr>
<td></td>
<td>Biso(Å²)</td>
<td>0.40(4)</td>
<td>0.24(8)</td>
</tr>
<tr>
<td></td>
<td>Occ.(Ga/Fe)</td>
<td>0.45/0.55</td>
<td>0.25/0.75</td>
</tr>
<tr>
<td>Fe₁</td>
<td>x 4a</td>
<td>0.1509(5)</td>
<td>0.1521(9)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.5871(3)</td>
<td>0.5849(1)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.1858(1)</td>
<td>0.1847(4)</td>
</tr>
<tr>
<td></td>
<td>Biso(Å²)</td>
<td>0.34(1)</td>
<td>0.25(7)</td>
</tr>
<tr>
<td></td>
<td>Occ.(Ga/Fe)</td>
<td>0.30/0.70</td>
<td>0.49/0.51</td>
</tr>
<tr>
<td>Fe₂</td>
<td>x</td>
<td>0.0320(9)</td>
<td>0.0330(9)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.7978(8)</td>
<td>0.7947(9)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.6780(5)</td>
<td>0.6808(1)</td>
</tr>
<tr>
<td></td>
<td>Biso(Å²)</td>
<td>0.43(5)</td>
<td>0.26(3)</td>
</tr>
<tr>
<td></td>
<td>Occ.(Ga/Fe)</td>
<td>0.45/0.55</td>
<td>0.28/0.72</td>
</tr>
<tr>
<td>O₁</td>
<td>x 4a</td>
<td>0.3221(3)</td>
<td>0.3238(5)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.4284(4)</td>
<td>0.4282(8)</td>
</tr>
</tbody>
</table>
The use of neutron diffraction is still difficult because one needs to determine the positions of 10 non-equivalent atomic sites and four occupancies of the cation sites. Because of the necessity of fitting, it is reasonable to add information from an independent experiment. The Mössbauer spectroscopy offers such information, although the interpretation of the Mössbauer spectra of GFO is not easy. The components of Mössbauer spectra are not clearly resolved either at high or at low temperatures [15, 21, 70, 73, 71, 97]. Thus, one does not know which of the absorption lines belong to which component (doublets at high or sextets at low temperatures). The Mössbauer spectra measured at low temperatures and at high external magnetic fields show splitting of the components [21] and three components can be resolved [100, 73]. Recently Mössbauer measurements at room temperature on a single crystal were reported, and a sequence of absorption lines was assigned to the three doublets [73]. Another
problem is the assignment of the identified components to the crystal sites. This is a particularly difficult task because one often considers that Ga$_1$ and Ga$_2$ sites are occupied mainly by Ga [15, 17]. However, our neutron scattering measurements suggest that Ga$_2$ site is occupied predominantly by Fe. Also in [100] one of the Ga$_2$ sites has the largest Fe occupancy. Moreover, as noticed in [73] the results of the point charge calculations for different sites do not reproduce the observed quadrupole splitting. Thus, the results of the point charge calculations are not helpful for the site assignments.

### 4.4.3.2 Mössbauer measurements

The Mössbauer spectra were recorded in transmission geometry with a standard constant acceleration spectrometer. The source was $^{57}$Co in a Cr matrix. Powdered absorber with surface density of GFO about 20 - 22 mg/cm$^2$ which corresponds to the effective thickness [101] $t_a$=3.1-3.4 were used. The spectra measured at the lowest temperatures and at highest temperatures were selected for simultaneous fitting. Transmission integral was used [101]. The width of the source, $\Gamma_{\text{source}}$, determined in calibration experiment was kept constant.

The spectra of sample prepared by solid state reaction (Fig. 4.15a) are consistent with already reported works [15, 21, 70, 71, 72, 97, 98]. Room temperature spectra are composed of two overlapped and symmetrically located doublets. There is a small absorption line located at 0.3 mm/s indicating the presence of iron in the paramagnetic state even at T = 14 K, reported also in [71] for T = 87 K. It is clear from Fig. 4.5 that in the spectra below the magnetic transition point strong temperature dependence of the line widths is observed. This behavior is typical for Ga-Fe and Al-Fe oxides [15, 71, 97].

The spectra of the sample prepared by SG method (Fig. 4.15b) exhibit larger magnetic inhomogeneities at moderate temperatures and clearly higher transition temperature than that of SR samples.
Figure 4.15: Mössbauer spectra of the GFO compounds at various temperatures; (a) spectra of the sample prepared by solid state reaction, (b) spectra of the sample prepared by sol-gel method.
Three main subspectra plus impurity phase component with common relative areas corrected by temperature dependence of recoilless f-factor in Debye approximation were used. The impurity phase component is seen in the T = 14 K spectrum (Fig. 4.16 b, d) at velocity about 0.5 mm/s. Centre shift of the components at different temperatures were constrained by second order Doppler shift within the Debye approximation. The Debye temperature for all components was the same and calculated as free parameter. The isomer shift of each component was another free parameter. At high temperatures separation of the lines in the doublets are proportional to the $S_0$ invariant, that is proportional to the quadrupole splitting. At low temperatures, the line positions are determined by the values of hyperfine field and $S_1$ invariant. The invariants were constrained by ineq. (3.9) and equation (3.11). Temperature dependence of EFG was neglected.

**Figure 4.16:** Results of simultaneous fits of 3 components and impurity phase for (a), (b) SR and (c), (d) SG sample

In the initial fits the shape of both, magnetic and paramagnetic, components were assumed to be Lorentzian. It follows from Fig. 4.16 that the absorption lines measured at high temperature are rather narrow while at low temperatures substantial broadening is observed, indicating presence of certain distribution of hyperfine magnetic field. Thus Gaussian distribution of hyperfine magnetic field was assumed to account for the broadening. The common width of the Gaussian distribution of HMF was a free parameter. All spectra shown in Fig. 4.16 a, b were fitted simultaneously and the different components are shown by lines of different colours. Although simultaneous fits to the spectra measured at different
temperatures reduces ambiguity substantially, we were able to find fits of similar quality in which doublets at high temperature spectra were located as in Fig. 14.6a, RT. However, in these cases the sequence of absorption lines forming doublets was different from that reported in [73]. Parameters of the components are listed in Table 4.4.
Table 4.4: Parameters obtained by simultaneous fit of high and low temperature Mössbauer spectra of the SR sample. Upper (lower) part of the table corresponds to symmetric (asymmetric) arrangement of absorption lines of the main components. $S_0/6^{1/2}$ is equal to separation of the lines in the doublet when $HMF B$ is zero. $\Delta$ is standard deviation of the Gaussian distribution of the $HMF$. $\Gamma_{LT}$ and $\Gamma_{HT}$ are FWHMs of Lorentzian lines of the nuclear cross section for gamma ray absorption. Data for isomer shift ($IS$) in columns 5, 6 are constrained by second order Doppler shift in Debye approximation with Debye temperature $T_D$. Isomer shift is given relative to alpha-Fe at room temperature.

| SR, 4 comp., common parameters: $\Delta = 1.05T$, $T_D = 389 K$, $\Gamma_{LT} = 0.26\, \text{mm/s}$, $\Gamma_{HT} = 0.135\, \text{mm/s}$, $\Gamma_{source} = 0.13\, \text{mm/s}$ |
|---|---|---|---|---|---|---|
| col. no. | Are | $S_0/6^{1/2}$ [mm/s] | B [T] | $S_1$ [mm/s] | IS [mm/s] |
| row no. | T[K] | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | red | 0.34 | 0.65 | 49.2 | -0.41 | 0.47 | 0.34 |
| 2 | green | 0.38 | 0.39 | 47.1 | -0.44 | 0.48 | 0.35 |
| 3 | blue | 0.18 | 1.02 | 43.9 | -0.29 | 0.46 | 0.34 |
| 4 | l. blue | 0.08 | 1.19 | 40.1 | -0.12 | 0.48 | 0.35 |
| 5 | magenta | 0.01 | 0.28 | 0.0 | 0.0 | 0.37 | 0.25 |

| SR, 3comp., common parameters: $\Delta = 1.57 T$, $T_D = 399 K$, $\Gamma_{LT} = 0.292\, \text{mm/s}$, $\Gamma_{HT} = 0.146\, \text{mm/s}$, $\Gamma_{source} = 0.13\, \text{mm/s}$ |
|---|---|---|---|---|---|---|
| col. no. | Are | $S_0/6^{1/2}$ [mm/s] | B [T] | $S_1$ [mm/s] | IS [mm/s] |
| row no. | T[K] | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | red | 0.32 | 0.67 | 47.8 | -0.66 | 0.46 | 0.34 |
| 2 | green | 0.43 | 0.41 | 48.3 | -0.26 | 0.48 | 0.35 |
| 3 | blue | 0.24 | 1.09 | 43.4 | -0.27 | 0.47 | 0.34 |
| 4 | magenta | 0.01 | 0.29 | 0.0 | 0.0 | 0.38 | 0.26 |

Since the results of neutron data analysis indicates the possibility of location of iron at Ga$_1$ sites, we also performed simultaneous fits with four components plus impurity phase component. The results of the fit are shown in Fig. 4.17 and in Table 4.4. A similar procedure was applied to the SG samples. However, 3 component (+impurity phase) fits resulted in unrealistic occupancy of the site exhibiting small quadrupole splitting. Thus, the probabilities were constrained to physically acceptable values, ($\Sigma p_i=1$, $p_i<1/2$). These constraints need not to be used in the case of four component fits. Results for SG sample are shown Table 4.5.
**Figure 4.17:** Results of simultaneous fits of 4 components and impurity phase for (a), (b) SR and (c), (d) SG sample.

**Table 4.5:** Parameters obtained by simultaneous fit of high and low temperature Mössbauer spectra of the SG sample. Further description as in Table 4.4.
Assignment of crystallographic sites to spectra components

The procedure of simultaneous fitting used in this thesis is applied to obtain the hyperfine parameters and the respective probabilities that would fit to the low and the high temperature spectra. Probabilities, proportional to the $A_{re}$, given in col. 1 of Tables 4.4 and 4.5, allow estimation of the i-th site occupancy, equal to $2A_{re_i} / \sum_{k=1}^{4} A_{re_k}$. However, from this information site assignment is not straightforward. To our best knowledge hyperfine structure calculations for GFO are not available. Having determined the distribution of Fe, see column 1 in Tables 4.4 and 4.5, one can check how different assignments of the occupancies in Ga$_1$, Ga$_2$, Fe$_1$ and Fe$_2$ sites fit to the neutron experiment. Since there are four non-equivalent sites and in the simplest case a three component fit is used, one can assume, in agreement with the published data [17, 73] that Ga$_1$ site is fully occupied by Ga. The three components (abbreviated in Tables 4.4, 4.5 as red, green, blue) must concern the Ga$_2$, Fe$_1$ and Fe$_2$ sites. Every possible combination of assignment (see rows 1, 2, 3, 4 in Table 4.6) results in a different reliability factor $R_{mag}$, of the refinement of neutron data. The factors $R_{mag}$ are listed in the lower part of Table 4.6. The best refinements for samples SR and SG are obtained when the green component is assigned to Ga$_2$, the blue one to Fe$_1$ and the red one to Fe$_2$, see column 1 of Table 4.4. However, one can note that it is easier to make such assignment in the case of the SG sample than for SR one. Nevertheless, the fact that for both samples the lowest values of $R_{mag}$ are obtained for the same combinations makes the choice of minimal $R_{mag}$ the most sensible one, other possible site occupancy assignments are listed in Appendix A.
Fe atoms may also be located at Ga\textsubscript{1} sites, therefore four components are expected to be present in the Mössbauer spectra. The results of fits (Fig. 4.17) show indeed non zero Ga\textsubscript{1} occupation by Fe. However, because the four and the three component fits are of similar quality, the difference of fitted values were used to estimate uncertainties of the site occupancies. For the SR sample we have Fe/Ga occupancies: Ga\textsubscript{1} 9/91, Ga\textsubscript{2} 83/17, Fe\textsubscript{1} 42/58, Fe\textsubscript{2} 66/34 (the uncertainty of Fe occupancy is 9, 5, 6, and 3 per cent, respectively), and for the SG sample Ga\textsubscript{1} 8/92, Ga\textsubscript{2} 96/4, Fe\textsubscript{1} 45/55, Fe\textsubscript{2} 52/48 (the uncertainty of Fe occupancy is 9, 2, 4, and 2 per cent, respectively).
4.4.4 Magnetic structure

The thermal evolution of the NPD diagrams is shown in Fig. 4.8 for GFO (SR) and (SG) samples. As the temperature decreases, the intensities of a number of peaks (110), (020), (200/101), (111) and (201) at Bragg positions 13.92, 18.99, 20.27, 22.41 and 27.02 enhance substantially as a result of significant magnetic contributions. The (020) reflection is the strongest of all observed magnetic Bragg peaks at low temperature and this is consistent with the observation of Arima et al. [17] in single crystal GFO. The thermal evolution of the integrated intensity for (020) Bragg reflections are shown in Fig. 4.18. In the thermal evolution of the intensity, no changes are observed that could suggest a variation in the magnetic arrangement. The identical positions of magnetic and nuclear peaks indicate an equivalent magnetic and chemical unit cell.

Figure 4.18: Temperature dependencies of normalized intensity of the strongest magnetic peak (020) in the neutron diffraction patterns for GFO prepared by solid state and sol gel methods.
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Therefore the three-dimensional long range ordered magnetic structure can be described by a propagation vector $\mathbf{K} = 0$, in good agreement with the neutron diffraction data given by Arima et al. from single crystals [17]. The possible magnetic structures compatible with the orthorhombic crystallographic structure, $Pc2_1n$ space group, and associated with the propagation vector, $\mathbf{K} = 0$ at low temperature, were determined by representational analysis, following the formalism of Bertaut [99] as implemented in the program BasiReps [81], more details in Appendix B. The representation $\Gamma$ is constructed with the Fourier components $m^k$ corresponding to the Fe atoms of the Wyckoff position 4a. The decomposition of the representation $\Gamma$ in terms of the irreducible representations $\Gamma_k$ is for the 4a site,

$$\Gamma(4a) = 3\Gamma_1 + 3\Gamma_2 + 3\Gamma_3 + 3\Gamma_4.$$  

The different basis vectors, which are associated with each irreducible representation were calculated with the program BasiReps [81] using the projection operator technique. Table B.5, Appendix B, gives the four possible magnetic structures, consistent with the $Pc2_1n$ symmetry and the resulting magnetic space groups, as determined from the “magnetic space group tables” [102]. According to the refinements of the 3 K data, Fig. 4.19, the magnetic

<table>
<thead>
<tr>
<th>Atom</th>
<th>GFO (SR)</th>
<th>GFO (SG)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x$</td>
<td>$y$</td>
</tr>
<tr>
<td>Ga$_1$</td>
<td>0.1524(7)</td>
<td>0.1787(8)</td>
</tr>
<tr>
<td>Ga$_2$</td>
<td>0.1608(8)</td>
<td>0.2300(5)</td>
</tr>
<tr>
<td>Fe$_1$</td>
<td>0.1522(1)</td>
<td>0.5844(9)</td>
</tr>
<tr>
<td>Fe$_2$</td>
<td>0.0326(2)</td>
<td>0.7940(8)</td>
</tr>
<tr>
<td>O$_1$</td>
<td>0.3231(3)</td>
<td>0.5262(5)</td>
</tr>
<tr>
<td>O$_2$</td>
<td>0.4836(6)</td>
<td>0.4317(7)</td>
</tr>
<tr>
<td>O$_3$</td>
<td>0.9991(6)</td>
<td>0.2052(7)</td>
</tr>
<tr>
<td>O$_4$</td>
<td>0.1599(5)</td>
<td>0.1965(6)</td>
</tr>
<tr>
<td>O$_5$</td>
<td>0.1675(1)</td>
<td>0.6723(9)</td>
</tr>
<tr>
<td>O$_6$</td>
<td>0.1693(8)</td>
<td>0.9406(2)</td>
</tr>
</tbody>
</table>

**Table 4.7:** Atomic parameters, lattice parameters, magnetic moment components ($m_x$, $m_y$, $m_z$) reliability factors for GFO prepared by solid state reaction (SR) and sol-gel (SG) methods obtained by the Rietveld analyses of NPD patterns at 3 K.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ga$_1$</td>
<td>8.7324(5)</td>
<td>9.3797(6)</td>
<td>5.0742(5)</td>
<td>8.7482(7)</td>
<td>9.4050(9)</td>
<td>5.0795(8)</td>
</tr>
<tr>
<td>Fe$_1$</td>
<td>0.52(9)</td>
<td>1.18(2)</td>
<td>3.00(3)</td>
<td>0.52(7)</td>
<td>0.02(8)</td>
<td>4.37(5)</td>
</tr>
</tbody>
</table>

Reliability factors

<table>
<thead>
<tr>
<th>$R_p$</th>
<th>6.87</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{wp}$</td>
<td>6.87</td>
</tr>
<tr>
<td>$R_B$</td>
<td>2.44</td>
</tr>
<tr>
<td>$R_{mag}$</td>
<td>4.79</td>
</tr>
</tbody>
</table>

$\tilde{\mathbf{p}} = 0$, in good agreement with the neutron diffraction data given by Arima et al. from single crystals [17]. The possible magnetic structures compatible with the orthorhombic crystallographic structure, $Pc2_1n$ space group, and associated with the propagation vector, $\mathbf{K} = 0$ at low temperature, were determined by representational analysis, following the formalism of Bertaut [99] as implemented in the program BasiReps [81], more details in Appendix B. The representation $\Gamma$ is constructed with the Fourier components $m^k$ corresponding to the Fe atoms of the Wyckoff position 4a. The decomposition of the representation $\Gamma$ in terms of the irreducible representations $\Gamma_k$ is for the 4a site,

$$\Gamma(4a) = 3\Gamma_1 + 3\Gamma_2 + 3\Gamma_3 + 3\Gamma_4.$$  

The different basis vectors, which are associated with each irreducible representation were calculated with the program BasiReps [81] using the projection operator technique. Table B.5, Appendix B, gives the four possible magnetic structures, consistent with the $Pc2_1n$ symmetry and the resulting magnetic space groups, as determined from the “magnetic space group tables” [102]. According to the refinements of the 3 K data, Fig. 4.19, the magnetic
structure is given by the irreducible representation $\Gamma_1$ with basis functions: $[A_x, C_y, G_z]$, while all other models clearly failed to fit the experimental data. The symbols $A (+-+), C(+-++)$ and $G(+--)$ correspond to Bertaut’s notation [154]. Using the $+$ and $-$ sequence of $\Gamma_1$, the refinements yield a magnetic structure with $\text{Fe}^{3+}$ magnetic moments ordered mainly along the $c$-axis with a small component along $a$ and $b$. A view of the magnetic structure is displayed in Fig. 4.20. It can be described as a collinear magnetic structure. Within the $a$-$c$ plane the magnetic moment vector is not perfectly aligned along the crystallographic $c$-axis but tilted away from it. Fig. 4.21 shows the thermal variation of the ordered magnetic moment of Fe.
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Figure 4.19: The profile fitting resulting from the Rietveld refinement for GFO neutron powder diffraction patterns at $T = 3K$; occupancy was taken from the Mössbauer experiment for (a) SR and (b) SG samples. Upper bars indicate nuclear while lower ones magnetic contribution. At the bottom, the residuals $I_{obs} - I_{calc}$ are shown.
The total magnetic moment in GFO at 3 K amounts to 3.2 and 4.4 $\mu_B$ in case of SR and SG samples, respectively, which is distinctly lower than the theoretical spin only value of high spin Fe$^{3+}$ of 5.92 $\mu_B$. This reduction from the theoretical value may result from the chemical disorder on the cation sites, magnetic linkages between Fe$^{3+}$ ions being randomly disrupted by non-magnetic Ga$^{3+}$ ions. A similar situation happens in case of isostructural AlFeO$_3$ where the mean Fe$^{3+}$ magnetic moment at $T = 30$ K is 3.4 $\mu_B$, a value lower than expected [94].

**Figure 4.20:** A view of the magnetic structure of GFO, arrows indicate Fe moments.

**Figure 4.21:** Temperature dependence of the ordered magnetic Fe moment magnitude calculated from neutron powder diffraction refinement for GFO (solid state reaction (SR) and sol gel (SG) samples).
The increase in magnetic moment value in case of SG sample as compared to the SR sample is consistent with the magnetization measurement. However, this value is in reasonable agreement with the magnetic moments of Fe found previously in magnetically ordered Fe-based perovskites [103].

4.5 Discussion

The chapter presents the results of the systematic analysis of the Mössbauer and the neutron diffraction experiments. The large number of free parameters, resulting from the nature of the system, presence of four non-equivalent cation sites in particular, was reduced by constraints resulting from the Mössbauer experiment. Simultaneous fits of the Mössbauer spectra resulted in the determination of components consistent with the recent results [73] of the experiment performed on the single crystal. In the complicated case of GFO the determination of the structure does not allow a unique identification of the components, e.g. their assignments to the crystallographic sites. Therefore, refinements of the neutron diffraction data were carried out for all possible site assignments, which resulted in clear indication of the most likely distribution of Fe among the crystallographic sites. This assignment is consistent with the one presented in [73]: the intense component with the small quadrupole splitting corresponds to Ga$^2_\text{c}$ while the intense component with the large quadrupole splitting corresponds to Fe$^1_\text{c}$ site. Although the consistency has been achieved, the obtained results indicate that Ga$^2_\text{c}$ site is occupied predominantly by Fe and not by Ga. Band structure calculations [66] indicate that the energy resulting from the Fe interchange with the Ga$^2_\text{c}$ site can be as small as 1 meV per formula unit while interchange with Ga$^1_\text{s}$ site requires energy almost two orders of magnitude larger. This explains why Ga$^2_\text{c}$-Fe disorder is high, yet does not explain why the Fe concentration in Ga$^2_\text{c}$ site is so high. Although the occupancies (see Table 4.4 and 4.5) indicate better ordering in the SG sample, it is hard to draw a conclusion that the site occupancies are mainly responsible for the differences in magnetic properties. We may speculate that the sensitivity of the macroscopic properties to the sample preparation may result in a short range ordering of the cations which cause specific local distortions of the oxygen polyhedra around the cations. Although the site occupancies are hard to control, it is rather well documented that samples prepared with a larger disorder, e.g. quenched or synthetized at higher temperatures, possess a lower transition temperature than the more ordered samples, that have been e.g. prepared at lower temperatures or annealed [15, 17]. Our result of slightly better ordering in the SG sample is consistent with this general trend. We observe also that HMFs in
the SG sample are larger and hyperfine fields of different magnetic components (compare column 3 of Table 4.5 and Table 4.6) are closer to each other than HMFs in the SR sample. As discussed in [97] these differences are due to supertransferred hyperfine field resulting from Fe-O-Fe interaction depending on the bond angle. It is worth noting that in the disordered compound the estimation of the supertransferred field based on the bond angles determined from the diffraction experiment may be misleading because local bond angles can differ from those ones that were derived from the average positions of the atoms. A small amount of paramagnetic phase is observed in both studied samples, SR and SG, even at the lowest measured temperatures, e.g. 14 K, similarly to [71]. This may arise e.g. from the presence of Fe$^{3+}$ in β-Ga$_2$O$_3$. 
Chapter 5

Structural, magnetic and electric properties of Mn and Cr doped GaFeO₃

5 Introduction

Manganese is a particularly interesting element for substitution, because it easily changes its oxidation state, furthermore, the ionic radii of Fe³⁺ and Mn³⁺ are practically identical \( r_\text{Fe}^\text{3+} = 0.645 \text{ Å} \) [104]. The number of d electrons and effective magnetic moments, however, are different for Fe³⁺ and Mn³⁺. There are five 3d electrons and an effective magnetic moment of \( \mu_\text{eff} = 5.9 \mu_\text{B} \) for Fe³⁺ and four 3d electrons and effective magnetic moment of \( \mu_\text{eff} = 4.9 \mu_\text{B} \) for Mn³⁺. Thus even though Fe³⁺ and Mn³⁺ have equivalent ionic radii the magnetic interaction is affected by the substitution. In the BiFe₁₋ₓMnₓO₃ system, a substitution of Fe by Mn does not alter the space group but enhances multiferroic properties. In BiFeO₃, the ferroelectric (FE) Curie temperature \( (T_E = 1123 \text{ K}) \) [105] and antiferromagnetic ordering temperature \( (T_N = 650 \text{ K}) \) [106] are well above room temperature. For practical applications, it is highly desirable to find multiferroics with both \( T_E \) and \( T_N \) close to room temperature. Recently, Kan et al. [107] try to understand why \((\text{In}_{1-x}\text{M}_x)\text{MO}_3 \ (M = \text{Mn}_{0.5}\text{Fe}_{0.5})\) has a significantly lower \( T_N \) (about 270 K for \( x \approx 0.176 \)) [108] than does BiFeO₃ (650 K) and they expect that \((\text{Tl}_{1-x}\text{M}_x)\text{MO}_3 \ (M = \text{Mn}_{0.5}\text{Fe}_{0.5})\) and \((\text{Ga}_{1-x}\text{M}_x)\text{MO}_3 \ (M = \text{Mn}_{0.5}\text{Fe}_{0.5})\) compounds have \( T_E \) lower than that of \((\text{In}_{1-x}\text{M}_x)\text{MO}_3 \). Also, GFO contains only trivalent metals in the structure like rare earth orthoferrites, making them attractive systems for investigations of isovalent substitutions.
In particular, the replacement of \( \text{Fe}^{3+} \) by \( \text{Cr}^{3+} \) and its effect on structural, magnetic and other properties have been reported [109 - 111] for rare earth orthoferrites. For example, in the lanthanum orthoferrites, partial replacement of Fe by Cr leads to a reduction in the Néel temperature from 750 K in \( \text{LaFeO}_3 \) to 280 K in \( \text{LaCrO}_3 \). Moreover, Cr doping is one of the most adopted strategies to tailor the dielectric and piezoelectric properties of ferroelectrics for practical applications. It is well known that Cr is effective in decreasing the aging effect and the dielectric loss; thus, the effect of doping of \( \text{Cr}^{3+} \) is that of a stabilizer of the piezoelectric and dielectric properties [112, 113]. In Cr doped \( \text{BiFeO}_3 \) [114], the dielectric constant and the magnetization increase considerably with the Cr doping level. Also, the density of ceramics can be increased using a small amount of \( \text{Cr}_2\text{O}_3 \). However, a large content of \( \text{Cr}_2\text{O}_3 \) will inhibit grain growth because of the accumulation of \( \text{Cr}^{3+} \) at the grain boundary, which results in the decrease in grain size [115, 116].

### 5.1 \( \text{GaFe}_{1-x}\text{Mn}_x\text{O}_3 \) solid solution

#### 5.1.1 Structural studies and phase formation

X-ray measurements revealed that the maximum Mn doped amounts for the samples prepared by solid state reaction is 10%, while annealing of the samples which were prepared by the sol gel method in air give admixture of \( \text{Ga}_2\text{MnO}_4 \) and other phases but in oxygen flow the Mn substitution range increase up to \( x = 0.2 \) (annealed at 1000°C), \( x = 0.25 \) (annealed at 900°C) and \( x = 0.4 \) (annealed at 800°C and 700°C, Fig. 5.1). With higher Mn content other phases are present; the identified phases are shown in Table 5.1. For samples prepared by solid state reaction, at an annealing temperature below 1300°C other phases formed as shown in detail in Table 5.1. The monophasic structure of these series could be indexed on the basis of GFO with space group \( \text{Pc}\text{2}_1\text{n} \), Fig. 5.2 shows the Rietveld refinement of \( \text{GaFe}_{1-x}\text{Mn}_x\text{O}_3 \) (SR, \( x = 0.1 \) and SG annealed at 700°C, \( x = 0.4 \)). The substitution of iron by manganese leads to a decrease in the lattice parameters \( a \) and \( b \), while \( c \) increases. This evolution, which results in a global unit cell volume decrease, is shown in Fig. 5.3 for samples prepared by the sol gel method and annealed at 700°C.
Figure 5.1: X-ray diffraction patterns of GaFe$_{1-x}$Mn$_x$O$_3$ prepared by sol gel method annealed at 700°C.
Table 5.1: Phase analysis for $\text{GaFe}_{1-x}\text{Mn}_x\text{O}_3$ samples prepared by solid state and sol gel methods; O: orthorhombic GFO (sp.gr.,Pc2_1/n), G1: monoclinic Ga$_2$O$_3$ (sp.gr. C 1 2/m 1), F: rhombohedral Fe$_2$O$_3$ [Hematite] (sp.gr. R -3 c), M: cubic Mn$_2$O$_3$ [Bixbyite C] (sp.gr. I a 3), C: cubic Ga$_2$MnO$_4$ (sp.gr. F d -3 m), M1: tetragonal MnO$_2$ [Pyrolusite] (sp.gr. P 42/m n m), M2: tetragonal Mn$_3$O$_4$ [Hausmannite] (sp.gr. I 41/a m d), M3: cubic Mn$_2$O$_3$ [Bixbyite C] (sp.gr. I 2_1 3), C: cubic Ga$_2$MnO$_4$ (sp.gr. F d -3 m), G2: rhombohedral Ga$_2$O$_3$ (sp.gr. R -3 c); S.G.= space group.

<table>
<thead>
<tr>
<th>Solid state reaction method (SR)</th>
<th>900 °C</th>
<th>1100 °C</th>
<th>1200 °C</th>
<th>1300 °C</th>
<th>1400 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>x=0.00</td>
<td>G1,F</td>
<td>O,G1,F</td>
<td>O,G1</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>x=0.05</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>x=0.10</td>
<td>G1,F,M</td>
<td>O,G1</td>
<td>O,G1</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>x=0.15</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>O,C</td>
<td>O,C</td>
</tr>
<tr>
<td>x=0.20</td>
<td>G1,F,M</td>
<td>O,G1</td>
<td>O,G1</td>
<td>O,C</td>
<td>--</td>
</tr>
<tr>
<td>x=0.40</td>
<td>G1,F,M</td>
<td>O,C,G1</td>
<td>O,C,G1</td>
<td>O,C,G1</td>
<td>O,C,G1</td>
</tr>
<tr>
<td>x=0.60</td>
<td>G1,F,M</td>
<td>O,C,G1,M1</td>
<td>C,G1</td>
<td>C,G1</td>
<td>--</td>
</tr>
<tr>
<td>x=0.80</td>
<td>G1,M</td>
<td>C,G1,M2</td>
<td>C,G1</td>
<td>C,G1</td>
<td>--</td>
</tr>
<tr>
<td>x=1.00</td>
<td>G1,M</td>
<td>C,G1,M2</td>
<td>C,G1</td>
<td>C,G1</td>
<td>--</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sol gel method (SG)</th>
<th>700 °C</th>
<th>800 °C</th>
<th>900 °C</th>
<th>1000°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>x=0.00</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>x=0.10</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>x=0.20</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>x=0.30</td>
<td>O</td>
<td>O</td>
<td>O,M</td>
<td>O,M</td>
</tr>
<tr>
<td>x=0.40</td>
<td>O</td>
<td>O</td>
<td>O,M</td>
<td>O,M</td>
</tr>
<tr>
<td>x=0.50</td>
<td>O,M</td>
<td>O,M</td>
<td>O,M</td>
<td>O,M</td>
</tr>
<tr>
<td>x=0.60</td>
<td>O,M</td>
<td>O,M,G1</td>
<td>O,M,G1</td>
<td>O,M,G1</td>
</tr>
<tr>
<td>x=0.80</td>
<td>G1,M</td>
<td>G1,M</td>
<td>G1,M</td>
<td>G1,M1,M3,C</td>
</tr>
<tr>
<td>x=1.00</td>
<td>C,M</td>
<td>G1,M</td>
<td>G1,M,2,C</td>
<td>G1,G2,M1,M2,C</td>
</tr>
</tbody>
</table>
Figure 5.2: Observed (red curve) and calculated (black curve) XRD patterns of GaFe$_{0.9}$Mn$_{0.1}$O$_3$ prepared by solid state reaction at 1300°C (a) and GaFe$_{0.6}$Mn$_{0.4}$O$_3$ prepared by sol gel method at 700°C (b). The vertical bars at the bottom indicate the expected Bragg reflection positions, and the lowest curve is the difference between the observed and the calculated XRD patterns.
The change in the lattice constants indicates that the substitution of Mn induced a distortion in the crystal lattice as in the case of the PrFe$_{1-x}$Mn$_x$O$_3$ system [117]. The unit cell volume of the solid solution GaFe$_{1-x}$Mn$_x$O$_3$ (0 ≤ x ≤ 0.4) decreases from about $V = 420$ to $V = 418.8$ nm$^3$, when x is changed from 0 to 0.4 at 700°C. The refined lattice parameters together with the unit cell volume of pure solid solutions prepared by the two methods are given in Table 5.2. The decrease of the unit cell volume caused by the substitution of manganese for iron may mainly be attributed to the difference between the ionic radii of iron and manganese as in the LaFe$_{1-x}$Mn$_x$O$_3$ system [118], where the ionic radius of the trivalent iron ion for six coordination is 0.785 Å in the high spin state Fe$^{III}$ ($t^3_{2g} e^2_{g}$) and 0.69 Å in the low spin state Fe$^{III}$ ($t^5_{2g} e^0_{g}$), respectively [104].
For the six-coordinated manganese ion, the ionic radius of the trivalent manganese ion in the high spin state Mn$^{III}$(t$_{2g}^3$e$_{g}^1$) and in the low spin state Mn$^{III}$(t$_{2g}^4$e$_{g}^0$) is 0.785 and 0.72 Å, respectively. If the high spin state Fe$^{3+}$ ion in GFO, is replaced by the high spin state Mn$^{3+}$ ion, no change in the lattice parameters of the compound occurs because of identical ionic radii of the high spin states of Fe$^{3+}$ ion and of the Mn$^{3+}$ ion (0.785 Å). Therefore, we may assume also that manganese ions or most of the manganese ions in GaFe$_{1-x}$Mn$_x$O$_3$ are in the low spin state. Fig. 5.4a shows that the average bond distance split further for a manganese content greater than 0.2 and reaches its maximum value at x = 0.3. More remarkable is the evaluation of the bond distance variance for the four cation sites (Fig. 5.4b). The variance on a set of n bond distances d is defined as

Table 5.2: Summary of phase analysis for GaFe$_{1-x}$Mn$_x$O$_3$ samples prepared by solid state and sol-gel methods.

<table>
<thead>
<tr>
<th>x</th>
<th>Conditions</th>
<th>Lattice parameters</th>
<th>V(Å$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>a(Å)</td>
<td>b(Å)</td>
</tr>
<tr>
<td>0.05</td>
<td>SR@1300°C</td>
<td>8.7364(4)</td>
<td>9.3819(3)</td>
</tr>
<tr>
<td>0.1</td>
<td>SR@1300°C</td>
<td>8.7365(6)</td>
<td>9.3819(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>SG@1000°C</td>
<td>8.7557(6)</td>
<td>9.4028(3)</td>
</tr>
<tr>
<td></td>
<td>SG@800 °C</td>
<td>8.7645(7)</td>
<td>9.4113(6)</td>
</tr>
<tr>
<td>0.1</td>
<td>SG@1000°C</td>
<td>8.7441(8)</td>
<td>9.3909(2)</td>
</tr>
<tr>
<td></td>
<td>SG@900 °C</td>
<td>8.7449(2)</td>
<td>9.3925(7)</td>
</tr>
<tr>
<td></td>
<td>SG@800 °C</td>
<td>8.7509(7)</td>
<td>9.3907(3)</td>
</tr>
<tr>
<td></td>
<td>SG@700 °C</td>
<td>8.7578(4)</td>
<td>9.4012(3)</td>
</tr>
<tr>
<td>0.2</td>
<td>SG@1000°C</td>
<td>8.7355(5)</td>
<td>9.3811(6)</td>
</tr>
<tr>
<td></td>
<td>SG@900 °C</td>
<td>8.7469(6)</td>
<td>9.3992(3)</td>
</tr>
<tr>
<td></td>
<td>SG@800 °C</td>
<td>8.7365(5)</td>
<td>9.3801(7)</td>
</tr>
<tr>
<td></td>
<td>SG@700 °C</td>
<td>8.7470(8)</td>
<td>9.3946(2)</td>
</tr>
<tr>
<td>0.25</td>
<td>SG@900 °C</td>
<td>8.7429(6)</td>
<td>9.3936(2)</td>
</tr>
<tr>
<td>0.3</td>
<td>SG@800 °C</td>
<td>8.7351(6)</td>
<td>9.3790(6)</td>
</tr>
<tr>
<td></td>
<td>SG@700 °C</td>
<td>8.7444(1)</td>
<td>9.3881(1)</td>
</tr>
<tr>
<td>0.4</td>
<td>SG@800 °C</td>
<td>8.7236(1)</td>
<td>9.3769(5)</td>
</tr>
<tr>
<td></td>
<td>SG@700 °C</td>
<td>8.7299(2)</td>
<td>9.3877(5)</td>
</tr>
</tbody>
</table>
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\[ \sigma^2 = \frac{\sum (d - \langle d \rangle)^2}{n} \] (5.1)

In unsubstituted GaFeO$_3$, Ga$_1$, Ga$_2$ and Fe$_2$ sites are less distorted than the Fe$_1$ site. This trend is continuous with more Fe sites distortion as Mn ion substitution increase and becomes very large with Mn amounts of 30 % for Fe$_1$ site. Also, the bond angles change with Mn content as shown in Fig. 5.7. The change in the bond lengths and angles seems to indicate that a distortion is introduced into the crystal lattice of GaFeO$_3$ by the substitution with Mn. Moreover, it is well known that Mn$^{3+}$ with four d-electrons is a Jahn-Teller (J-T) ion and has an orbital doublet ground state on the octahedral site. The degeneracy of the doublet is lifted by a deformation of the lattice. The J-T effect of Mn may contribute to the deformation of the crystal lattice in addition to the size effect mentioned above.
Figure 5.4: Evaluation of average (a) bond length and (b) bond length variance with manganese content (x) in GaFe$_{1-x}$Mn$_x$O$_3$ (SG@700°C).

5.1.2 Magnetic properties of GaFe$_{1-x}$Mn$_x$O$_3$

The substitution of manganese for iron in GFO (solid state reaction and sol gel samples annealed at 900°C and 700°C), revealed a significant change in the magnetic transition temperature. Temperature dependent magnetization data for sol gel samples annealed at 700°C shown in Fig. 5.5a indicate a clear PM (paramagnetic) – FIM (ferrimagnetic) transition at low temperature in an applied field of 100 Oe. For all samples annealed at different temperature, the transition and magnetization values decrease with Mn substitution and the magnetization behavior is similar. The corresponding Curie temperatures, $T_c$, are listed in Fig. 5.6b. The lowest magnetization transition temperature $T_c \approx 149$ K is obtained for a
concentration of $x = 0.4$. Similar results were reported for the RFe$_{1-x}$Mn$_x$O$_3$ (R = Pr, Gd, Dy) systems [117], where $T_c$ decreases as the Mn content increases.

![Graph](image)

**Figure 5.5:** (a) Temperature dependence of DC magnetizations (b) hysteresis curve for GaFe$_{1-x}$Mn$_x$O$_3$ prepared by sol gel method and annealed at 700°C.

In order to understand the decrease in magnetic transition temperature in the GaFe$_{1-x}$Mn$_x$O$_3$ system, the various magnetic interactions in these oxides have to be taken into account.
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The possible interactions are Fe$^{3+}$-O$^{2-}$-Fe$^{3+}$, Mn$^{3+}$-O$^{2-}$-Mn$^{3+}$ and Fe$^{3+}$-O$^{2-}$-Mn$^{3+}$ superexchanges. Of these, the Fe$^{3+}$-O$^{2-}$-Fe$^{3+}$ interaction is strongly antiferromagnetic [119], also Mn$^{3+}$-O$^{2-}$-Mn$^{3+}$ interaction is antiferromagnetic [120]. On the other hand, the Fe$^{3+}$-O$^{2-}$-Mn$^{3+}$ interaction could be both ferromagnetic or antiferromagnetic. The additional Fe$^{3+}$-O$^{2-}$-Mn$^{3+}$ interaction in the solid solutions is thought to be antiferromagnetic and weaker than that of Fe$^{3+}$-O$^{2-}$-Fe$^{3+}$. Hence as the Mn amount increases, the Curie temperatures, $T_c$, decrease. This may be due to a reduction in the Fe-Fe linkages and angles between them in the system under study.

Figure 5.6: Compositional dependence of the (a) saturation magnetization ($M_s$) and the coercivity ($H_c$) and (b) transition temperature ($T_c$) for GaFe$_{1-x}$Mn$_x$O$_3$ prepared by sol gel method and annealed at 700°C.
Magnetization curves $M(H)$ at 10 K under an external field ($H$) varying up to 60 kOe are shown for various Mn content for SG (annealed at 700°C) samples in Fig. 5.5b which show unsaturated values of magnetization, even at higher applied field (up to 6 kOe). Fig. 5.6a reveals the saturation magnetization ($M_s$) and coercivity ($H_c$). The coercive field and saturation magnetization values for $x = 0.1$ are 5710 Oe and 34.4 emu/g, whereas for $x = 0.4$, they are 4581 Oe and 18.9 emu/g, respectively.

Table 5.3: Parameters obtained from the hysteresis loops: saturation magnetization ($M_s$) and coercive field ($H_c$) for GaFe$_{1-x}$Mn$_x$O$_3$ samples prepared by solid state reaction at 1300°C (SR), sol gel at 900°C (SG@900°C) and sol gel at 700°C (SG@700°C) samples at 10 K together with the magnetic transition temperature $T_c$ for all pure substituted samples.

<table>
<thead>
<tr>
<th>GaFe$_{1-x}$Mn$_x$O$_3$</th>
<th>$x$</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR</td>
<td>$T_c$ (K)</td>
<td>205</td>
<td>176</td>
<td>12.2</td>
<td>1527</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$M_s$ (emu/g)</td>
<td>26.4</td>
<td>21</td>
<td>5894</td>
<td>6045</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coercivity(Oe)</td>
<td>3.4</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SG@900°C</td>
<td>$T_c$ (K)</td>
<td>267</td>
<td>226</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$M_s$ (emu/g)</td>
<td>34.4</td>
<td>28.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coercivity(Oe)</td>
<td>5710</td>
<td>6234</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SG@700°C</td>
<td>$T_c$ (K)</td>
<td>291</td>
<td>262</td>
<td>230</td>
<td>201</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$M_s$ (emu/g)</td>
<td>34.4</td>
<td>28.3</td>
<td>21.8</td>
<td>18.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coercivity(Oe)</td>
<td>5710</td>
<td>6234</td>
<td>5279</td>
<td>4581</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In chapter 4, we argue the enhancement in magnetization for SR and SG sample prepared at 900°C using neutron powder diffraction due to cation redistribution over four different cation sites. The parent GFO compound has a ferrimagnetic structure of the G-type, with Fe$^{3+}$ along the c-axis where the antiparallel Fe$^{3+}$ spins interact via the intervening oxygen ions. When Fe$^{3+}$ ions in GFO are replaced by Mn$^{3+}$ ions, the magnetization appears to be affected by the contribution of Mn$^{3+}$. Furthermore it was found by the refinement of X-ray diffraction data that the bond angle of the Fe$^{3+}$-O$^{2-}$-Fe$^{3+}$ (or Mn$^{3+}$) is nearly 169° at $x = 0$ and increases slightly with the Mn content. Therefore, the antiferromagnetic coupling among Fe ions (or Mn ions) is
enhanced by the Mn substitution; this may cause the observed decrease in magnetization, Table 5.3.

![Diagram showing bond angles](image)

**Figure 5.7:** Evaluation of average bond angles with manganese content (x) in GaFe$_{1-x}$Mn$_x$O$_3$ series.

The observed variation in the coercivity of the GaFe$_{1-x}$Mn$_x$O$_3$ system is similar to that reported in the Mn substituted CoFe$_2$O$_4$ [121], where the coercivity of all samples almost decreases with increasing Mn content. However, for the composition with $x = 0.1$, an unexpected decrease in coercivity is observed. This is probably due to some peculiar changes in the cation distribution in the octahedral and tetrahedral sites near this composition [122].

### 5.1.3 Dielectric properties of GaFe$_{1-x}$Mn$_x$O$_3$ single phases

The temperature dependence of the dielectric constant at several selected measurement frequencies (10 to 100 KHz) of GFO samples prepared by solid state reaction and sol gel (annealed at 900°C) methods were reported in chapter 4. In these samples, the dielectric constant and dielectric loss do not show any anomaly at the transition temperature.
Figure 5.8: Temperature dependence of (a) dielectric constant and (b) dielectric loss for GaFe$_{0.9}$Mn$_{0.1}$O$_3$ (SR) at different frequencies.
Fig. 5.8 and 5.9 show a comparison of the temperature dependence of $\varepsilon'$ and tan$\delta$ at different frequencies for GaFe$_{0.90}$Mn$_{0.1}$O$_3$ (SR) and GaFe$_{0.75}$Mn$_{0.25}$O$_3$ (SG@900°C). All samples have a dielectric anomaly at ~ 250 K; as frequency is increased, the dielectric constant is observed to decrease in all samples, since there is no remarkable shift of peaks being absorbed over the investigated frequency range, which is usually observed in BaTiO$_3$ ferroelectric [123]. Fig. 5.10 shows the frequency dependence of $T_m$ and $T'_m$ from both samples; $T_m$ and $T'_m$ are the
temperatures at maximum dielectric constant and dielectric loss, respectively. The temperature \( T_m \) and \( T'_m \) are almost independent of frequency.

This behavior indicates that these samples do not behave like a ferroelectric relaxor. The phase transition occurring in ferroelectric materials could be predicted from a plot of \( 1/\varepsilon' \) vs. \( T \). Figs. 5.11a and 5.12a show the plots of thermal variation of \( 1/\varepsilon' \) for GaFe\(_{0.9}\)Mn\(_{0.1}\)O\(_3\) (SR) and GaFe\(_{0.75}\)Mn\(_{0.25}\)O\(_3\) (SG@900°C) samples, respectively. A linear region is observed above 274 and 264 K for GaFe\(_{0.9}\)Mn\(_{0.1}\)O\(_3\) (SR) and GaFe\(_{0.75}\)Mn\(_{0.25}\)O\(_3\) (SG@900°C) samples, respectively, at 100 kHz indicating that the dielectric constant obeys the Curie–Weiss law.

\[
\varepsilon' = \frac{C}{T - T_0} \quad (T > T_0) \tag{5.2}
\]

where \( C \) is the Curie–Weiss constant and \( T_0 \) is the Curie–Weiss temperature.

The deviation from the Curie–Weiss law can be defined by \( \Delta T_m \) as follows:

\[
\Delta T_m = T_{cw} - T_m \tag{5.3}
\]

where \( T_{cw} \) denotes the temperature from which the dielectric constant starts to deviate from the Curie–Weiss law, and \( T_m \) represents the temperature at which the dielectric constant reaches the maximum. This difference is defined as the degree of thermal diffuseness. The Curie–Weiss temperature \( T_0 \) is obtained by extrapolating a linear part above \( T_{cw} \) to the temperature axis.

The following equation describes the modified Curie–Weiss law [124], which takes into account the diffuseness of dielectric peaks at the fixed frequency.

\[\text{Figure 5.10: Frequency dependence of } T_m \text{ and } T'_m\]
where \( T_m \) represents the temperature at which the dielectric constant reaches the maximum (\( \varepsilon'_m \)) and \( \gamma \) reflects the degree of diffuseness. The value of \( \gamma \) varies between 1 and 2, indicating the normal ferroelectric transition and the ideal relaxor ferroelectric behavior, respectively. Fig. 5.11b and 5.12b show the plots of \( \log(1/ \varepsilon' - 1/ \varepsilon'_m) \) versus \( \log(T - T_m) \) for different samples at 100 KHz. The mechanism of diffuse phase transition in ferroelectric materials is known to be generally associated with compositional inhomogeneities or other structural defects. The diffuseness in the dielectric property in the vicinity of the phase transition temperature of the present samples may originate from the irregular distribution of charged defects/impurities. The calculated value of \( \gamma \) was found to be 1.1 and 1.3 in GaFe\(_{0.90}\)Mn\(_{0.10}\)O\(_3\) (SR) and GaFe\(_{0.75}\)Mn\(_{0.25}\)O\(_3\) (SG@900°C), respectively, which confirms the diffuse phase transition in the compounds.
Figure 5.11: Plots of (a) $1/\varepsilon'$ vs temperature and (b) $\log(1/\varepsilon'-1/\varepsilon'_m)$ vs $\log(T-T_m)$ for GaFe$_{0.9}$Mn$_{0.1}$O$_3$ (SR) at 100 KHz.
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Figure 5.12: Plots of (a) $1/\varepsilon'$ vs temperature and (b) log $(1/\varepsilon' - 1/\varepsilon'_m)$ vs log $(T - T_m)$ for GaFe$_{1-x}$Mn$_x$O$_3$ (SG@900°C) at 100 KHz.
In order to test for ferroelectric behavior the polarization vs. applied electric field was measured for GaFe_{0.9}Mn_{0.1}O_3 pellet. The hysteresis loops are shown in Fig. 5.13. The shapes of the curves are not consistent with ferroelectric behavior but rather indicative of conduction.

![Hysteresis Loop](image)

**Figure 5.13:** Hysteresis loop of GaFe_{0.9}Mn_{0.1}O_3 (SR) measured at 255 and 300 K.

### 5.1.4 Variable temperature neutron diffraction

No structure transitions or additional magnetic peaks were observed on cooling GaFe_{1-x}Mn_xO_3 samples to 3 K (Fig. 5.14) and all of the diffraction patterns were therefore indexed on the orthorhombic P c 2_1 n structure model as the unsubstituted sample. The cell parameters and atomic coordinations were all refined. Also the occupation of Mn, Fe and Ga were refined. Fe atoms were introduced at Fe_1 and Fe_2 positions and Ga atoms were introduced at Ga_1 and Ga_2 positions, and the complementary occupancy factors were refined, constrained to full occupancy, notably improving the quality of the fit. Then the possibility of partial occupancy of Ga_1 and Ga_2 positions by some Fe cations and *vice versa* was also checked and this also led to a drop of the discrepancy factors. Finally, the sharing of Mn in four different cation sites was tested, which leads to an improvement in refinement. Fig. 5.16a shows the Rietveld refinement for NPD for GaFe_{0.75}Mn_{0.25}O_3 at 300 K. The lattice parameters and Ga/Fe/Mn
occupation of the cations obtained in the refinement for substituted samples are shown in Table 5.4.

**Table 5.4:** Fe/Mn partial occupancies at Ga₁, Ga₂, Fe₁ and Fe₂ sites, lattice parameters with standard deviation, reliability factors as deduced by Rietveld analysis of NPD for GaFe₁ₓMnₓO₃ (SR and SG@900°C) at room temperature.

<table>
<thead>
<tr>
<th>Occupancies</th>
<th>GaFe₀.₉₅Mn₀.₀₅O₃</th>
<th>GaFe₀.₉Mn₀.₁O₃</th>
<th>GaFe₀.₉Mn₀.₁O₃</th>
<th>GaFe₀.₇₅Mn₀.₂₅O₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ga₁/Fe/Mn</td>
<td>0.87/0.12/0.01</td>
<td>0.87/0.09/0.04</td>
<td>0.963/0.037/0.04</td>
<td>0.877/0.087/0.036</td>
</tr>
<tr>
<td>Ga₂/Fe/Mn</td>
<td>0.51/0.47/0.02</td>
<td>0.51/0.44/0.05</td>
<td>0.54/0.37/0.09</td>
<td>0.484/0.286/0.23</td>
</tr>
<tr>
<td>Fe₁/Ga/Mn</td>
<td>0.69/0.27/0.04</td>
<td>0.66/0.27/0.07</td>
<td>0.61/0.34/0.05</td>
<td>0.527/0.392/0.08</td>
</tr>
<tr>
<td>Fe₂/Ga/Mn</td>
<td>0.60/0.37/0.03</td>
<td>0.61/0.37/0.02</td>
<td>0.789/0.154/0.06</td>
<td>0.600/0.247/0.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lattice parameter</th>
<th>SR</th>
<th>SG@900°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>8.7363(8)</td>
<td>8.7364(7)</td>
</tr>
<tr>
<td>b (Å)</td>
<td>9.3818(7)</td>
<td>9.3818(1)</td>
</tr>
<tr>
<td>c (Å)</td>
<td>5.0810(1)</td>
<td>5.0841(7)</td>
</tr>
<tr>
<td>V (Å³)</td>
<td>416.45(7)</td>
<td>416.71(8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reliability factors</th>
<th>SR</th>
<th>SG@900°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>R p(%)</td>
<td>9.53</td>
<td>4.42</td>
</tr>
<tr>
<td>Rwp(%)</td>
<td>9.96</td>
<td>4.33</td>
</tr>
<tr>
<td>R_B(%)</td>
<td>5.72</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Atomic parameters from Rietveld fit to powder diffraction data can be found in Appendix C. The refinement of occupancies shows the presence of Fe and Ga in all four crystallographic sites. Furthermore the distribution changes with Mn content. This decrease in the Fe amount by Mn substitution reduces the exchange strength between iron neighbours and a decrease in Tc results. The unit cell lengths a, b and c and the volume all decrease slightly with temperature decreasing and there is no discontinuity in variation (Fig. 5.15).
Figure 5.14: NPD (a) for GaFe$_{1-x}$Mn$_x$O$_3$ (SR, x = 0.05, 0.1 and SG@900°C, x = 0.1, 0.25) at 300 K and (b) collected at various temperatures to investigate the magnetic structure for GaFe$_{0.75}$Mn$_{0.25}$O$_3$.
Chapter 5. Structural, magnetic and electric properties of Mn and Cr doped GaFeO$_3$

Figure 5.15: Temperature dependence of cell parameters for GaFe$_{1-x}$Mn$_x$O$_3$ (SR, $x = 0.05, 0.1$ and SG@900°C, $x = 0.1, 0.25$).
Figure 5.16: Agreement between observed and calculated intensities for GaFe$_{0.75}$Mn$_{0.25}$O$_3$ (SG@900°C) at (a) 300 K and (b) 3 K. The difference curves are shown at the bottom. The upper line of reflection marks correspond to the crystal structure, the lower lines indicate the diffraction angles of the magnetic Bragg peaks.

Fig. 5.16b shows the low angle region of the fit at 3 K, where the magnetic structure was treated as unsubstituted GFO, chapter 4. The derived magnetic moments of Fe$^{3+}$/
Mn$^{3+}$ obtained from the Rietveld refinements for Mn doped samples at 3 K are 2.9, 2.7, 4.2, 3.6 $\mu_B$ for SRMn5%, SRMn10%, SGMn10% and SGMn25%, respectively.

### 5.1.5 High resolution X-ray diffraction

Fig. 5.18 and 5.19 show the variation of the lattice parameters and the unit cell volume of SRMn10% and SGMn25% with temperature over the range (200 K – 300 K) obtained from synchrotron powder diffraction analysis. The Rietveld fit for the two samples are shown in Fig. 5.17. An obvious anomaly is detected in all the parameters variation below 250 K. This effect was not detected in NPD probably because the temperature scans have been done with rather large temperature steps (50 K). Neither splitting of reflections due to symmetry changes nor broadening were observed in the powder diffraction patterns in the temperature range from 300 K down to 200 K; the patterns were successfully indexed according to the space group P\text{c} 2_1 n. A similar feature was detected in orthorhombic TmMnO$_3$ [125]; ferroelectricity induced from magnetic order is related to competing magnetic interactions, whose competition at low temperature is reduced through small lattice distortions that result in switchable electric polarization and also in A$_3$BFe$_3$D$_2$O$_{14}$ with A=Ba, Sr, Ca, B=Ta, Nb, Sb and D=Ge, Si compound [126]; an anomaly has been observed at 35 K which might indicate the presence of a structural phase transition coupled to the onset of magnetic order. Also, an anomaly in the lattice parameters and the unit cell volume are observed in the Co$_2$SiO$_4$ system [127, 128], which can be attributed to magnetostriction. In our case this anomaly in lattice parameter may be the reason for dielectric property which has been observed in Mn doped samples.

Further NPD diffraction with high resolution and small step scan experiments is mandatory in order to determine the nature of this phase transition.
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Figure 5.17: High-resolution synchrotron powder diffraction data refinement for SRMn10\% and SGMn25\% at 240 K. Solid circles indicate the experimental data and the calculated data are the continuous line overlapping them. The lowest curve shows the difference between experimental and calculated patterns. The vertical bars indicate the Bragg reflection positions.
Figure 5.18: Temperature dependence of the lattice parameters and the cell volume of SRMn10% sample.
In order to test if other transition metal substitutions in Fe in GFO behave similarly, other elements were tested such as Co, Ni and Cr but the only one which gives a single phase after substitution is Cr. This will be investigated in more details in the next section.

**Figure 5.19:** Temperature dependence of the lattice parameters and the cell volume of SGMn25% sample.
5.2 Cr doped GaFe$_{1-x}$Cr$_x$O$_3$ system

5.2.1 Structure and microstructure

Rietveld analysis results reveal that all GaFe$_{1-x}$Cr$_x$O$_3$ (x= 0.05, 0.1 and 0.15) samples have orthorhombic structure (P c 2$_1$ n) as shown in Fig. 5.20 for the GaFe$_{0.85}$Cr$_{0.15}$O$_3$ sample. A small decrease in the volume of all cell parameters has been observed on doping Cr as shown in Table 5.5. This decrease in unit cell volume with increasing Cr substitution is expected since the ionic radius of Cr$^{3+}$ is slightly smaller than that of Fe$^{3+}$. The SEM micrograph of the sintered pellet is shown in Fig. 5.21. The micrograph revealed a uniform distribution of the grains of varying shape with well defined boundaries and average grain size in the range of ~1-3 µm.

![Rietveld analysis results of XRD pattern at RT for the GaFe$_{0.85}$Cr$_{0.15}$O$_3$ sample. Solid circles indicate the experimental data and the calculated data are the continuous line overlapping them. The lowest curve shows the difference between experimental and calculated patterns. The vertical bars indicate the Bragg reflection positions.](image-url)
Table 5.5: Details of structure refinements with standard deviation and magnetic properties GaFe$_{1-x}$Cr$_x$O$_3$.

<table>
<thead>
<tr>
<th>x</th>
<th>a (Å)</th>
<th>b (Å)</th>
<th>c (Å)</th>
<th>V ($\AA^3$)</th>
<th>$R_p$</th>
<th>$R_{wp}$</th>
<th>$R_B$</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>8.7348(9)</td>
<td>9.3799(1)</td>
<td>5.0771(2)</td>
<td>415.98(1)</td>
<td>10.3</td>
<td>9.34</td>
<td>4.84</td>
<td>3.61</td>
</tr>
<tr>
<td>0.1</td>
<td>8.7532(4)</td>
<td>9.3776(5)</td>
<td>5.0769(9)</td>
<td>415.78(3)</td>
<td>9.90</td>
<td>8.30</td>
<td>4.56</td>
<td>3.45</td>
</tr>
<tr>
<td>0.15</td>
<td>8.7308(7)</td>
<td>9.3756(4)</td>
<td>5.0765(5)</td>
<td>415.55(3)</td>
<td>10.1</td>
<td>8.73</td>
<td>5.06</td>
<td>4.19</td>
</tr>
</tbody>
</table>

Magnetic properties

<table>
<thead>
<tr>
<th>Hc (Oe)</th>
<th>Ms (emu/g)</th>
<th>Mr (emu/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4325</td>
<td>11.43</td>
<td>26.53</td>
</tr>
<tr>
<td>3142</td>
<td>5.67</td>
<td>15.83</td>
</tr>
<tr>
<td>1938</td>
<td>3.43</td>
<td>15.22</td>
</tr>
</tbody>
</table>

Figure 5.21: The SEM surface images of GaFe$_{1-x}$Cr$_x$O$_3$ samples: (a) $x = 0.1$, (b) $x = 0.15$. 
5.2.2 Magnetic properties

The magnetic properties of GaFe$_{1-x}$Cr$_x$O$_3$ ($x = 0.05$, 0.1 and 0.15) samples are shown in Fig. 5.22a. The temperature dependence of the magnetization (zero field cooling; ZFC and field cooling, FC), measured over the temperature range from 5 to 300 K under 100 Oe field, indicates that the magnetization is decreased by Cr doping. The magnetization of GaFe$_{0.85}$Cr$_{0.15}$O$_3$, which is 3.7 emu/g, is found to be less than that of the undoped sample (6.3 emu/g) at 5 K.

![Graph showing temperature dependence of magnetization and magnetic hysteresis loop](image)

**Figure 5.22:** (a) Temperature dependence of magnetization for ZFC (open) and FC (solid) modes measured at 100 Oe (b) Magnetic hysteresis loop M(H) measured at 10K for the GaFe$_{1-x}$Cr$_x$O$_3$ samples.
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The magnetic transition temperatures ($T_c$) are around 198, 175 and 126 K for Cr = 5, 10 and 15 %. The Curie temperature $T_c$ decreases with increasing Cr content in GaFe$_{1-x}$Cr$_x$O$_3$. A similar behavior has been observed in the CoCr$_x$Fe$_{2-x}$O$_4$ system [129]. The lowering of $T_c$ may be related to the weak $\text{Cr}^{3+}(3\mu_B)\text{-O}\text{-Cr}^{3+}(3\mu_B)$ [130] and $\text{Fe}^{3+}(3\mu_B)\text{-O}\text{-Cr}^{3+}(3\mu_B)$ interaction [131] as compared to $\text{Fe}^{3+}\text{-O}\text{-Fe}^{3+}$. Fig. 5.22b presents the magnetization as a function of field. All samples exhibit hysteresis behavior in the M-H curve, indicative of ferrimagnetism. The saturation magnetization ($M_s$), remnant magnetization ($M_r$), and coercivity ($H_c$) of the samples obtained from the hysteresis curves are presented in Table 5.5. It is seen that $M_s$, $M_r$ and $H_c$ exhibit decreasing trends with increasing $x$. If the spin of the substituting Cr$^{3+}$ ion align with the Fe$^{3+}$ ion, the spin magnetic moment (SMM) of Cr$^{3+}(d^3)$ ion is 3 $\mu_B$, thus, the net SMM is expected to be reduced by 2 $\mu_B$ per formula unit [132].

5.2.3 Dielectric properties

The frequency dependence of the dielectric constant, $\varepsilon'$, and the dielectric loss, tan$\delta$, at 353 K for Cr =10 and 15 % are shown in Fig. 5.23. $\varepsilon'$ clearly shows a Debye-like relaxation from a high value at low frequency to a small saturated value at higher frequency for both samples.

![Graph showing frequency dependence of $\varepsilon'$ and tan$\delta$](image)

**Figure 5.23:** Frequency dependence of $\varepsilon'$ and tan$\delta$ (inset) of GaFe$_{1-x}$Cr$_x$O$_3$; $x = 0.1$ and 0.15 at 353 K.
The decrease of the dielectric constant and the higher dielectric loss as a function of Cr-content may be related with the grain size. In general the dielectric constant and the dielectric polarization are proportional to the grain size [133]. In our case, however, a different behavior was observed similar to Cr doped Ba$_{0.6}$Sr$_{0.4}$TiO$_3$ thin films [134]. A possible explanation may be a change in concentration of oxygen vacancies and defect related dipoles due to variable oxidation state of both Fe and Cr. In general, the dielectric constant of any material is due to dipolar, electronic, ionic, and interfacial polarizations [135, 136]. The dipolar and interfacial polarizations contribute significantly to the dielectric constant at low frequencies. Both these polarizations are strongly temperature dependent. In the high frequency region $\varepsilon'$ is almost the same for all samples as the contribution to the dielectric constant arises from electronic and ionic polarizations at high frequencies which are frequency independent. The frequency dependence of the dielectric loss spectrum ($\tan\delta$) shown in inset of Fig. 5.23 implies that the hopping of charge carriers plays an important role in their transport process because a loss peak is an essential feature of the charge carrier hopping transport [137]. The monotonous increase in the loss factor at low frequency is probably due to the contribution of the d.c. conductivity [138].

![Figure 5.24: Variation of dielectric constant ($\varepsilon'$) and tangent ($\tan\delta$, inset) with temperature in GaFe$_{0.85}$Cr$_{0.15}$O$_3$ at selected frequencies.](image-url)
The dielectric constant and the dielectric loss at 100 Hz-10 MHz for the sample of Cr = 15\% versus temperature (T) are shown in Fig. 5.24.

![Graph showing dielectric constant and dielectric loss](image)

**Figure 5.25:** Frequency dependence of (a) $\varepsilon'$ and (b) $\tan \delta$ of GaFe$_{0.85}$Cr$_{0.15}$O$_3$ at different temperature, and the inset is $\ln \tau$ vs. 1000/$T$.

The dielectric constant is high at 1 KHz and decreases very sharply with increasing frequency at temperatures above 350 K. Such a drastic decrease in the value of the dielectric constant at higher frequencies can be explained in terms of the interfacial space charge polarization. The space charge polarization increases with increasing temperature due to the increase in dc conductivity, moreover, it decreases with increasing frequency due to the decrease in ac
conductivity [139]. The frequency (f) dependence of the $\varepsilon'$ and tan$\delta$ of GaFe$_{0.85}$Cr$_{0.15}$O$_3$ as a function of temperature are shown in Fig. 5.25a and b. The peak in tan$\delta$ shifts to a lower frequency on lowering the temperature.

The values of the most probable relaxation time $\tau_m$ were obtained from the peak frequencies $\omega_m$ ($\omega_m\tau_m = 1$) of tan$\delta$. The variation of $\tau_m$ vs $10^3/T$ shown in Fig. 5.25 suggest that the relaxation time follows the Arrhenius law

$$\tau = \tau_0 \exp(E_a/K_B T)$$

(5.5)

where $E_a$ is the activation energy for the dielectric relaxation, $K_B$ is the Boltzmann constant and $T$ is the absolute temperature. The activation energy for the dielectric relaxation obtained from the slope of the fitted line is 0.24 and 0.28 eV for Cr = 10 and 15%, respectively.

It has to be mentioned that the samples have been synthesized at high temperature $\geq 1200 \degree C$; a slight amount of oxygen loss can occur and may be expressed by the Kroger-Vink notation [140]:

$$O_{o}^{x} = V_{o}^{-} + 1/2 O_2 \text{ (gas)} + 2e^-,$$

where $O_{o}^{x}$ is the loss of lattice oxygen, $V_{o}^{-}$ is the presence of oxygen-ion vacancy and $e^-$ is the electron released or captured. The released electron may be captured by Fe$^{3+}$ to generate Fe$^{2+}$ for charge compensation such as in LaFe$_{0.9}$Ni$_{0.1}$O$_3$ [141]. The $V_{o}^{-}$ and Fe$^{2+}$, contribute not only to the conductivity but also to the dielectric response. So, the activation energy values obtained above are almost equal to the activation energy of electron hopping between an Fe$^{2+}$ and an Fe$^{3+}$ ion in the oxide [142]. Again the strong increase in the dielectric characteristics with increasing temperature may be due to thermally induced oxygen ion vacancies and enhancement of hopping conduction as we will see later [143].

Polycrystalline samples may be analyzed by considering the impedance $Z(\omega)$ spectra as an electric modulus $M(\omega)$ spectra in order to emphasize the grain and grain boundary contributions to the electric properties [144]. From the physical point of view, the electric modulus corresponds to the relaxation of the electric field in the materials when the electric displacement remains constant [145]. Fig. 5.26 shows the logarithmic frequency dependence of real and imaginary parts of electric modulus for GaFe$_{0.9}$Cr$_{0.1}$O$_3$ as a function of temperature. In terms of the dielectric constant $\varepsilon(\omega)$, the electric modulus is given by

$$M(\omega) = \varepsilon(\omega) + jM'(\omega) = 1/\varepsilon$$

(5.6a)
\[ M'(\omega) = \frac{\varepsilon'(\omega)}{[\varepsilon'(\omega)^2 + \varepsilon''(\omega)^2]} \]  
\[ M''(\omega) = \frac{\varepsilon''(\omega)}{[\varepsilon'(\omega)^2 + \varepsilon''(\omega)^2]} \]  

\( M'(\omega) \) shows a dispersion tending towards \( M_\infty \) (the asymptotic value of \( M'(\omega) \) at higher frequencies (Fig. 5.26a), while \( M''(\omega) \) exhibits a relaxation peak (Fig. 5.26b) centered at the dispersion region of \( M'(\omega) \). The relaxation peak for \( M''(\omega) \) shifts towards lower frequencies during cooling the sample as shown in Fig. 5.26b. Consequently, it means that the relaxation
rate for this process decreases with decreasing temperature. The frequency region below the peak maximum (\(M_m''\)) determines the range in which charge carriers are mobile on long distances. At frequency above peak maximum the carriers are confined to potential wells, being mobile on short distances.

![Image](image_url)

**Figure 5.27:** (a) Normalized modulus (\(M/M_m\)) as a function of frequency at different temperatures, (b) Arrhenius plot of the peak frequencies \(f_m\) for GaFe\(_{1-x}\)Cr\(_x\)O\(_3\), \(x = 0.1\) and 0.15.

Fig. 5.27a shows the scaling behavior of the imaginary part of electric modulus (\(M''(\omega)\)) for GaFe\(_{0.9}\)Cr\(_{0.1}\)O\(_3\), where we have scaled each \(M''\) by \(M_m''\) and each frequency by \(f_m\). The overlap of the curves for all the temperatures into a single master curve indicates that they describe
the same mechanism at various temperatures. The temperature dependence of the characteristic relaxation time as shown in Fig. 5.27b satisfies the Arrhenius law. From the least square fitting, the activation energies are calculated, and are found to be 0.22 and 0.27 eV for Cr = 10 and 15%, respectively. It is clear that the activation energy of the compounds (calculated from loss and modulus spectrum) is nearly the same. It suggests that the relaxation process may be attributed to the same type of charge carriers.

Complex impedance for GaFe$_{1-x}$Cr$_x$O$_3$ samples at 353 K are shown in Fig. 5.28. The real and imaginary components of the impedance decrease with an increase of Cr amount. Impedance spectra have been analyzed by an equivalent circuit, as displayed in the inset of Fig. 5.28.

![Figure 5.28](image)

**Figure 5.28:** Nyquist plots of GaFe$_{1-x}$Cr$_x$O$_3$ samples at 353 K, inset represents the proposed circuit model. Solid curves represent the fitting of RC equivalent circuit.

The impedance plots indicate a depressed semicircle, whose center lies on a straight line below the real axis, suggesting departure from ideal Debye-type behavior. Hence, in the equivalent circuit, the constant phase elements (Q) capacitance $Q(\omega) = B(\omega i)^{n-1}$ are assumed to describe the depressed semicircle [144]. The parameter B is constant for a given set of experimental data. The exponent n varies between 0 and 1 ($n = 1$ for an ideal capacitor and $n = 0$ for ideal resistor). Grain ($R_g$) and grain boundary ($R_{gb}$) resistances have been calculated
from the impedance spectrum. The best fitting of RC equivalent circuit at 353 K using the software "ZsimpWin" are $R_g = 0.7 \times 10^6 \text{ and } 3.51 \times 10^6 \Omega$, $R_{gb} = 88.81 \times 10^6 \text{ and } 40.89 \times 10^6 \Omega$, $C_g = 8.186 \times 10^{-12} \text{ and } 6.506 \times 10^{-12} \text{ F}$, $C_{gb} = 0.995 7 \times 10^{-9} \text{ and } 0.477 9 \times 10^{-9} \text{ F}$ for Cr=10 and 15 %, respectively. Thus, the impedance spectroscopy analysis clearly demonstrates that the grain boundaries are more resistive than the grain in GaFe$_{1-x}$Cr$_x$O$_3$ system.

In order to further elucidate the transport mechanism in this system, the electric conductivity at different temperatures is studied. Electric conductivity can be calculated from the dielectric data as

$$\sigma(\omega) = \omega \varepsilon_0 \varepsilon' \tan \delta,$$

where $\omega$ is the angular frequency and $\varepsilon_0$ is the vacuum permittivity. Fig.5.29a shows frequency dependence of a.c. conductivity ($\sigma_{\text{a.c.}}$) at various temperatures for GaFe$_{1.85}$Cr$_{0.15}$O$_3$. It can be seen that at low frequencies and above room temperature plateaus of $\sigma_{\text{a.c.}}$ (frequency independent values of conductivity) exist which corresponds to d.c. conductivity. The observed frequency dependent conductivity can be described by the equation [135]

$$\sigma(\omega) = \sigma_{\text{d.c.}} + A\omega^n,$$

where $n$ is the frequency exponent in the range of $0 < n < 1$ and for an ideal Debye-type behavior it is equal to 1. A and $n$ are thermally activated quantities, hence electrical conduction is a thermally activated process. According to Jonscher [146], the origin of the frequency dependence of conductivity lies in the relaxation phenomena arising due to mobile charge carriers. When mobile charge carriers hop onto a new site from its original position, it remains in a state of displacement between two potential energy minima, which includes contributions from other mobile defects. After a sufficiently long time, the defect could relax until the two minima in lattice potential energy coincide with the lattice site.

Extrapolating these curves towards low frequency gives the dc conductivity ($\sigma_{\text{d.c.}}$). The resulting $\sigma_{\text{d.c.}}$ is plotted as a function of reciprocal temperature in Fig. 5.29b and it well obeys the Arrhenius law,

$$\sigma = \sigma_0 \exp \left( \frac{E_{\text{cond}}}{K_B T} \right),$$
where $\sigma_0$ is the pre-exponential term, $E_{\text{cond}}$ is the conduction activation energy, and $K_B$ is the Boltzmann constant. From the fitting $E_{\text{cond}}$ are 0.22 and 0.28 eV, for Cr = 10 and 15%, respectively. This thermal activation energy of the intragrain conductivity is very close to that obtained from the dielectric relaxation, which suggests that the conductivity may play a very important role in these materials.
Chapter 6

Summary

The effect of annealing temperature and substitution on structure, magnetic and electric properties of multiferroic magnetoelectric GaFeO$_3$ were investigated.

GaFeO$_3$ was prepared by solid state reaction (SR) and sol gel (SG) methods. All samples have orthorhombic structure (P $\bar{c}$ 2$_1$ n). The lattice parameters and volume increase as the annealing temperature decrease. This was explained by the reduction in particle size which relaxes the lattice and leads to a cell volume expansion. The magnetic transition temperature ($T_c$) increases from 225 K to 310 K as the particle size decreases from 205 nm to 50 nm. This increase in $T_c$ may be due to the change in cation distribution. The hysteresis loops do not saturate even at the highest applied magnetic fields. The saturation magnetization increases from 0.77 $\mu_B$/Fe (SR) to 1.32 $\mu_B$/Fe (SG@700°C), which is attributed to the surface spin canting while the coercivity decreases from 6435 Oe (SR) to 4035 Oe (SG@900°C) then increases again to 6771 Oe (SG@700°C). The increase in the coercivity with decreasing particle size until a certain limit is due to the enhanced role of the surface and its anisotropy as opposed to the weaker bulk anisotropy. Dielectric measurements do not show any anomaly at or near $T_c$ for samples prepared by SR and SG methods as claimed by other authors [74, 77, 80], as indication for magnetodielectric coupling in the GaFeO$_3$ compound. A neutron powder diffraction (NPD) study for GaFeO$_3$ (SR and SG@900°C) samples shows that the lattice parameters and volume exhibit a regular thermal expansion which indicated no abnormal structural change with decreasing temperature.
NPD does not show any anomaly in bond lengths, angles and the shift of Fe atoms from the centre of their octahedron at the magnetic transition temperature. The superexchange antiferromagnetic interaction between Fe$^{3+}$ neighbors in GaFeO$_3$ slightly changes while iron ions fractions over the four sites Ga$_1$, Ga$_2$, Fe$_1$ and Fe$_2$ are greatly influenced by the annealing temperature. The average value of the largest bond angle Fe$_1$-O-Fe$_2$ is 167.4° and 168.8° for SR and SG@900°C samples, respectively, which is slightly higher than that one obtained from single crystals prepared by float zone method (Fz); 166° [17]. $T_c$ in our case (SR and SG@900°C) ~ 225 and 300 K, respectively, and in case of single crystals prepared by (Fz) and flux grown method ~ 205 and 280 K [147], respectively. The bond angles analysis alone cannot explain the reason for change in $T_c$ as the method of preparation change. The interpretation of the magnetic behavior require prior determination of cation occupancies. NPD refinement at 300 K shows that the occupancies of Fe ions in different cation sites show reduction of Fe occupancy in Ga$_1$ and Fe$_1$ sites and increase of Fe occupancy in Ga$_2$ and Fe$_2$ sites as the annealing temperature decreases, Table 6.1. The use of NPD with GaFeO$_3$ polycrystalline material is still difficult because one needs to determine the positions of 10 non equivalent atomic sites and four occupancies of the cation sites. The Mössbauer spectroscopy is used as a complementary method to explain results obtained from NPD, although the interpretation of the Mössbauer spectra of GaFeO$_3$ is not straightforward. The Mössbauer spectra measured at paramagnetic and magnetically ordered state were simultaneously fitted using the method of invariants. The hyperfine structure of the GaFeO$_3$ samples prepared by two different methods was determined. Another problem is the assignment of the identified components to the crystal sites which can be solved by using NPD data refinement. This assignment is consistent with the one which is presented in [73]. During the Mössbauer analysis two assumptions were proposed, Fe occupies 3 sites as performed at room temperature on the single crystals (Fz) [73]) or 4 sites assuming Fe ions sharing Ga$_1$ site. Because the four and also the three component fits are of similar quality, the differences of fitted values from NPD were used to estimate uncertainties of the site occupancies, the comparison between occupancies obtained from different methods and techniques are summarized in Table 6.1. It is clear that Fe occupied most of Ga$_2$ site and as the annealing temperature decreases the Ga$_2$ site are more occupied by Fe atoms.
Band structure calculations [66] indicate that the energy resulting from the Fe interchange with the Ga$_2$ site can be as small as 1 meV per formula unit while interchange with Ga$_1$ site requires energy almost two orders of magnitude larger. This explains why Ga$_2$-Fe disorder is high, yet does not explain why the Fe concentration in Ga$_2$ site is so high. It is rather well documented that samples prepared with a larger disorder, e.g. quenched or synthesized at higher temperatures, possess a lower transition temperature than the more ordered samples, that have been e.g., prepared at lower temperatures or annealed [15, 17]. Our results of slightly better ordering in the SG sample is consistent with this trend. The magnetic structure
was found to be ferrimagnetic with the propagation vector \( \mathbf{K} = 0 \) in good agreement with the NPD data studied previously by other authors on single crystals [17, 147]. The refinement of 3 K data shows that the magnetic structure is given by the irreducible representation \( \Gamma_1 \) with basis functions: \([A_x, C_y, G_z]\). The Fe\(^{3+}\) magnetic moment ordered mainly along \( c \)-axis with small components along \( a \) and \( b \) axes which is in agreement with the result obtained for GaFeO\(_3\) (single crystals) [17, 147]. The total magnetic moment at 3 K is increased in case of SG sample (4.4 \( \mu_B \)) as compared to SR sample (3.2 \( \mu_B \)) in agreement with the magnetization measurement and comparable with the value obtained from single crystal (flux method, 4.8 \( \mu_B \) [147]).

Polycrystalline samples of Mn-doped GaFeO\(_3\) were prepared by conventional solid state synthesis and sol gel method techniques. The maximum Mn doped amount for the samples prepared by SR is 10 %. The Mn substitution amount increases up to 20 % (annealed at 1000 \(^\circ\)C), 25 % (annealed at 900 \(^\circ\)C) and 40% (annealed at 800 \(^\circ\)C and 700\(^\circ\)C) for the samples prepared by SG under flow of oxygen. Upon manganese doping the cell parameters \( a \) and \( b \) decrease, while \( c \) increases, causing a unit cell volume decrease. Also the decrease in the unit cell volume caused by the substitution of Mn for Fe may be attributed to the presence of Mn ions as most of Mn ions in GaFe\(_{1-x}\)Mn\(_x\)O\(_3\) are in the low spin state. The polyhedra around Ga\(_1\), Ga\(_2\), Fe\(_1\) and Fe\(_2\) become more distorted as Mn ions substitution increases. Also, the bond lengths and angles change with Mn content which indicate that a distortion is introduced into the crystal lattice of GaFeO\(_3\) by Mn substitution. This may be due to the presence of Jahn Teller effect Mn\(^{3+}\) ion in the crystal. Magnetic measurements show that all single phase samples with GaFeO\(_3\) structure in the GaFe\(_{1-x}\)Mn\(_x\)O\(_3\) system are ferrimagnetic below room temperature. The decrease in transition temperature, coercivity and saturation magnetization with Mn content leads to suggest an antiferromagnetic coupling between Mn and Fe spins, reducing the average ordered magnetic moment. The Mn substituted system induced an anomaly in the dielectric constant around 250 K but ferroelectric measurements show a ferroelectric hysteresis behavior for lossy dielectric; due to conduction of the samples. High resolution X-ray diffraction (synchrotron) reveals an anomaly in lattice parameters at around 250 K but no crystal structure phase transition is noticed. The reason at the moment is not clear and needs further neutron studies. Neutron diffraction refinement shows that the Fe distribution at different sites is influenced by the amount of Mn substitution. The ferrimagnetic structure does not change with Mn doped GaFeO\(_3\). The iron magnetic moment progressively decreases as Mn content increase. The observed magnetic moments of Fe\(^{3+}\)/
Mn$^{3+}$ obtained from the Rietveld refinements for Mn doped samples at 3 K are 2.9, 2.7, 4.2, 3.6 $\mu_B$ for SRMn5%, SRMn10%, SGMn10% and SGMn25%, respectively.

In order to investigate the effect of doping on the dielectric properties of GaFeO$_3$ and test the dielectric behavior with other substituted transition material GaFeO$_3$ doped Cr system has been prepared by solid state reaction method. Phase purity investigations showed that the solubility limit of Cr in the host GaFeO$_3$ crystal lattice was around 15%. The surface morphology of the compounds is studied through SEM, which gives the average grain size as the order of ~1-3 $\mu$m. The magnetic properties decrease due to the weakening of the Fe$^{3+}$–O–Fe$^{3+}$ superexchange interaction strength when the Cr$^{3+}$ ions replaces some of the Fe ions. Dielectric measurements do not show any anomaly like in the Mn doped system. The frequency dependence of the dielectric constant and loss for Cr doped samples show a Debye-like relaxation from a high value at low frequency to a small saturated value at higher frequency. The frequency dependent maxima in the imaginary electric modulus at various temperatures are found to obey Arrhenius law with activation energies of ~0.22 and 0.27 eV, for GaFe$_{1-x}$Cr$_x$O$_3$, $x = 0.1$ and 0.15, respectively, which has been interpreted by hopping of electrons between ions of the same element but in different oxidation states. The scaling behavior of the imaginary part of electric modulus (M'') suggests that the relaxation describes the same mechanism at various temperatures. Impedance spectroscopy along with the equivalent circuit model was used to determine the resistance and capacitance associated with the grain and grain boundary, which shows that the grain boundaries are more resistive than the grain in the GaFe$_{1-x}$Cr$_x$O$_3$ system.

We can summarize that the sol gel method is the best method for preparation of GaFeO$_3$ powders; the magnetic transition temperature is above room temperature. By combining the advantage of low temperature annealing and doping GaFeO$_3$ with a proper amount of Mn, a magnetoelectric multiferroic compound at 250 K can be obtained.

Rare-earth perovskite-type orthogallates LnGaO$_3$ (Ln = La–Gd) show a wide range of unique physical properties. Well known applications for substrate materials are for high temperature superconductive (HTSC), collosalmagnetoresistive (CMR) and GaN films [148–151]. Also, rare-earth orthoferrite shows vastly different transition temperatures: ~8 K for YbFeO$_3$ and ~90 K for ErFeO$_3$ and TmFeO$_3$, while Néel temperatures in these magnetodielectrics were roughly the same: $T_N \sim 630$ K [152]. DyFeO$_3$ shows a large ferroelectric polarization.
combined with a strong magnetoelectric coupling [153]. Furthermore, the ferroelectric polarization in DyFeO$_3$ is induced by the peculiar magnetic structure, obtained on applying an external magnetic field.

The large magnetodielectric effect exhibited by Ga$_{0.5}$Al$_{0.5}$FeO$_3$ [80] and dielectric anomaly in GaFe$_{1-x}$Mn$_x$O$_3$ demonstrate the importance of substitution of A or B sites cations. Displacements of the cations and the disorder associated with their occupancies markedly affect the dielectric and magnetodielectric properties in a significant manner as predicted by Kan et al. [107]. More over the substitution of Ga or Fe site by rare-earth may improve GaFeO$_3$ properties.
Appendix A

Mössbauer and neutron powder diffraction combination for Fe occupancies determination among different sites

Table A.1. Results of refinement obtained by Rietveld analysis of neutron diffraction performed at T = 3 K. Site occupancies are taken from Table 1, col. 8 and Table 2, col. 7. Sequence of colors in the column 2,3,...7 indicates assignment of Mössbauer components to the sites listed in column 1.

<table>
<thead>
<tr>
<th>B</th>
<th>crystal site</th>
<th>assignment of the Mössbauer components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>Ga&lt;sub&gt;1&lt;/sub&gt;</td>
<td>b</td>
</tr>
<tr>
<td>2</td>
<td>Ga&lt;sub&gt;2&lt;/sub&gt;</td>
<td>lb</td>
</tr>
<tr>
<td>3</td>
<td>Fe&lt;sub&gt;1&lt;/sub&gt;</td>
<td>r</td>
</tr>
<tr>
<td>4</td>
<td>Fe&lt;sub&gt;2&lt;/sub&gt;</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>No. of comp. /sample</td>
<td>R&lt;sub&gt;mag&lt;/sub&gt; (%)</td>
</tr>
<tr>
<td>5</td>
<td>3 comp. /SR</td>
<td>22.6</td>
</tr>
<tr>
<td>6</td>
<td>4 comp. /SR</td>
<td>15.6</td>
</tr>
<tr>
<td>7</td>
<td>3 comp. /SG</td>
<td>37.3</td>
</tr>
<tr>
<td>8</td>
<td>4 comp. /SG</td>
<td>22.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C</th>
<th>crystal site</th>
<th>assignment of the Mössbauer components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>Ga&lt;sub&gt;1&lt;/sub&gt;</td>
<td>r</td>
</tr>
<tr>
<td>2</td>
<td>Ga&lt;sub&gt;2&lt;/sub&gt;</td>
<td>lb</td>
</tr>
<tr>
<td>3</td>
<td>Fe&lt;sub&gt;1&lt;/sub&gt;</td>
<td>b</td>
</tr>
<tr>
<td>4</td>
<td>Fe&lt;sub&gt;2&lt;/sub&gt;</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>No. of comp. /sample</td>
<td>R&lt;sub&gt;mag&lt;/sub&gt; (%)</td>
</tr>
<tr>
<td>5</td>
<td>3 comp. /SR</td>
<td>27.1</td>
</tr>
<tr>
<td>6</td>
<td>4 comp. /SR</td>
<td>15.0</td>
</tr>
<tr>
<td>No.</td>
<td>Sample</td>
<td>3 comp. /SG</td>
</tr>
<tr>
<td>-----</td>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>7</td>
<td>3 comp. /SG</td>
<td>37.2</td>
</tr>
<tr>
<td>8</td>
<td>4 comp. /SG</td>
<td>24.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D</th>
<th>crystal site</th>
<th>assignment of the Mössbauer components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ga(_1)</td>
<td>1 g g g g g g</td>
</tr>
<tr>
<td>2</td>
<td>Ga(_2)</td>
<td>lb lb r r b b</td>
</tr>
<tr>
<td>3</td>
<td>Fe(_1)</td>
<td>b r lb b r lb</td>
</tr>
<tr>
<td>4</td>
<td>Fe(_2)</td>
<td>r b b lb lb</td>
</tr>
</tbody>
</table>

No. of comp. /sample | \(R_{mag}\) (%) |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5 3 comp. /SR</td>
<td>73.0 16.3 11.9 16.3 73.0 11.3</td>
</tr>
<tr>
<td>6 4 comp. /SR</td>
<td>37.1 14.7 12.3 16.2 13.9 8.66</td>
</tr>
<tr>
<td>7 3 comp. /SG</td>
<td>27.0 23.8 13.4 21.3 21.3 16.5</td>
</tr>
<tr>
<td>8 4 comp. /SG</td>
<td>14.5 15.5 9.71 11.5 11.2 7.25</td>
</tr>
</tbody>
</table>
Appendix B

Representation theory and prediction of magnetic structures

In non-primitive cells we must determine the relation between the different magnetic moments in the cell. This relation can be very difficult to derive and is often found by comparison with known magnetic structures, or by trial and error. Group theory arguments allow us to calculate symmetry allowed relations between the moments and to greatly simplify this process.

Determining the magnetic structure means:

1. Determining the relation between magnetic and chemical unit cell i.e. propagation vector (In the ferrimagnetic case, $K = 0$, so that the magnetic unit cell is the same as the chemical unit cell.).
2. Determining the magnetic moment direction.
3. Determining the symmetry relationship between different magnetic moments in the unit cell.

B.1. Matrix presentation of symmetry element and atomic position

The space group P c 2$_1$ n contains 4 symmetry operations \{E, 2$_{1y}$, n$_{xy}$, c$_{yz}$\}. The symmetry operators correspond to the identity element, a two fold screw axis along the y axis, n-glide perpendicular to the c axis, and a glide plane perpendicular to x with transition along c, all elements can be represented by a matrix as follows:
The atomic positions for GaFeO$_3$ can be separated into rotational and transitional components as represented in Table B.1.

Table B.1: Fe atoms coordinate in general position 4a with rotational matrix part for space group P\textsubscript{c}2\textsubscript{1}n.

<table>
<thead>
<tr>
<th>Rotation matrix R</th>
<th>x, y, z- components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ((x,0,z))</td>
<td>\begin{pmatrix} 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 \end{pmatrix}</td>
</tr>
<tr>
<td>2 ((x, \frac{1}{2}, z))</td>
<td>\begin{pmatrix} -1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -1 \end{pmatrix}</td>
</tr>
<tr>
<td>3 ((x+\frac{1}{2}, \frac{1}{2}, z+\frac{1}{2}))</td>
<td>\begin{pmatrix} 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 \end{pmatrix}</td>
</tr>
<tr>
<td>4 ((x+\frac{1}{2}, y, z+\frac{1}{2}))</td>
<td>\begin{pmatrix} -1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 \end{pmatrix}</td>
</tr>
</tbody>
</table>
The manner in which all symmetry operations of a group permute the labels of equivalent atoms can be represented by a large matrix, called the permutation representation, \( \Gamma_{\text{perm}} \). The character of the permutation representation for a symmetry operation, \( \chi_{\text{perm}} \), is simply the number of position labels that are unchanged under its action as listed in the Table B.2.

**Table B.2:** Transformation of the positions for the magnetic sites 4a

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>( 2_y )</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>( n_{xy} )</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( c_{yz} )</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

From the table, the only non zero trace of \( \Gamma_{\text{perm}} \) are E

\[ \chi_{\text{perm}}(E) = 4 \text{ and } \chi_{\text{perm}}(2_y) = \chi_{\text{perm}}(n_{xy}) = \chi_{\text{perm}}(c_{yz}) = 0. \]

**B.3. Effect of symmetry elements on magnetic moments and the magnetic representation, \( \Gamma_{\text{mag}} \)**

A magnetic moment is described by an axial vector which, for convenience, will be represented in the axis system of the point or space group that we are using. We will always refer to moment components defined with respect to the crystallographic axes, not Cartesian projections. If the moment vector of an atom is \( \vec{S} = (S_x, S_y, S_z) \), then the action of a rotational symmetry element is simply

\[ \vec{S}' = R\vec{S} \cdot \det(R) \]
Where the determinant, \( \det(R) \), is required to describe the current loop symmetry of an axial vector (which is not reversed by the inversion operation). The axial vector representation, \( \Gamma_{\text{axial}} \), describes how the components of a moment vector are changed by the different symmetry operations. The character of a given symmetry element is \( \chi_{\text{axial}} \). Numerically, it is simply the trace (the sum of the leading diagonal elements) of the rotation matrix of the symmetry operation multiplied by the determinant of the rotation matrix. For example, for \( n_{xy} \) symmetry element,
\[
\chi_{\text{axial}}(n_{xy}) = (-1 - 1 + 1) \times 1 = -1
\]

Table B.3: Transformation of the components \( S_x, S_y \) and \( S_z \) of a magnetic moment \( \vec{S} \).

<table>
<thead>
<tr>
<th></th>
<th>E</th>
<th>2_\text{y}</th>
<th>n_{xy}</th>
<th>c_{yz}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_x )</td>
<td>( S_x )</td>
<td>-( S_x )</td>
<td>-( S_x )</td>
<td>( S_x )</td>
</tr>
<tr>
<td>( S_y )</td>
<td>( S_y )</td>
<td>( S_y )</td>
<td>-( S_y )</td>
<td>-( S_y )</td>
</tr>
<tr>
<td>( S_z )</td>
<td>( S_z )</td>
<td>-( S_z )</td>
<td>( S_z )</td>
<td>-( S_z )</td>
</tr>
<tr>
<td>( \chi_{\text{axial}} )</td>
<td>3</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

B.4. The magnetic representation:

The magnetic representation, \( \Gamma_{\text{mag}} \), describes both the result of the symmetry operations on the atomic positions and on the axial vectors that describe the atomic moments. As these effects are independent, the magnetic representation is given by their direct product:
\[
\Gamma_{\text{mag}} = \Gamma_{\text{axial}} \times \Gamma_{\text{perm}}
\]
The characters of these representations are related according to:
\[
\chi_{\text{mag}} = \chi_{\text{axial}} \times \chi_{\text{perm}} \quad \text{(B.1)}
\]

B.5. Irreducible representations of the space groups

Irreducible representations are matrices that map onto the algebra of the space group symmetry operations. They are of particular significance because they are the smallest unique blocks out of which all other representations can be made. In other words, any representation can be written in terms of the different irreducible representations of the group so that the representation can be decomposed into irreducible representations. The dimensionality of an irreducible representation is the dimensionality of the matrix representatives of the
representation. The irreducible representations of the space group $G_k = P\, c\, 2_1\, n$ for $K = 0$ can be obtained from Kovalev’s book [102] and are listed in Table B.4.

| Table B.4: Characters of space group $P\, c\, 2_1\, n$ with Symmetry elements in International Tables (IT) and Kovalev’s (KV) notations. |
|----------------|----------------|----------------|----------------|
| Element $g_n$  | $g_1$          | $g_2$          | $g_3$          |
| IT notation    | $E$            | $2_y$          | $n_{xy}$       | $c_{yz}$       |
| KV notation    | $h_1$          | $h_4$          | $h_{26}$       | $h_{27}$       |
| $\Gamma_1$     | 1              | 1              | 1              | 1              |
| $\Gamma_2$     | 1              | 1              | -1             | -1             |
| $\Gamma_3$     | 1              | -1             | 1              | -1             |
| $\Gamma_4$     | 1              | -1             | -1             | 1              |

B.6. Decomposition of the magnetic representation into irreducible representations

$\Gamma_{\text{mag}}$ describes how the atomic moments change under all the different symmetry operations of a space group. It is reducible and can be written in terms of the irreducible representations of the space group. Therefore, $\Gamma_{\text{mag}}$ can be decomposed into the irreducible representations of the space group. In this case, the magnetic representation for an atomic site can be decomposed into contributions from the irreducible representations as

$$\Gamma_{\text{mag}} = \sum_n n_n \Gamma_n$$

where $n_n$ is the number of times the irreducible representation $n_n$ appears in the magnetic representation $\Gamma_{\text{mag}}$. $n_n$ is given by:

$$n_n = \frac{1}{n(G_k)} \sum_{g \in G_k} x^{\Gamma_{\text{mag}}}(g) x^{\Gamma_n}(g)$$

Here $\chi_{\Gamma_{\text{mag}}}(g)$ is the character of the magnetic representation calculated from equation B.1 and $\chi^{*}_{\Gamma_n}(g)$ is the complex conjugate of the character of the irreducible representation with index $n$ for element $g$.

In our case,

For $n = 1$ (the $\Gamma_1$ representation),

$$n_1 = 1/4 \left[ (12*1)+(0*1)+(0*1)+(0*1) \right] = 3$$

For $n = 2$ (the $\Gamma_2$ representation),
\[ n_2 = 1/4[ (12 \times 1) + (0 \times 1) + (0 \times -1) + (0 \times -1) ] = 3 \]

For \( \nu = 3 \) (the \( \Gamma_3 \) representation),
\[ n_3 = 1/4[ (12 \times 1) + (0 \times -1) + (0 \times 1) + (0 \times -1) ] = 3 \]

For \( \nu = 4 \) (the \( \Gamma_4 \) representation),
\[ n_3 = 1/4[ (12 \times 1) + (0 \times -1) + (0 \times -1) + (0 \times 1) ] = 3 \]

the decomposition of \( \Gamma_{mag} \) into irreducible representations of \( G_k \):
\[ \Gamma_{mag} = 3\Gamma_1 + 3\Gamma_2 + 3\Gamma_3 + 3\Gamma_4 \quad (B.2) \]

x\( \Gamma_1 \) implies that the \( \Gamma_1 \) contains x number of basis vectors.

**B.7. Deduction of the magnetic modes**

The basic vectors of all irreducible matrix representations are obtained by the projection operator technique. Using the respective transformation properties of the 4a positions and spin components from Tables B.3 and B.4, also for the simplicity we will use Wollan-Köhler-Bertaut notation [154]:

\[ G = S_1 - S_2 + S_3 - S_4 \quad (G\text{-mode}), \]
\[ A = S_1 - S_2 - S_3 + S_4 \quad (A\text{-mode}), \]
\[ C = S_1 + S_2 - S_3 - S_4 \quad (C\text{-mode}), \]
\[ F = S_1 + S_2 + S_3 + S_4 \quad (F\text{-mode}). \]

\[ \Psi_1^{\Gamma_1} = \frac{1}{4} \begin{pmatrix} S_{1x} \\ S_{1y} \\ S_{1z} \end{pmatrix} + 1. \begin{pmatrix} -S_{2x} \\ S_{2y} \\ -S_{2z} \end{pmatrix} + 1. \begin{pmatrix} -S_{3x} \\ -S_{3y} \\ S_{3z} \end{pmatrix} + 1. \begin{pmatrix} S_{4x} \\ -S_{4y} \\ -S_{4z} \end{pmatrix} = \frac{1}{4} \begin{pmatrix} A_x \\ C_y \\ G_z \end{pmatrix}, \]

\[ \Psi_1^{\Gamma_2} = \frac{1}{4} \begin{pmatrix} S_{1x} \\ S_{1y} \\ S_{1z} \end{pmatrix} + 1. \begin{pmatrix} -S_{2x} \\ S_{2y} \\ -S_{2z} \end{pmatrix} - 1. \begin{pmatrix} -S_{3x} \\ -S_{3y} \\ S_{3z} \end{pmatrix} - 1. \begin{pmatrix} S_{4x} \\ -S_{4y} \\ -S_{4z} \end{pmatrix} = \frac{1}{4} \begin{pmatrix} G_x \\ F_y \\ A_z \end{pmatrix}, \]

\[ \Psi_1^{\Gamma_3} = \frac{1}{4} \begin{pmatrix} S_{1x} \\ S_{1y} \\ S_{1z} \end{pmatrix} - 1. \begin{pmatrix} -S_{2x} \\ S_{2y} \\ -S_{2z} \end{pmatrix} + 1. \begin{pmatrix} -S_{3x} \\ -S_{3y} \\ S_{3z} \end{pmatrix} - 1. \begin{pmatrix} S_{4x} \\ -S_{4y} \\ -S_{4z} \end{pmatrix} = \frac{1}{4} \begin{pmatrix} C_x \\ A_y \\ F_z \end{pmatrix}, \]

\[ \Psi_1^{\Gamma_4} = \frac{1}{4} \begin{pmatrix} S_{1x} \\ S_{1y} \\ S_{1z} \end{pmatrix} - 1. \begin{pmatrix} -S_{2x} \\ S_{2y} \\ -S_{2z} \end{pmatrix} - 1. \begin{pmatrix} -S_{3x} \\ -S_{3y} \\ S_{3z} \end{pmatrix} - 1. \begin{pmatrix} S_{4x} \\ -S_{4y} \\ -S_{4z} \end{pmatrix} = \frac{1}{4} \begin{pmatrix} F_x \\ G_y \\ C_z \end{pmatrix}. \]
\[ \Psi_{1}^{T+} = \frac{1}{4} \left[ \begin{array}{cccc} 1 & S_{1x} & -S_{2x} & S_{3x} \\ S_{1y} & -S_{2y} & -S_{3y} & S_{4x} \\ S_{1z} & S_{2z} & -S_{3z} & -S_{4z} \end{array} \right] = \frac{1}{4} \begin{pmatrix} F_x \\ G_x \\ C_z \end{pmatrix}. \]

From symmetry space group calculated magnetic modes are given in Table B.5.

**Table B. 5**: Basic vectors of the irreducible matrix representations of $G_k$

<table>
<thead>
<tr>
<th>Character</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_1(1, 1, 1, 1)$</td>
<td>$A_x$</td>
<td>$C_x$</td>
<td>$G_z$</td>
</tr>
<tr>
<td>$\Gamma_2(1, 1, -1, -1)$</td>
<td>$G_x$</td>
<td>$F_y$</td>
<td>$A_z$</td>
</tr>
<tr>
<td>$\Gamma_3(1, -1, 1, -1)$</td>
<td>$C_x$</td>
<td>$A_y$</td>
<td>$F_z$</td>
</tr>
<tr>
<td>$\Gamma_4(1, -1, -1, 1)$</td>
<td>$F_x$</td>
<td>$G_y$</td>
<td>$C_z$</td>
</tr>
</tbody>
</table>
Appendix C

Tables of structural parameters

Table C.1: Structure parameters of GaFe$_{0.95}$Mn$_{0.05}$O$_3$ prepared by solid state reaction; obtained by Rietveld analyses of NPD patterns.

<table>
<thead>
<tr>
<th></th>
<th>SR</th>
<th>x = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature</td>
<td>3 K</td>
</tr>
<tr>
<td>Lattice Parameters</td>
<td>a (Å)</td>
<td>8.7252(3)</td>
</tr>
<tr>
<td></td>
<td>b (Å)</td>
<td>9.3721(8)</td>
</tr>
<tr>
<td></td>
<td>c (Å)</td>
<td>5.0749(8)</td>
</tr>
<tr>
<td></td>
<td>volume (Å$^3$)</td>
<td>415.00(3)</td>
</tr>
<tr>
<td>Coordinates</td>
<td>Ga$_1$ x</td>
<td>0.1512(1)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.1755(2)</td>
</tr>
<tr>
<td></td>
<td>Ga$_2$ x</td>
<td>0.1613(8)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.3104(5)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.8064(3)</td>
</tr>
<tr>
<td></td>
<td>Fe$_1$ x</td>
<td>0.1525(1)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.5856(7)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.1854(8)</td>
</tr>
<tr>
<td></td>
<td>Fe$_2$ x</td>
<td>0.0316(3)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.7945(1)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.6795(5)</td>
</tr>
<tr>
<td></td>
<td>O$_1$ x</td>
<td>0.3241(8)</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.4274(8)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.9694(3)</td>
</tr>
<tr>
<td></td>
<td>O$_2$ x</td>
<td>0.4898(6)</td>
</tr>
</tbody>
</table>
Table C.2: Structure parameters of GaFe$_{0.9}$Mn$_{0.1}$O$_3$ prepared by solid state reaction; obtained by Rietveld analyses of NPD patterns.

<table>
<thead>
<tr>
<th></th>
<th>SR</th>
<th>$x = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature</td>
<td>3 K</td>
</tr>
<tr>
<td>Lattice parameters</td>
<td>8.7244(1)</td>
<td>8.7263(2)</td>
</tr>
<tr>
<td></td>
<td>9.3715(1)</td>
<td>9.3725(1)</td>
</tr>
<tr>
<td></td>
<td>5.0784(15)</td>
<td>5.0787(1)</td>
</tr>
<tr>
<td></td>
<td>415.21(9)</td>
<td>415.37(5)</td>
</tr>
<tr>
<td>Coordinates</td>
<td>0.1528(1)</td>
<td>0.1530(1)</td>
</tr>
<tr>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>0.1755(7)</td>
<td>0.1760(1)</td>
</tr>
<tr>
<td></td>
<td>0.1601(5)</td>
<td>0.1601(7)</td>
</tr>
<tr>
<td></td>
<td>0.3105(8)</td>
<td>0.3102(4)</td>
</tr>
<tr>
<td></td>
<td>0.8107(5)</td>
<td>0.8115(1)</td>
</tr>
<tr>
<td></td>
<td>0.1493(8)</td>
<td>0.1490(3)</td>
</tr>
<tr>
<td></td>
<td>0.5877(1)</td>
<td>0.5876(1)</td>
</tr>
<tr>
<td></td>
<td>0.1887(4)</td>
<td>0.1891(3)</td>
</tr>
<tr>
<td></td>
<td>0.0315(4)</td>
<td>0.0315(1)</td>
</tr>
</tbody>
</table>
Table C.3: Structure parameters of GaFe$_{0.9}$Mn$_{0.1}$O$_3$ prepared by sol gel method; obtained by Rietveld analyses of NPD patterns.

<table>
<thead>
<tr>
<th></th>
<th>y</th>
<th>z</th>
<th>O$_1$ x</th>
<th>y</th>
<th>z</th>
<th>O$_2$ x</th>
<th>y</th>
<th>z</th>
<th>O$_3$ x</th>
<th>y</th>
<th>z</th>
<th>O$_4$ x</th>
<th>y</th>
<th>z</th>
<th>O$_5$ x</th>
<th>y</th>
<th>z</th>
<th>O$_6$ x</th>
<th>y</th>
<th>z</th>
<th>x = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.7955</td>
<td>0.7955</td>
<td>0.3234</td>
<td>0.4263</td>
<td>0.9730</td>
<td>0.4899</td>
<td>0.2041</td>
<td>0.6570</td>
<td>1.0027</td>
<td>0.2041</td>
<td>0.1584</td>
<td>0.1658</td>
<td>0.1983</td>
<td>0.1539</td>
<td>0.1658</td>
<td>0.6734</td>
<td>0.8492</td>
<td>0.1668</td>
<td>0.9408</td>
<td>0.5203</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7955</td>
<td>0.7955</td>
<td>0.3233</td>
<td>0.4261</td>
<td>0.9743</td>
<td>0.4899</td>
<td>0.2045</td>
<td>0.6576</td>
<td>1.0026</td>
<td>0.2044</td>
<td>0.1591</td>
<td>0.1665</td>
<td>0.1982</td>
<td>0.1537</td>
<td>0.1665</td>
<td>0.6736</td>
<td>0.8487</td>
<td>0.1669</td>
<td>0.9411</td>
<td>0.5206</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7958</td>
<td>0.7958</td>
<td>0.3235</td>
<td>0.4260</td>
<td>0.9744</td>
<td>0.4895</td>
<td>0.2044</td>
<td>0.6568</td>
<td>1.0025</td>
<td>0.2044</td>
<td>0.1588</td>
<td>0.1667</td>
<td>0.1985</td>
<td>0.1536</td>
<td>0.1667</td>
<td>0.6734</td>
<td>0.8487</td>
<td>0.1669</td>
<td>0.9414</td>
<td>0.5196</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7955</td>
<td>0.7955</td>
<td>0.3241</td>
<td>0.4264</td>
<td>0.9749</td>
<td>0.4894</td>
<td>0.2044</td>
<td>0.6566</td>
<td>1.0025</td>
<td>0.2044</td>
<td>0.1589</td>
<td>0.1667</td>
<td>0.1981</td>
<td>0.1546</td>
<td>0.1667</td>
<td>0.6733</td>
<td>0.8502</td>
<td>0.1678</td>
<td>0.9414</td>
<td>0.5200</td>
<td></td>
</tr>
<tr>
<td>R$_{wp}$</td>
<td>4.82</td>
<td>4.68</td>
<td>4.52</td>
<td>4.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R$_p$</td>
<td>4.32</td>
<td>3.92</td>
<td>4.34</td>
<td>4.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R$_{exp}$</td>
<td>4.03</td>
<td>4.31</td>
<td>3.89</td>
<td>3.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R$_B$</td>
<td>3.56</td>
<td>3.71</td>
<td>4.5</td>
<td>4.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>SG</th>
<th>Temperature</th>
<th>3 K</th>
<th>100 K</th>
<th>200 K</th>
<th>300 K</th>
<th>x = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice Parameters</td>
<td>a(Å)</td>
<td>8.7410(9)</td>
<td>8.7415(2)</td>
<td>8.7444(1)</td>
<td>8.7517(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b(Å)</td>
<td>9.3963(3)</td>
<td>9.3962(1)</td>
<td>9.3976(3)</td>
<td>9.4024(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c(Å)</td>
<td>5.0860(2)</td>
<td>5.0856(2)</td>
<td>5.0863(6)</td>
<td>5.0897(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>volume(Å$^3$)</td>
<td>417.73(6)</td>
<td>417.71(8)</td>
<td>417.98(1)</td>
<td>418.81(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coordinates</td>
<td>Ga$_1$ x</td>
<td>0.1512(8)</td>
<td>0.1533(6)</td>
<td>0.1533(5)</td>
<td>0.1526(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>0.0000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>0.1777(5)</td>
<td>0.1748(3)</td>
<td>0.1762(3)</td>
<td>0.1780(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ga2</td>
<td>0.1596(8)</td>
<td>0.1601(8)</td>
<td>0.1594(1)</td>
<td>0.1591(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3071(3)</td>
<td>0.3090(1)</td>
<td>0.3080(2)</td>
<td>0.3073(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8117(9)</td>
<td>0.8092(4)</td>
<td>0.8122(8)</td>
<td>0.8128(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe1</td>
<td>0.1518(4)</td>
<td>0.1503(9)</td>
<td>0.1504(7)</td>
<td>0.1511(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5845(8)</td>
<td>0.5856(6)</td>
<td>0.5848(8)</td>
<td>0.5844(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1910(6)</td>
<td>0.1899(1)</td>
<td>0.1908(4)</td>
<td>0.1903(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe2</td>
<td>0.0310(1)</td>
<td>0.0314(5)</td>
<td>0.0316(7)</td>
<td>0.0315(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7974(8)</td>
<td>0.7985(8)</td>
<td>0.7974(8)</td>
<td>0.7967(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6749(2)</td>
<td>0.6756(3)</td>
<td>0.6762(6)</td>
<td>0.6754(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O1</td>
<td>0.3230(1)</td>
<td>0.3229(5)</td>
<td>0.3227(8)</td>
<td>0.3226(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4283(1)</td>
<td>0.4293(5)</td>
<td>0.4286(4)</td>
<td>0.4281(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9782(4)</td>
<td>0.9797(8)</td>
<td>0.9801(1)</td>
<td>0.9793(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O2</td>
<td>0.4872(3)</td>
<td>0.4874(5)</td>
<td>0.4879(8)</td>
<td>0.4879(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4339(5)</td>
<td>0.4358(4)</td>
<td>0.4358(8)</td>
<td>0.4348(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5122(4)</td>
<td>0.5112(7)</td>
<td>0.5136(1)</td>
<td>0.5140(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O3</td>
<td>1.0003(3)</td>
<td>0.9972(2)</td>
<td>0.9976(2)</td>
<td>0.9983(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2017(3)</td>
<td>0.2022(7)</td>
<td>0.2025(9)</td>
<td>0.2020(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6568(5)</td>
<td>0.6545(9)</td>
<td>0.6538(8)</td>
<td>0.6543(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O4</td>
<td>0.1609(9)</td>
<td>0.1591(3)</td>
<td>0.1594(1)</td>
<td>0.1597(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1990(2)</td>
<td>0.1985(4)</td>
<td>0.1984(1)</td>
<td>0.1992(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1607(3)</td>
<td>0.1590(2)</td>
<td>0.1605(1)</td>
<td>0.1625(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O5</td>
<td>0.1688(7)</td>
<td>0.1701(6)</td>
<td>0.1711(6)</td>
<td>0.1705(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6744(6)</td>
<td>0.6743(1)</td>
<td>0.6739(6)</td>
<td>0.6744(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8497(7)</td>
<td>0.8459(5)</td>
<td>0.8468(5)</td>
<td>0.8501(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O6</td>
<td>0.1674(9)</td>
<td>0.1665(8)</td>
<td>0.1670(1)</td>
<td>0.1681(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9392(9)</td>
<td>0.9392(1)</td>
<td>0.9393(2)</td>
<td>0.9394(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5156(4)</td>
<td>0.5163(5)</td>
<td>0.5165(9)</td>
<td>0.5173(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rwp</td>
<td>4.82</td>
<td>8.24</td>
<td>4.68</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rp</td>
<td>3.67</td>
<td>7.40</td>
<td>3.72</td>
<td>3.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rexp</td>
<td>1.7</td>
<td>1.68</td>
<td>1.67</td>
<td>1.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rb</td>
<td>3.34</td>
<td>4.00</td>
<td>3.94</td>
<td>3.93</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table C.4: Structure parameters of GaFe$_{0.75}$Mn$_{0.25}$O$_3$ prepared by sol gel method; obtained by Rietveld analyses of NPD patterns.

<table>
<thead>
<tr>
<th>SG</th>
<th>Temperature</th>
<th>x = 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 K</td>
<td>100 K</td>
</tr>
<tr>
<td>Lattice Parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a$^1$</td>
<td>8.7233(1)</td>
<td>8.7259(9)</td>
</tr>
<tr>
<td>b$^1$</td>
<td>9.3831(8)</td>
<td>9.3801(6)</td>
</tr>
<tr>
<td>c$^1$</td>
<td>5.0955(5)</td>
<td>5.0930(2)</td>
</tr>
<tr>
<td>volume$^1$</td>
<td>417.08(7)</td>
<td>417.09(9)</td>
</tr>
<tr>
<td>Coordinates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ga$_1$ x</td>
<td>0.1547(3)</td>
<td>0.1531(3)</td>
</tr>
<tr>
<td>y</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>z</td>
<td>0.1777(8)</td>
<td>0.1766(2)</td>
</tr>
<tr>
<td>Ga$_2$ x</td>
<td>0.1595(4)</td>
<td>0.1589(9)</td>
</tr>
<tr>
<td>y</td>
<td>0.3111(2)</td>
<td>0.3092(6)</td>
</tr>
<tr>
<td>z</td>
<td>0.8140(6)</td>
<td>0.8139(6)</td>
</tr>
<tr>
<td>Fe$_1$ x</td>
<td>0.1501(6)</td>
<td>0.1495(2)</td>
</tr>
<tr>
<td>y</td>
<td>0.5887(1)</td>
<td>0.5889(1)</td>
</tr>
<tr>
<td>z</td>
<td>0.1895(6)</td>
<td>0.1892(1)</td>
</tr>
<tr>
<td>Fe$_2$ x</td>
<td>0.0302(7)</td>
<td>0.0292(9)</td>
</tr>
<tr>
<td>y</td>
<td>0.8006(5)</td>
<td>0.8006(4)</td>
</tr>
<tr>
<td>z</td>
<td>0.6718(8)</td>
<td>0.6723(7)</td>
</tr>
<tr>
<td>O$_1$ x</td>
<td>0.3205(1)</td>
<td>0.3206(1)</td>
</tr>
<tr>
<td>y</td>
<td>0.4321(5)</td>
<td>0.4312(8)</td>
</tr>
<tr>
<td>z</td>
<td>0.9755(2)</td>
<td>0.9632(8)</td>
</tr>
<tr>
<td>O$_2$ x</td>
<td>0.4904(9)</td>
<td>0.4855(4)</td>
</tr>
<tr>
<td>y</td>
<td>0.4370(7)</td>
<td>0.4360(8)</td>
</tr>
<tr>
<td>z</td>
<td>0.5138(8)</td>
<td>0.5139(8)</td>
</tr>
<tr>
<td>O$_3$ x</td>
<td>0.9959(1)</td>
<td>1.0026(4)</td>
</tr>
<tr>
<td>y</td>
<td>0.2055(7)</td>
<td>0.2065(6)</td>
</tr>
<tr>
<td>z</td>
<td>0.6569(3)</td>
<td>0.6615(5)</td>
</tr>
<tr>
<td>O$_4$ x</td>
<td>0.1584(4)</td>
<td>0.1629(3)</td>
</tr>
<tr>
<td>y</td>
<td>0.2000(1)</td>
<td>0.2009(1)</td>
</tr>
<tr>
<td>z</td>
<td>0.1618(3)</td>
<td>0.1518(9)</td>
</tr>
<tr>
<td>O$_5$ x</td>
<td>0.1715(1)</td>
<td>0.1665(1)</td>
</tr>
<tr>
<td>y</td>
<td>0.6778(2)</td>
<td>0.6782(4)</td>
</tr>
<tr>
<td>z</td>
<td>0.8466(3)</td>
<td>0.8414(7)</td>
</tr>
<tr>
<td>O$_6$ x</td>
<td>0.1647(1)</td>
<td>0.1709(1)</td>
</tr>
<tr>
<td>y</td>
<td>0.9419(6)</td>
<td>0.9436(8)</td>
</tr>
<tr>
<td>z</td>
<td>0.5166(1)</td>
<td>0.5095(3)</td>
</tr>
<tr>
<td></td>
<td>( R_{wp} )</td>
<td>( R_p )</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>3.86</td>
<td>4.78</td>
</tr>
<tr>
<td></td>
<td>2.99</td>
<td>3.81</td>
</tr>
<tr>
<td></td>
<td>1.85</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>4.5</td>
</tr>
</tbody>
</table>
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