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1 Introduction

Autonomous mobile robots nowadays are deployed in many different scenarios. Among the various applications the competitions of RoboCup and of the Defense Advanced Research Projects Agency (DARPA) are some of the most visible events. The international research and education initiative RoboCup has chosen to use soccer as one out of several primary domains. In multiple different leagues various technologies to perform autonomous soccer games are developed and evaluated at annual tournaments. The challenges held by the DARPA have the objective to develop autonomous vehicles capable of driving in traffic and performing complex maneuvers such as merging, passing, parking and negotiating intersections.

Developing and programming of such autonomous robots is a complex, time consuming and error-prone task. A large variety of hardware and software components has to be developed to achieve a well performing robot. Additionally, these parts have to be integrated into an overall system and tested for correctness and robustness thoroughly. At the same time different subsystems are composed in order to test and evaluate only subsets of the complex application. The task of system integration becomes increasingly essential in the future, when more and more high level functionality and various different algorithms have to be integrated into more complex autonomous robots.

A middleware eases the interfacing of these various components and provides fundamental properties well known from software engineering, e.g., decoupling of software blocks, distributed processing, flexibility, and therefore makes the process of software development more efficient. These criteria apply to any complex software, as it needs to be able to evolve based on changing requirements and objectives.

However, besides these common software engineering aspects, unique requirements arise due to the specific hardware used in robotics, especially for mobile robots, and due to the real-time constraints for physical robot actions. Depending on the hardware platform, the payload and therefore the computational resources for real-time performance are quite limited. Consequently, the runtime efficiency is of special importance in this domain.

The high degree of autonomy demands for the integration of various sensors. Complex algorithms from different domains are utilized for processing the available data and making decisions based on this information. Each single algorithm as well as the overall system requires sophisticated debugging and monitoring tools in order to identify defects in single components as well as problems of the integrated overall system.

Furthermore, the robots’ mobility induces a restricted connectivity and bandwidth to external computational systems. This makes remote monitoring and debugging tasks more challenging and demands for additional offline analysis capabilities. Especially in the scenario of multiple cooperating autonomous robots in a dynamic environment, the amount of intrinsic information generated during robot operation is tremendous. Analyzing and reviewing such data manually is extremely time consuming and error-prone, and quickly becomes unmanageable and inefficient. Algorithms for automated analysis of the information are to be applied in order to make the review process more efficient.

Middleware follows the horizontal system integration paradigm and address most of these demands. Many different robotic specific middleware approaches have been developed in recent years. Depending on the purpose and the field of application these approaches greatly differ.
regarding the provided functionality. Most of the current robot middleware provide common communication functionality between the different elements of the control software. While some have a focus on distribution and scalability, others aim for hard real-time support or concentrate on the abstraction of specific kinds of hardware or algorithms. The supported platforms vary from embedded computers with specific operating systems to distributed computation networks with heterogeneous operating systems.

Current robot middleware provide features for specific sets of use cases and scenarios. Often, multiple solutions can be used together as they cover different aspects.

However, almost all of the existing approaches fall short when high demands for local runtime efficiency are posed, which is essential for mobile platforms with low computational resources. Also, the support for complex debugging and monitoring tasks is limited or the capabilities are restricted to selected parts of the control software. Especially in the context of teams of autonomous mobile robots the existing approaches are limited in analyzing the distributed information jointly.

1.1 Contribution

This work addresses the specific needs of autonomous mobile robots. The efficiency of programming such systems is increased for different phases of the software development process.

On the one hand, the local runtime efficiency is investigated, which is of crucial importance for mobile robots. While providing valuable software engineering properties like decoupling, a middleware always introduces an additional level of abstraction. Naturally any intermediate layer brings along extra efforts and expenses. This overhead is reduced to a minimum in cases where efficiency is highly required, while preserving the advantages of the middleware.

On the other hand, the specific requirements for efficient debugging and testing are considered. The focus is on an integrated user interface, which allows efficient and sophisticated online and offline analysis of complex applications. Additionally, several steps of the analysis process are automated in order to reduce the time spent for these repetitive tasks. Several features are dependent on fundamental functionality of the utilized middleware.

Of particular interest is the application in the domain of teams of autonomous mobile robots. Thus, the transfer of procedures and tools from single robots to a team of collaborating robots and their specific demands are investigated.

The presented concepts imply a particular design of the middleware and of the interface with the components. The implementation is based on RoboFrame, a custom middleware and software architecture for autonomous mobile robots, co-developed by the author.

Additionally, the concept has been adopted to ROS, an emerging open-source meta-operating system for robots. However, the concepts can be transferred to other middleware for the purpose of enabling the same enhancements.

1.2 Contents

An overview of the current state of research is given in Chapter 2. It includes common aspects of robots and their control software and the specific properties of autonomous mobile robots as well as general software engineering disciplines and tools. In particular, the concept of middleware is introduced with a focus on message-oriented middleware for system integration, and various different existing robotic middleware are described.
In Chapter 3 a set of requirements for efficient programming of autonomous mobile robots is proposed based on various different use cases. The runtime efficiency is considered for several common applications as well as the flexibility of the application design and adaptability to changing requirements. Furthermore, the required capabilities for efficient testing and debugging of complex applications and teams of robots are outlined. Also, methodologies for evaluating programming efficiency are discussed. Thereupon, the concepts for improving the efficiency of different aspects are described. On the one hand, the overhead for the intra-host information exchange is addressed as well as the efficient reduction of the amount of data required for remote monitoring and offline analysis tasks. On the other hand, the usability enhancements of integrated graphical user interfaces, the efficient applicability to teams of robots and the improvements using automated analysis are conceived.

Based on the proposed concepts an improved middleware interface featuring superior runtime efficiency for common use cases is developed. The realization of these concepts is described in Chapter 4. The implementation as part of RoboFrame is explained in detail. Additionally, some concepts are carried over to a second middleware, namely ROS, to demonstrate the general applicability of the design. Finally, the aspect of communication in a team of robots is examined.

Chapter 5 considers the design and development of an integrated graphical user interface. The specific challenges of complex applications for autonomous mobile robots are outlined and the implementation of the concepts is illustrated. While the advanced features for analyzing teams of robots are all based on RoboFrame, the principle of the integration concept is also carried over to a solution, which is independent of a concrete middleware.

Within this work, the communication infrastructure provided by the middleware has been enhanced and several tools for testing, monitoring and debugging have been developed, implemented and applied successfully for the development of software for teams of autonomous biped, quadruped and wheeled robots. An overview of these tools and their application and evaluation in various scenarios for autonomous mobile robots is given in Chapter 6. The description is complemented with results for a comprehensive set of benchmark problems to testify the presented improvements of the local message exchange systematically and evaluate the developed methodologies.

The thesis closes with a summary and a conclusion in Chapter 7.
2 Background and State of Research

This chapter starts with a brief introduction to robotics and the definition of what kind of machines are called robots. Thereupon the specific characteristics of mobile and autonomous robots are considered. Furthermore, the platforms and scenarios used in the applications of this thesis are presented and the involved elements of their control software are mentioned.

Section 2.2 introduces general software engineering aspects and common instruments, as they form the basic principles of the following considerations. The specific requirements in the context of autonomous mobile robots are outlined in Section 2.3.

Section 2.4 mentions different concepts of system integration and investigates message-oriented middleware further. Thereupon, multiple existing approaches from the robotics domain and their applicability for the specific scenarios are discussed. The chapter closes with a short summary of essential properties of middleware and discusses the differences, assets and shortcomings of the described software.

2.1 Background from Robotics

As strange as it might seem to be, there is really no standard, equally accepted definition for a robot. To quote Joseph Engelberger, a pioneer in industrial robotics: "I can't define a robot, but I know one when I see one."

However, the following characteristics are considered characteristically for a robot:

- **Sensing** — a robot needs the ability to sense its surroundings as well as its internals. Therefore, different kinds of sensors can be used, which can be classified, among others, in visual, tactile, position and distance sensors. The most commonly used are cameras (visible as well as infrared), laser and sonic range finders, bumpers, force sensors, position and shaft encoders.

- **Processing** — a robot must have the capability to process data and make choices depending on this information. This feature differentiates a robot from a simple mechanical device and is enabled by a computational unit. This may be any kind of computer or even a micro controller.

- **Physical interaction** — a robot must be able to physically interact with its environment to achieve a specific task. This may cover pick-and-place operations of any kind of object as well as carrying out series of operations like using a tool for welding tasks. Therefore, it needs actuators to move the parts of the mechanical structure. By far the most popular kinds of drives are electric motors and pneumatic and hydraulic actuators. Besides these, various other technologies have been developed but are not widely used: series elastic actuators, shape memory alloy, electro-active polymers, piezoelectric motors and many more.

Therefore, besides a mechanical structure forming the robot’s motion system, robots consist of sensors for perceiving the environment, a computational unit, and joints, which can be moved by actuators.
2.1.1 Mobility

In contrast to stationary systems mobile robots are additionally able to move around in the environment, which extends their field of operation. Several tasks are rendered possible only by the capability of locomotion. Various kinds of locomotion can be used depending on the application and especially the characteristic of the ground surface. The most common principles are the usage of wheels and tracks for rolling movements. Another difficult but promising approach uses legs to walk like animals or humans. Other modes are flying and swimming methods or even unusual techniques as snake-like locomotion. An in-depth introduction to robots with a focus on mobility as well as autonomy can be found in [95].

But the advantage of mobility comes with a substantial disadvantage. The payload of a mobile platform is limited. Hence, the available computational resources are restricted likewise. Additionally, a mobile robot must bring a self-sustaining power supply along, which serves all on-board components especially the actuators. The impact of these limitations on the considered scenarios is described in Section 2.3.2.

The selection of different mobile robots in Figure 2.1 illustrates the heterogeneity of mobile robots. Depending on the size and weight of the robot as well as the kind of locomotion the limitations are quite restrictive. The payload of the robots shown in Figure 2.1 (a) and (d) varies significantly. These particular constraints have a direct impact on the kind of computational unit which can be carried. This ranges from a single micro controller to several high-capacity platforms featuring numerous multi-core processors. Likewise differs the network connectivity of (b) and the complex legged locomotion of (e) from the other mobile platforms.
2.1.2 Level of Autonomy

The classification of the level of autonomy takes the interaction between human control and the robot into account. On the one hand, the simplest form is called teleoperation. The operator controls every detail including the definition of the mission goals, the navigation of the vehicle as well as the executed motions and avoidance of obstacles. On the other hand, the robot acts fully autonomous without involving any human interaction.

Between these two limits any degree of interaction and autonomy is reasonable. A set of levels defines the transfer of more and more authority to the robot [29]. The graduation between these levels is fluent, for example:

- In safe teleoperation the robot is responsible for avoiding obstacles autonomously.
- In standard shared mode it also takes over the execution of the motions, while the overall navigation is still controlled by an operator.
- In collaborative tasking mode the task of navigation is also delegated to the robot, whereupon the operator only provides the objectives.

As several tasks are currently better performed by a human operator one possible solution is to dynamically merge the good qualities of both humans and robots into a single system. This approach is called sliding or adjustable autonomy.

The scenarios presented in the following are mostly targeting autonomous operations and therefore involve complex algorithms. These properties increase the efforts necessary to analyze the robots’ behavior even further as described later in Section 2.3.5.

2.1.3 Platforms and Scenarios Used in This Thesis

The author’s group is working with a set of highly heterogeneous robots ranging from various wheeled and legged platforms to marine and aerial vehicles with different levels of autonomy.

Two of these robot models are participating at the RoboCup, which is an international research and education initiative. The yearly competitions serve as an environment for providing standardized benchmarks for autonomous robots to foster artificial intelligence and robotics, where a wide range of methodologies and technologies can be examined, integrated and compared. The ultimate goal of RoboCup is to develop a team of fully autonomous humanoid robots that can win against the human world champion team in soccer. Mainly the following two scenarios have been used as applications for this thesis.

The Darmstadt Dribblers [22] are participating in the Humanoid Kid-Size League since 2004. In this class fully autonomous robots with a human-like skeleton and human-like senses play soccer against each other. The biped robots are actuated by 21 servo motors and have a total height of approximately 60 cm (Figure 2.2a). They feature only human like passive sensors like a directed camera, acceleration sensors and gyroscopes to comply with the rules of the league. The computational power is provided by a micro-controller and an embedded PC using an AMD Geode or Intel Atom processor (Figure 2.3). At the competitions each team consists of three robots playing soccer on a field with color-coded objects. This scenario constitutes a highly dynamic environment, which makes high demands on the reactivity of the robots’ behaviors.

The Team Hector [98] is participating in the Rescue Robot League since 2009. The task of disaster response involves moving through an unknown area while creating a map and detecting
(a) Humanoid robot of the Darmstadt Dribblers in 2010 (Source: Katrin Binner)

(b) Wheeled off-road vehicle of the Team Hector

Figure 2.2: Mobile robots of TU Darmstadt participating in RoboCup

Figure 2.3: Structure diagram of the hardware components of the humanoid robot

Figure 2.4: Structure diagram of the hardware components of the wheeled off-road vehicle
victims and hazardous objects. The sensors of the four wheeled off-road vehicle (Figure 2.2b) are
not restricted in this league, which permits the usage of additional sensors like laser range finders
and infrared cameras. Furthermore, two separate computers are used, which are responsible for
different calculations. The detailed structure of the hardware components is depicted in Figure 2.4.
The level of autonomy varies between the different missions from teleoperated to fully autonomous.

Especially, the hardware platform used in the first scenario - the humanoid robot - is considered
lightweight. Therefore, the constraints to computational power are much more severe than in the
second scenario as well as compared to other robots, which are also considered mobile but are
based on a fundamental different level of hardware (e.g. the PR2 of Willow Garage).

2.1.4 Robot Control Software

The software, which runs on the computational unit and operates a robot, is called robot control
software. It is responsible for processing the data provided by the sensors, deciding on the next
actions to achieve a specific goal and controlling the actuators. The concept of control can be seen
schematically as a continual process of the three steps: sense, plan and act (Figure 2.5) following
the characteristics of robot mentioned in Section 2.1.

The sense-plan-act paradigm appears on multiple different levels within a control software as
described in [3]. For example, on the lower level a control algorithm is used for every motor to
actuate the individual joints of the robot depending on the current and the target position. On
the higher level the behavior control decides in which direction a mobile robot should move based
on information provided from the models of the environment, the robot's state and a given target.

Behavior Paradigms

To determine the behavior of a robot several different approaches have been investigated as de-
scribed in [72]. Reactive systems [11] directly use the input of the sensors to determine the actions
the robot should take next. This approach limits the planning of the next action to be based

![Figure 2.5: The Sense-Plan-Act cycle of a robot control software]
on the current sensor information only. It allows for immediate reactions to rapid changes in a dynamic environment. Hence, the usage is limited to applications, which do not require any long term planing.

In contrast deliberative systems are based on an internal representation. This representation includes any kind of information about the environment and is called the world model. Thus, in this planning step the world model is updated using the available sensor data. Afterwards, the decision of the robot’s actions are made based on that model instead of the raw sensor data. The model can provide functionalities like filtering and include information of former sensor data, it is tailored for long term planing. Indeed, it is not well suited for reacting in a rapidly changing environment.

Hybrid systems [7] combine the advantages for strategic planing (from deliberative systems) and reactive behavior (from reactive systems).

### Elements of a Robot Control Software

Every robot control software consists of multiple elements, which all suit a specific need in the sense-plan-act cycle. For any of these tasks different approaches and algorithms are reasonable. Figure 2.6 depicts a subset of the elements and the exchanged information in the robot control software used in the described robot soccer scenario. In the following commonly applied methods and techniques from the various specific domains are described briefly.

#### Sensor Processing

Each kind of sensor provides a specific type of data, which may be either intrinsic or extrinsic. Thus, the amount of data as well as the frequency varies vastly. E.g. an accelerometer provides only some bytes per reading but it can provide measurements with a high frequency of several thousands per second. In contrast, a camera can deliver megabytes of raw data per frame with just a few tens of frames per second.

Sensor processing is the first step in the sense-plan-act cycle. Its task is the extraction of specific features of interest from the raw sensor readings. Depending on the environment the sensor processing can be used to detect abstract features or known objects, as in the highly structured environment of the soccer scenario.

Due to the various kinds of sensor types an extensive amount of different processing approaches exist. Even in the same domain multiple different algorithms are developed and applied, each with a different focus and specific assets and drawbacks.

In the domain of computer vision, various algorithms are applied to extract any kind of feature, e.g., the color-coded objects in the described soccer scenario as well as human faces or people. In Section 6.6.4 different algorithms with specific advantages are compared. A comprehensive overview on the different methods can be found in [23]. In an unknown environment only abstract features can be detected, e.g., finding corners in scans from a laser range finder or feature like SIFT [70].

All measured data are represented within the particular coordinate frame of the related sensor. But commonly the subsequent modeling steps require the extracted features to be expressed in an egocentric coordinate system of the robot or in absolute world coordinates. Thus, the sensor processing can also provide a transformation of the information to different coordinate systems. This operation requires additional knowledge, namely the transformation matrix between the sensor’s mount point and the origin of the target coordinate system. If these two are not rigidly
connected but across one or multiple joints, the transformation matrix must be dynamically computed using forward kinematics [21].

**World Modeling**

The world modeling maintains information of the environment as well as of the robot’s state. The model is updated using the data provided from the preceding step of sensor processing. Commonly, information provided from multiple sensors are fused into a combined consistent model. But it may also involve multiple independent representations like a global map containing the robot’s pose besides an egocentric description of obstacles.

For the different tasks, like self localization and tracking specific objects in the environment, various different algorithms exist. Common approaches use filtering methods (e.g. Kalman-Filter [56]) and probabilistic algorithms (e.g. Monte-Carlo algorithm [33]) to maintain and update the model information. In an unknown environment, where no map of the surroundings is available,
the map must be built in parallel to exploring and self localization. This task of simultaneous localization and mapping is abbreviated with SLAM [26, 27] and is adopted for the described rescue scenario [62].

When multiple robots should act cooperatively in a team to achieve a common goal, they need to exchange information or even share a joint model. This can be realized in different ways: using a central or decentral approach. On the one hand, a common world model is centrally updated and shared between all teammates. Such an approach demands reliable access to the central data pool. On the other hand, each robot is self-contained and maintains its own local model. It incorporates information received from the teammates [17, 93]. Indeed, in this case it must be ensured that the distributed information is accurate enough to achieve a joint goal.

Behavior Control

The task of the behavior control is to decide which actions the robot should execute next. The decision may be based on either the world model, directly on the sensor data, or a combination of both according to the aforementioned behavior paradigms.

Many different techniques have been developed over the years, starting with the classical subsumption architecture [12]. Other methods use hierarchical finite state machines [68], behavior descriptions based on petri-nets [107] or reinforcement learning strategies [97]. A comprehensive overview on the recent methods can be found in [85].

Path Planning

The goal of the path planning is to find a valid route to a specific destination. This may rely either on an available map or only utilize the sensors to decide between free space and obstacles. A comprehensive overview of developed methods can be found in [67].

In the mentioned rescue scenario, the A* (A star) search algorithm has been adopted for the pathfinding task, which is described in [41].

Motion Control

The motion control is responsible for controlling the actuators in order to perform the desired motion. Depending on the kind of locomotion system of the robot, different methods are applied.

For wheeled robots the velocity of each wheel as well as the steering needs to be determined and controlled. Many different variations for a number of actuated and non-actuated wheels as well as for the steering exist. One approach for a four-wheel differentially driven mobile robot can be found in [15].

For legged systems the determination of the trajectories of each limb becomes more complex due to the numerous degrees of freedom, which need to be coordinated. Common approaches especially for robots with at least four legs use a central pattern generator from which the individual positions of each leg and joint are derived. Other methods are inspired by animals and replicate reflexive control concepts. Details about an approach combining these two concepts can be found in [61].

To maintain the stability of legged robots additional techniques are applied, which utilize criteria for static and dynamic stability, e.g., the zero-moment-point theory [35]. In addition, the generation of the legged motions can be adjusted by an extensive set of adjustable parameters. To find parameters, which entail optimal gaits and satisfy stability and velocity objectives, optimization techniques can be applied. Details about the optimization method applied in the above-mentioned soccer scenario can be found in [42].
2.2 Background from Software Engineering

The topic of software engineering [25] is divided in multiple sub-disciplines ranging from requirement analysis over software design, development, testing and maintenance, to management of the configuration, engineering, development process and quality.

2.2.1 Software Design

The software design describes both the architectural view and the algorithmic implementations. Many different aspects must be considered when designing a software like a middleware. Some of the most important aspects are:

- **Extensibility** — the future growth of the software is taken into consideration and it should be easily possible to integrate new capabilities without the need to alter existing elements or even the underlying architecture.

- **Modularity** — to separate implementation and testing of different aspects of a software, it should comprise of several well defined but independent components, which leads to better maintainability.

- **Reusability** — to enable the reuse of single components each should be limited to the essence of the functionality expected.

- **Usability** — this criterion for a software highly depends on its target audience and may vary from ease of learning for developers to convenient user interfaces for end users.

Depending on the specific characteristics of an application, the importance of each single aspect must be carefully considered, since some goals are contrary.

In the context of this thesis, the following other design aspects have a lower relevance:

- **Compatibility** — it should permit interoperability with other products.

- **Fault-tolerance** — in case of errors it should withstand or even be able to recover.

- **Robustness** — it should be robust in case of unusual or unexpected input and be able to operate under heavy load.

- **Security** — the software should resist malicious interferences and not disclose secret data to unauthorized entities.

**Reusability**

The aspect of reusability will be detailed exemplary. A comprehensive work of reference on modern software design can be found in [10].

To achieve the goal of building increasingly complex applications in a reasonable time and quality, reusability is a key feature. Reusability is the likelihood that a software can be used again with at best no modification in another context.

The benefit of software reuse is versatility [90]. The number of fixed errors increases from reuse to reuse improving the quality of the software. Likewise the productivity is increased since less
code has to be developed and tested. Without the reuse of significant portions of the software from the soccer scenario the period for entering the rescue league would have been significantly longer as described in Section 6.1.2. For a detailed definition of the different aspects of the product quality in software engineering see ISO/IEC 9126 [52].

Admittedly, the advantages of software reuse are not achievable without a penalty. Developing software with reuse in mind requires additional efforts, skills and foresight during design, implementation and testing. But the initial learning effort for reusing other software is easily compensated by the increased productivity in the long-term. Furthermore, the performance of the implementation is improved from reuse to reuse just as the quality of the software.

In the context of both described scenarios, the relevance of reusability is significant, as the major part of the control software as well as the graphical tools supporting the development process are shared between both applications.

### Opposing Objectives

Obviously, a specifically engineered software tailored for one particular use case is very likely better suited and more efficient than a software developed with generic reuse in mind. In this spot the demand for reusability from the software engineering view impedes the requirement for efficiency stated as a software quality criteria.

Similarly, it is difficult to balance between the opposing objectives of loosely coupling for better maintainability, reusability and tightly coupling for more efficient and scalable integration as described in [13, p. 31-70]. This problem reappears on multiple different levels, e.g., at the integration level, when considering the usage of a middleware as well as when defining the interfaces for heterogeneous hardware and software.

It is necessary to ponder on the importance of both demands and base the decision on the aimed scenario. The duty of the software design is to foster the reusability of components, while keeping the overhead due to the decoupling low, so that the eventually reduced efficiency does not become a counter-argument.

### 2.2.2 Unified Modeling Language

To describe the structure and behavior of a software in a generic format, the Unified Modeling Language (UML) has been developed by the Object Management Group (OMG) to express information and knowledge and provide an explicit visual representation. In this thesis, many design concepts and implementation details are illustrated by UML diagrams for clarification and better comprehension. The semantics of the entities and relations in the graphs are explained in [8, 31].

### 2.2.3 Design Patterns

When designing software, some common problems reoccur over and over again. Several design problems are not even domain specific, but reappear in several different contexts.

A well known description of patterns came from Christopher Alexander. Even though the origin is from a different area, namely the architecture, his description characterizes the meaning of patterns very well:
A design pattern describes an elegant solution to a specific but common problem in software design. It captures the essence of the approach in a succinct and easily applicable form. Yet these patterns are not directly usable source code fragments. They have to be reapplied for every specific application. Still, when reapplied in a future development, it benefits from the utilization and review in the past.

Therefore, design patterns provide a way to reuse design solutions that have been proven to work in the past. Additionally, they make the communication between developers easier due to a commonly known vocabulary of pattern names.

The book about design patterns from the Gang of Four [39] describes the most fundamental patterns subdivided into the three areas of creational, structural and behavioral patterns. Related works specialize on patterns for enterprise application architecture [30] or especially to the domain of messaging solutions [48]. Several of these design patterns are used in the following chapters.

2.2.4 Concept of Library vs. Framework

Since many of the later presented solutions are realized either as a library or a framework, the differences between these two approaches must be stated clearly.

A library is a collection of classes or subroutines. In contrast a framework is an abstraction providing generic functionality, which can be overridden or specialized by custom code with specific functionality. It consists of both reusable code and reusable design. To express the differences to libraries, some striking characteristics are compared in Table 2.1.

The following features distinguish a framework from a library:

- **Inversion of control** — the flow of control of a program is not specified by the caller but by the framework

- **Default behavior** — the framework provides a reasonable default behavior

- **Extensibility** — the user extends the framework by selective overriding or specializing with custom code

A comprehensive overview of frameworks and their relation to designing reusable classes can be found in [55].

<table>
<thead>
<tr>
<th>A library is ...</th>
<th>A framework is ...</th>
</tr>
</thead>
<tbody>
<tr>
<td>... about reusable functionalities</td>
<td>... about reusable behaviors</td>
</tr>
<tr>
<td>... something you call/inherit from your code</td>
<td>... something that calls your code or provides services for your code</td>
</tr>
<tr>
<td>... a collection of classes or components</td>
<td>... how abstract classes and components interact with each other</td>
</tr>
</tbody>
</table>
2.2.5 Human Computer Interaction

The requirements on the interface for human computer interaction (HCI) depend highly on the targeted user. In this thesis and the described scenarios the users are all developers in the domain of robotics working on different aspects of the robot control software. But in general the users may have substantially different levels of previous knowledge and skills, which make designing an interface applicable for all user groups more challenging.

Additionally relevant to the concrete requirements are the actual use cases performed using the interface. In this context this may range from monitoring and remote control tasks to in-depth testing and debugging of specific subsystems of the robot control software. In many cases, graphical visualizations are required to make the voluminous amount of different information clearly represented.

In many cases a single interface very likely does not fit all use cases and user groups well, even if graphical user interfaces are the de-facto standard and essential for visualization tasks. Other kinds of interfaces are equally feasible. For example, software developers are familiar to employing command line interfaces, as they permit a faster way of interaction and the ability to automate sequences of reoccurring actions.

Thus, different interfaces are of varying effectiveness depending on the tasks to be accomplished. A comprehensive overview of the general topic of HCI can be found in [24].

For the domain of user interface design similar patterns and techniques have been developed as for classical software engineering. A comprehensive set of extensively described patterns for interface design can be found in [102].

2.2.6 System Integration

For the following the terminology of a component is clarified. It does not follow the strict definition, which can be found in [19]. Particularly, a component must not necessarily be a binary unit of deployment, but the concept of using a component in an unmodified fashion still holds.

Nevertheless, after a set of components has been designed according to the above-mentioned criteria of extensibility and modularity and with reusability and usability in mind, they have to be linked together. This process of composing different applications and software components into an overall system is called system integration. Different integration methods can be applied and are categorized as follows:

- **Vertical integration** — integrates subsystems directly according to their functionality. This method is specific to a particular use case and is not reusable for different purposes. Admittedly, it is the approach with the lowest effort in the short term.

- **Star integration** (Figure 2.7a) — integrates any subsystem by linking it to every other directly. Therefore, new subsystems need to be integrated with every existing subsystem. This approach, while looking promising at first, does not scale well.

- **Horizontal integration** (Figure 2.7b) — introduces a dedicated subsystem, e.g. a middleware, which is responsible for handling the communication between other subsystems. Thus, any subsystem must only interface the communication subsystem and none of the others.

Due to the benefits in the long run, only the concept of horizontal integration is investigated further.
2.3 Specific Requirements of Autonomous Mobile Robots

Complementary to the general aspects, in the following, several specific requirements are founded based on the above-mentioned common characteristics of autonomous mobile robots.

2.3.1 Integration of Elements

As outlined in Section 2.1, many elements are involved in a robot control software for an autonomous robot.

On the one hand, the numerous elements should be developed as independent components, each from the specific developers well skilled in their particular domain. Dependencies between these components must be avoided wherever possible, as a clear separation-of-concern leads to an improved testability of subsystems and a better maintainability in the future.

On the other hand, a multitude of elements needs to be integrated into a coherent overall system. Ideally the composition of the elements poses no overhead compared to a monolithic built system.

These two goals are conflicting. But due to the extensive advantages of a modular software, an overhead introduced through the separation is widely accepted. Otherwise the development of complex robot control software becomes unmanageable. For complex applications like autonomous robots the horizontal integration method is applied, because of the better scalability in the long term. The thereby introduced indirection in the form of a dedicated communication layer naturally comes with the trade-off of extra efforts at runtime.

In the future it is certain that the computational resources will continue to increase, both in the quantity of CPU cores and in the number of dedicated computers. Hence, the communication layer eases the distribution across multiple CPUs as well as multiple computers to scale with the hardware advancements.

2.3.2 Runtime Efficiency

For most non-robotic applications the overhead of the integration method is negligible. Their overall load is not high enough to make the communication performance an issue or even a bottleneck [44]. But mobile robots present a special case.

(a) Star integration: each component is linked with every other

(b) Horizontal integration: a dedicated subsystem is introduced with which each connection is linked

Figure 2.7: Different methods of system integration
As any mobile platform has a more or less restricted payload, the available battery capacities as well as the computational power are limited. Hence, the robot control software must keep its used CPU resources and with it the power consumption as low as possible. Often the robot control software utilizes all available resources. Consequently, any kind of overhead, as little as it may be, needs to be revised. Above all, the overhead must not lead to decisions against other valuable software design criteria.

This is especially valid for lightweight mobile robots as the constraints are even tighter.

### 2.3.3 Efficient Multilevel Testing

However, the software of autonomous robots comprises multiple complex algorithms. Testing an overall robotic system is the final step in the development. Otherwise it is more feasible to test only subsets of components simultaneously and separate the tests into multiple smaller tasks.

In robotics and especially for mobile robots the information available for the decision process is afflicted with a lot of uncertainties. They comprise any kind of sensor data, which transforms continuous analog information from the real world to discrete digital values. In contrast to many pure software projects, the input data are by no means perfectly accurate or even free of errors. Additionally, many uncertainties occur during the interaction of the robot with its environment. A common issue for mobile robots is for example the inaccuracy of the locomotion due to slipping and friction.

Thus, each application needs to be reduced as much as possible in order to avoid influences from other components as well as any kinds of uncertainties, which are inherent in robotic system. For a lot of test scenarios it is permissible to remove several components or replace them with simple stub implementations. A common technique is to replay previously recorded sensor data in order to test and debug some of the algorithms using a known set of input data.

But this approach is not limited to a specific level in the robot control software. In can be applied for any kind of test as long as no closed loop is required. As soon as the results of one cycle need to be fed back for the next cycle it is necessary to use a simulator.

### Testing Using Simulation

The component of the robot control software interfacing the real sensors and actuators can be replaced with complements, which access a simulator to provide sensor data and simulate the interaction through the actuators. This method as depicted in Figure 2.8 enables software-in-the-loop testing.

The simulation can be adjusted to either provide perfectly accurate sensor data or emulate noise input data. The same applies to the interaction with the environment. Depending on the test either an ideal locomotion without slipping and friction can be simulated or a more realistic model can be utilized.

While most frequently applied to sensors and actuators, the simulator can also provide information without uncertainties on any other level. For example, the simulator can provide ground-truth data like the position and orientation of all robots as well as all relevant objects in the simulation [80].

Even if simulation cannot fully replace tests with the hardware in a real-world scenario, it is essential to the development process. On the one hand, it eases the testing and debugging of
specific elements of the control software. On the other hand, which is at least as important, the utilization of simulations instead of real world testing circumvents wear and potential damage to the robot’s hardware. Additionally, the ability to run tests independent of the hardware permits an arbitrary number of tests, which could even be executed in parallel.

2.3.4 Flexibility and Adaptability

As described above, a robot control software for autonomous mobile robots performing extensive tasks forms a very complex system. Many different elements are involved in the process of collectively reaching a specific goal. Each single element can have arbitrary complexity and typically deals with domain specific problems.

In order to enable the previously described testing of subsets of components, the application layout must be adaptable. The composition may be different for each single test scenario and must therefore be customizable efficiently. Additionally, the scenarios and tasks are ever changing and new innovations in hardware, techniques and algorithms are rapidly being developed. Thus, it must be possible to easily replace single elements (e.g. the ones depicted in Figure 2.6) with alternative developments to address changes of hardware interfaces and incorporate newly developed methods. Such modifications must be transparent to the rest of the software wherever possible to keep the efforts of implementation low.

Besides the inherent complexity of robotics systems and the challenges of distributed environments, the demand for flexibility is one of the most important criteria. A detailed view on component interoperability and flexible wiring between those is given in [13, p. 183-210].
2.3.5 Sophisticated Monitoring and Debugging Methods

The complexity of the control software and the mobility of the robot also affects the monitoring and debugging capabilities. Several specific properties make the tasks of monitoring and debugging more challenging compared to pure software projects.

Due to the mentioned uncertainties repeated test runs are unfortunately not perfectly deterministic. Rather minor variations in the sensor data or the interaction with the environment might change the outcome of a test series significantly. Therefore, the described multilevel testing strategies are crucial in order to debug efficiently.

But several other issues arise due to the specific characteristics of autonomous mobile robots as described below.

Visualization and Interaction

In the process of monitoring such complex robot control software, various information of the control software must be readily available to provide a complete view of the robot’s internal state. This involves visualizing raw sensor readings, illustrating the current state of modeling the environment and keeping records of the decision process of the behavior control. Furthermore, most algorithms can be parametrized, which pose an extensive set of possible adjustments and options to intervene.

Depending on the use case, the most efficient way of interaction may vary significantly. While for some tasks a graphical user interface is mandatory and suitable, for others it might not be effective. Especially, developers are used to command line interfaces and value the quick interaction in order to automate common operations. Consequently, the user interface must support different paradigms of user interaction to suit the varying demands.

Offline Analysis

Additionally, several properties of autonomous mobile robots make online analysis complicated or even unfeasible.

On the one hand, the limited communication abilities between the mobile robot and a stationary monitoring instance hinders extensive monitoring jobs. A limitation in the bandwidth between these can render complex monitoring tasks as well as classic debugging approaches impossible. Thus, alternative procedures must be applied to gain in-depth knowledge of the complex system. One viable solution is to defer complex debugging tasks past the test run and conduct the analysis subsequently.

On the other hand, several issues are unfeasible to monitor and trace online because of the frequency of the changes or the amount of relevant information. In order to be able to debug and monitor these cases thoroughly, offline analysis is a mandatory feature. In both cases all relevant information needs to be logged on the robot and be made available for later detailed analysis and debugging.

Even with these capabilities to analyze the information offline, the task of reviewing the data is extremely time consuming and error-prone. Hence, it is desirable to provide algorithms which ease the review process automate several subtasks and therefore make the analysis more efficient. This especially applies, when a team of collaborating robots is analyzed.
2.3.6 Expansion to Teams of Robots

The enlargement of the scenario to multiple collaborating robots results in another dimension of complexity.

All of the previously described challenges increase in complexity with the involvement of teams of robots. The aspect of the collaboration makes the applications of multiple robots dependent on each other. The communication, coordination and distribution between the robots introduce another set of uncertainties. Furthermore, the existing graphical tools for visualizing and monitoring are commonly only suited to work with a single robot. Instead of reinventing such functionality for teams of robots they need to be reused to keep the effort low. For the offline analysis, the distributed recorded information from multiple robots needs to be synchronized for reasonable evaluation.

Test scenarios in the real world involving multiple robots become increasingly difficult to manage. For software-in-the-loop testing the required efforts are much lower. Therefore, the aspect of testing in simulation becomes more important.

Special attention must be payed to the efficiency of robot simulation. The required computational power to simulate multiple robots and concurrently execute multiple instances of the robot control software is tremendous. On the one hand, the simulator may reduce the accuracy of the simulation quality in favor of less utilized resources (Section 2.3.3). On the other hand, it should be possible to distribute the multiple instances of the robot control software over several computers.

Demand for External Reference Data

As a result of the increased number of robots, the amount of information relevant for the analysis easily becomes overwhelming. In more complex situations it is even impossible for a human operator to evaluate the correctness and accuracy of the intrinsic information. In order to enable the user to objectively judge the quality of the recorded information an additional reference is required. This external reference information is mainly provided for the manual review process and must not necessarily be interpreted automatically.

2.3.7 Existing Approaches for Offline Analysis

In the following, existing approaches which address the challenging demands for offline analysis are presented, in order to reveal still outstanding features for efficient analysis of teams of autonomous mobile robots. Two of these are also incorporating external reference data for improved offline analysis.

LogPlayer and Vizard

The team The Ulm Sparrows participated in the Middlesize League of RoboCup. Their sophisticated logging and offline analysis tool Vizard is described in [104]. Although these tools permit significant improvements in different areas, several fields of application are still to be addressed. For example, the synchronized playback for distributed recorded data and the integration of external reference information are crucial for teams of autonomous robots acting in a highly dynamic environment.
environment. Furthermore, the amount of data, which needs to be recorded for the considered scenarios in order to conduct comprehensive offline analysis, is considerably higher as described in Chapter 6.

### GermanTeam LogViewer

A solution from the *German Team* of the former four-legged Standard Platform League of RoboCup is the *LogViewer* application [85]. It was developed in order to analyze and debug the complex team behavior of the robots. The approach integrated an external video to provide additional information to the developer for analyzing the recorded data. The intrinsic data of each robot are logged locally without any centralized infrastructure. Likewise, the external video could be recorded using a common video camera. The drawback of this tool is the limitation of the analysis to the behavior control. Other aspects of the control software cannot be reviewed using this application.

### Interaction Debugger

An existing solution from another domain is the *Interaction Debugger* [63]. The software collects data from the robot *Robovie* [51] as well as external information from the environment, particularly audio and video. This information can later be analyzed to enable fine-grained inspection of human-robot interaction (Figure 2.9). The drawback of this approach is, that the synchronized recording requires a central capturing computer, which makes it unsuitable for mobile robots.

![Figure 2.9: User interface of the Interaction Debugger (Image taken from [63])](image)
2.4 State of Research Middleware

2.4.1 Middleware in General

Middleware follows the horizontal integration method presented in Section 2.2.6 and mediates interaction between multiple software components or applications. It introduces an extra component in the software architecture of an application, which provides mechanisms to exchange information between them. As middleware systems rely on interception and indirection mechanisms, they inevitably induce performance penalties.

Since the fields of application are manifold, the demands on and the characteristics of a middleware are divergent too. The following categories are used to differentiate the various kinds of middleware:

- *Transactional middleware* (TM) or transaction processing (TP) monitor [4] — is designed for distributed asynchronous transactions. It is responsible for coordinating transactions between processes and always keeping the overall system in a consistent state. It is mostly applied to handle load balancing operations.

- *Procedural middleware* (PM) or remote procedure calls (RPC) — allows the execution of procedures located on a remote system as if they were local. The communication is typically synchronous.

- *Object-oriented middleware* (OOM) — evolved from RPCs and extends them from procedural to object-oriented concepts. It permits the transparent usage of remote objects. Whereas synchronous communication is common, asynchronous object requests are also possible.

- *Message-oriented middleware* (MOM) — is based on exchanging messages between communication endpoints. While it usually supports both synchronous (via message passing) and asynchronous (via message queuing) communication, the latter is more often utilized.

Detailed descriptions, an evaluation of criteria like reliability, scalability and heterogeneity, and specific advantages and disadvantages of these different kinds of middleware can be found in [82].

The most visible solutions are Java’s Remote Method Invocation (RMI), Microsoft’s Component Object Model (COM) and OMG’s Common Object Request Broker Architecture (CORBA) [45] specification with its various different implementations, e.g., The ACE ORB (TAO) [83]. All three solutions belong to the group of RPC middleware. While RMI and COM are tied to a single platform, namely Java and Microsoft Windows respectively, CORBA provides real cross-platform support as it is independent from the programming language as well as the operating system. For CORBA, the interfaces of the RPC stubs are specified using the Interface Definition Language (IDL) in a language independent way. This enables the Object Request Brokers (ORB) to be implemented in any programming language. The General Inter-ORB Protocol (GIOP) provides the interface to link together various different ORBs.

In the following, the group of MOM is contemplated as it offers specific features especially useful in the domain of robot control software.
2.4.2 Message-Oriented Middleware

The messages represent the common basis for endpoints to exchange information. Apart from that, the endpoints are fully isolated from each other. This independence leads to the desired software design goal of full decoupling. Additionally, the messages can be easily recorded and replayed for testing or subsequently processed or analyzed, which is especially relevant for testing complex autonomous robot control software. The message broker [48, p. 322-326] is responsible for forwarding the messages between the endpoints. It can either be realized using a centralized broker or in a decentralized fashion distributed across the smart endpoints. It enables dynamic routing of messages within the middleware layer itself, thus permitting flexible control and adaption of the information flow as demanded in Section 2.3.4.

Like the other types of middleware, MOM features a transparent distribution across multiple systems. Due to the inherent asynchronism, messages are buffered in queues when the destination is busy. Some solutions take this concept one step further and do not imply the sender and receiver to be connected at the same time. Therefore, persistent storage to back up the message transfer medium is required. This becomes especially useful when dealing with unreliable networks and discontinuous connections. On the contrary, some MOM additionally provide a synchronous interface, which encapsulates a request-response pattern and masks the inherent asynchronism from the application.

**Messaging Paradigms**

Different messaging paradigms can be applied to pass messages between endpoints. Point-to-point, request-response, publish/subscribe and blackboard systems are the most commonly used ones.

For distribution, the blackboard system is less suited since the synchronization of distributed shared memory becomes increasingly complex and resource intensive. Both, the point-to-point and the request-response communication, are only applicable for two endpoints exchanging information. The publish/subscribe paradigm supports multiple publishers as well as multiple subscribers. As subscribers should only receive a subset of the total messages published, the messages need to be filtered.

Two common forms of filtering messages exist:

- *Topic-based* — the publishers classify the messages into topics, which represent logical channels. All involved endpoints connect to a topic specific message bus [48, p. 137-141], which forwards the published messages to all subscribed endpoints.

- *Content-based* — in contrast to the previous filtering, the subscribers query the messages based on specific attributes and properties of the data. Therefore, each subscriber formulates constraints and only the messages which match these criteria are delivered to the subscriber.

Independent of the filtering, the publications are commonly implemented using a broadcast or multicast, in order to reduce the utilized bandwidth compared to multiple point-to-point connections. Most MOM support multiple paradigms to provide an adequate solution for the various respective use cases.
Lack of Standards

In the group of OOM, the CORBA standard is implemented by many vendors, which provides clear interfaces through the use of IDL and interoperability based on the GIOP. Until now no comparable solution for MOM exist. The lack of an official standard hinders a wide adoption and obstructs the compatibility of custom solutions. Each custom implementation features its own application programming interface (API), message format and tools for configuration and management.

Several different protocols have been developed. The Extensible Messaging and Presence Protocol (XMPP) [89] employs an XML-based message format. Another example is the RESTful Messaging Service (RestMS) which works over plain HTTP. These solutions are more suitable for web services than for robotics applications.

Java Message Service (JMS) [14] is a standard, which only defines the API of a MOM. But it lacks the definition of a common message format, for this reason different JMS implementations still remain incompatible.

An emerging standard is trying to close this gap. The Advanced Message Queuing Protocol (AMQP) [64] defines various messaging paradigms as well as the formats used for messaging and has reached draft status\(^1\). Yet, solutions implementing the latest standard have to come up and it is unclear if this standard will be widely adopted in the future.

The disparity is not only related to the communication mechanisms, but recurs on various different levels. Even for the fundamental representation of geometric data no consensus exists across the existing software in robotics as stated in [13, p. 107-124].

2.4.3 Robotics Middleware

The advantages of common middleware are reasonable for complex robotics applications. Their support for decoupling, distribution and heterogeneity is crucial for the scalability and reusability of the developed software in the future.

In the previous section a set of specific requirements has been derived from the considered scenarios of autonomous mobile robots. But the various different applications in the robotics domain have specific demands. For example, the control algorithms of robotic manipulators induce hard real-time constraints on the middleware.

Each subdomain has its own unique requirements, which are not yet addressed by a general-purpose robotics middleware. As an example the scenario of wireless sensor networks (WSN) is described briefly.

Middleware for Wireless Sensor Networks

The goal of a WSN is to monitor an area of interest using a distributed network of sensor nodes. This could involve any kind of physical or environmental conditions, such as motion, pressure, temperature and pollution. The sensor nodes are distributed across the area and usually extremely lightweight, often consisting of a single micro-controller and a radio transceiver only.

Due to the specific hardware constraints and the scenarios, a middleware for WSN has to deal with very restricted energy resources and network connectivity. In these cases features like queuing

\(^1\) AMQP 1.0 Draft as of Mai 19, 2010
and relaying of messages, consideration of connectivity constraints and reduction of communication as much as possible, in order to reduce the utilized energy resources, are significant. The requirements on scalability, distribution and sophisticated routing mechanisms differ significantly from the considered scenarios of autonomous mobile robots.

Therefore the specific requirements of WSN are not considered in this work. More detailed information on middleware for WSN can be found in [40]. The existing robotics middleware considered in the following are therefore limited to the subdomain of autonomous mobile robots.

2.4.4 Existing Middleware for Autonomous Mobile Robots

Due to the innumerable existing approaches for middleware for autonomous mobile robots only a limited set can be mentioned in this thesis.

CLARAty

The Coupled-Layer Architecture for Robotic Autonomy [106, 78, 77] is a framework for integrating, maturing, and validating new technologies developed by institutions and universities under NASA’s Mars Technology Program. The architecture is separated into a functional layer, which uses an object-oriented system decomposition, and a decision layer, which is based on a declarative model. One of the main goals is the tight coupling between declarative and procedural-based algorithms. With this design it represents an application framework for a specific class of heterogeneous robots. As a communication layer The ACE ORB (TAO) [92] is utilized, which is a standards-compliant real-time C++ implementation of the CORBA standard based upon the Adaptive Communication Environment (ACE) [91].

MARIE

MARIE [20] is an open-source design tool for mobile and autonomous robot applications developed by the Mobile Robotics and Intelligent Systems Laboratory at the University of Sherbrooke. It integrates existing software using a component-based approach and acts as a central mediator for functional components according to the horizontal integration paradigm. Therefore, numerous different tools are reused, e.g., Player, CARMEN and ACE, to perform the actual tasks of the control software. If promotes loose coupling between components due to the application of the mediator pattern. Additionally the components are decoupled from the communication protocols using the communication abstraction framework, called Port. It permits the flexible exchange of the used communication libraries.

Microsoft Robotics Developer Studio

Microsoft RDS [53] is a service-oriented architecture for robot control software and simulation. It is based on the Concurrency and Coordination Runtime (CCR), which manages the asynchronous parallel execution of tasks and is implemented using the .NET framework. Additionally, it features visual programming tools and a 3D simulation environment. The exchange of information between multiple hosts is realized using the Simple Object Access Protocol (SOAP).
Miro

Miro [105] is an object-oriented middleware based on a layered application layout. For communication purposes it relies on the aforementioned CORBA implementation TAO. The software architecture follows the client-server model. It provides interface hierarchies, aiming to solve the conflict between generalization of sensor/actuator modalities and access to the special features of individual devices.

Orca

Orca [13, p. 231-251] is an open-source framework for developing component-based robotic systems focused on fostering the software reuse in robotic research and industry. The overall goal is to be widely applicable by imposing minimal design constraints. It requires the adherence to a set of predefined interfaces in order to preserve the interoperability with other components. Concrete implementations of drivers for a variety of robots and sensor hardware are provided in a subproject of Orca, called Hydro. While earlier releases were built on top of CORBA and SOAP, the current major version utilizes the general-purpose communication middleware Internet Communications Engine (ICE) [43] for inter-component communication. ICE provides cross-language and cross-platform communication mechanisms, which also includes remote method invocation.

Orocos

The Orocos project is organized in five libraries. The Real-Time Toolkit (RTT) provides a framework for developing real-time control systems. Therefore it also features a real-time communication layer, which is a rarely supported functionality. For components distributed across multiple hosts CORBA is utilized.

Two libraries of the Orocos project provide functionality for Bayesian filtering as well as modeling and computation of kinematic chains. The Components for Control library contains ready-to-use components for various applications. The latest library, the Simulink Toolbox, enables creating Orocos components in Matlab/Simulink.

Player

Player is a cross-platform robot device interface and server and due to its early release in the year 2000 widely used in robotics research and education. It makes no assumptions about the internal structure of the robot control software. But it provides a set of generic interfaces to a variety of sensor and actuator data. The interfaces follow a character device model. For communication across multiple processes or hosts the eXternal Data Representation (XDR) is utilized. Noteworthy is the limited usability for update rates higher than 100 Hz.
RoboFrame

RoboFrame [79, 81] is developed in the author’s group and is object of this thesis. The software architecture is based on the framework paradigm. Due to the inherent application of inversion of control most interfaces of the software differ considerably from other approaches. It provides common features of a message-oriented middleware, but includes compile-time composition of components only, in contrast to the other presented component-based approaches. Within this work RoboFrame has been enhanced with multiple unique features as described in the following chapters.

Robotic Operating System (ROS)

The robot operating system [84] is a kind of meta-operating system initially developed at the Stanford Artificial Intelligence Laboratory. Besides the common features of message-oriented middleware it also provides uncommon system services like package management. It utilizes a custom messaging protocol, which is based on a central master for negotiating the message exchange. But the actual transfer of data is handled in a peer-to-peer manner. The focus is on reusability of the loosely coupled components and on sharing and collaboration. Since the development has moved to the company Willow Garage in 2008, it has been adopted by many researchers and is rapidly evolving. Various software repositories provide numerous components for different hardware and implemented algorithms.

Urbi

Urbi [2] is a software platform to control robots and is also open-source. It is based on a C++ component library called UObject, which defines a set of interfaces for common robot hardware and algorithms. Additionally, the script language Urbi script is used, which supports parallel and event-based programming paradigms. It is utilized to connect the components with each other and describe high-level behaviors. Urbi aims to simplify the process of programming robots and their behavior. Therefore, it brings sophisticated GUI tools along, which enable graphical editing of the behavior and a custom interface composed of parametrizable widgets. However, the visual robot control software Gostai Studio and Gostai Lab are proprietary and not freely available.

Other Approaches

Some approaches, which vary in the targeted hardware or aimed goals, are mentioned briefly in order to illustrate the inherent differences of the fields of application.

agile Robot Development (aRD)

aRD [46] from the Institute of Robotics and Mechatronics at the German Aerospace Center (DLR) is used to control the DLR Two-Hand-Arm-Torso, which has 43 degrees of freedom. The control rate is between one and ten kHz with hard real-time constraints needed for mechatronical systems. The custom message-oriented architecture is running on a cluster of powerful computers. The software features various different GUIs for debugging and monitoring the different aspects of the robot.
Aseba

Aseba [71] is an event-based architecture for distributed control of mobile robots developed at the Miniature Mobile Robots group at the Swiss Federal Institute of Technology in Lausanne. It targets integrated tiny robots equipped with multiple micro-controllers and utilizes a scripting language for programming the agents.

Carmen

Carmen [76] is an open-source collection of software for mobile robot control developed at the Carnegie Mellon University. While it provides functionality for inter-process communication, its focus is on reducing the barrier for implementing new navigation algorithms. It provides basic navigation primitives including obstacle avoidance, self localization, path planning and mapping.

2.4.5 Comparison and Evaluation

Even the limited set of presented existing solutions exhibits the various different aspects middleware is focusing on. Hence, the joint usage of multiple approaches for a single application is reasonable for many use cases in order to reuse already existing software. For example, the design concept of MARIE leads the way of integrating various existing solutions.

For a long time, interoperability between distinct projects was rare. Only recently several projects have approached one another. Orocos RTT can be seamlessly integrated into ROS applications in order to complement real-time features, which would otherwise not be supported. The same step has been made for Urbi, which can alternatively use the communication infrastructure of ROS and also be integrated with Player.

ROS is gaining significant importance due to the interoperability with various other projects. This represents a unique characteristic among the different projects.

Therefore, in this thesis the interoperability of RoboFrame with ROS is realized in order to take advantage of the complementary features.

But as long as the robotic domain lacks a standard for interoperability, the suitability of the different middleware must be individually evaluated for each specific scenario. It depends on the concrete requirements of the hardware and the scenario and the provided support for these demands from the middleware and existing components built on top of them. However, the aspect of interoperability with other systems is an important factor in the decision in order to develop future-proof applications.

2.5 Discussion

All middleware presented in Section 2.4.4 provides communication mechanisms to exchange data between the different modules of the robot control software. The thereby achieved decoupling of components enables a flexible composition of the components. Several approaches utilize general-purpose middleware like CORBA or alternative implementations of that standard. These solutions are not tailored for robotic systems and are designed with a focus on large scale distribution.

The communication between components running on the same host is handled similar as for distributed components by almost all middleware. Some implementations avoid the overhead of the IP stack for local communication, but still involve resource intensive marshaling, memory copy and demarshaling of exchanged information. Other approaches try to reduce the overhead
imposed by the middleware [66] but still pass the locally exchanged data through the IP stack. But in the context of mobile robots with quite restricted computational resources even this reduced overhead is unfavorable as discussed in detail in Section 6.2.

Equally, for most middleware, it is not possible to dynamically reduce the frequency for sending information to a remote monitoring station, without the need to manually reconfigure the data flow. Due to the limited available bandwidth this is a reasonable feature, when the communication layer is utilized for mobile robots.

For the tasks of debugging and monitoring the aforementioned middleware offer separate user interfaces specific for the respective algorithms. While applicable to analyze the particular parts of the control software it does not yield an adequate usability for debugging complex overall applications.

For scenarios with multiple cooperating robots the support of the presented middleware is sparse. While the explicit communication between multiple robots is supported by several of the existing approaches, the support for debugging and monitoring of teams of robots is non-standard. The presented applications for offline analysis of teams of collaborating robots in Section 2.3.7 demonstrate the complexity of the tasks. Neither of the mentioned middleware provide comprehensive tools or solutions built on top to address those specific demands thoroughly.
3 Proposed Methodology for Efficient Middleware

In this chapter several typical use cases from different applications in the context of autonomous mobile robots are identified and described (Section 3.1). All of them are related to efficiency, either in the sense of runtime efficiency or regarding the programming and usability of appropriate debugging abilities. Therefrom a set of functionalities and requirements for middleware is derived.

In Section 3.2 a methodology for evaluating the improved runtime efficiency of the middleware is presented. For aspects more difficult to quantify, the fitness of the approach is estimated using metrics from the domain of human-computer-interaction (HCI), which are applied for a set of common work cycles.

The chapter closes with Section 3.3 presenting the fundamental ideas and developed design concepts to improve the various aspects of efficiency.

3.1 Use Cases and Their Requirements

The requirements for robot middleware differ depending on the used hardware, the environment and the tasks the robot should carry out. In this section several use cases involving autonomous mobile robots are presented, which are typical for the considered scenarios and likewise are representative. Based on these use cases, the requirements for the middleware are constituted.

In the robotics domain hardware as well as software is evolving rapidly. The innovation cycles for newly developed sensors and actuators are short and the algorithms of the various different domains involved are rapidly developing.

Adaptability

For a component-based system integration the task of replacing single components is a common requirement. Either an existing component is exchanged with an alternative implementation of the same algorithm or a totally complementary approach is used to achieve the same goal. For simulation and testing this procedure is utilized to replace components interfacing the hardware with stubs, which connect to a simulator [36]. As the message-oriented communication layer provides the required decoupling of components these demands can easily be achieved by any of the above-mentioned middleware.

Another common use case is the modification of the application layout in order to adapt it to changed scenarios and tasks. This involves adding and removing components, changing the interface of components, which is equivalent to altering the message format, or modifying the flow of information between the components. For example, when testing the robot control software in simulation, ground-truth data can be provided by the simulation model [34] to replace possibly inaccurate computed information. Such modifications must be transparent to the components wherever feasible in order to achieve an improved maintainability. Even though all of the middleware can also handle such demands sufficiently, the required efforts vary for each of them.
Flexibility

A use case encountered when working with multiple robots, is to adapt the flow of messages dynamically during runtime. This is often needed when using the debugging and monitoring tools with multiple robots concurrently. Depending on the information of interest the message flow must by dynamically adapted to suit the current task. Some of the described middleware can modify the application layout and message flow during runtime, while other systems require a rebuild of the modified application, which might not be flexible enough to deal with such dynamic requirements.

Reusability

A further common application is the reuse of existing components either multiple times in the same application or in multiple different scenarios. The first example arises when, e.g., the existing image acquisition component is reused in order to build a stereo vision system. The second variant is even more clear when considering the two presented scenarios, which share multiple components for common functionality.

An issue, when reusing existing components, is the appropriate configuration for each concrete application. Therefore, the middleware must provide mechanisms to configure the component for their specific usage and especially the context of interacting with other components.

3.1.1 Restricted Onboard Resources

The usage of a middleware for wiring several components together does undeniably reduce the dependency and coupling between different parts of the software. It emphasizes the separation of concerns and therefore fosters the development of numerous small components, each focused on a single specific task. This is obviously an advantage from the software engineering point of view.

But in the scenario of mobile robots the payload and therefore the available computational power is commonly limited. Due to the restricted resources the runtime efficiency of mobile robot applications is crucial.

Efficient Local Communication

The additional layer of abstraction when using a middleware comes with the trade-off of an added overhead for passing information between components. Attention must be paid to the resources required for exchanging data, which usually involves object marshaling, memory copy and object demarshaling (Figure 3.1).

Therefore, the middleware must perform the message exchange as efficiently as possible. But the requirements for minimum resource consumption must not oppose the reasonable software design criteria and sacrifice the advantages of the decoupling.

3.1.2 Debugging and Monitoring

Due to the complexity of the applications, tools for debugging and monitoring are crucial for the development process. It is assumed that for every component of the control software at least
one corresponding tool is reasonable, if not essential, for being able to debug and monitor them thoroughly.

The requirements for these tools depend on the performed tasks and the users of the software. This thesis focuses on users, who are developing, testing and monitoring robot applications and are adequately skilled in using different kinds of user interfaces.

**Graphical User Interface**

For many use cases a graphical user interface (GUI) is mandatory to provide complex visualizations of information like camera images and maps of the environment. Furthermore, a graphical representation of information, e.g., sensor readings, is usually better perceivable than a textual variant.

Due to the large set of different components in a complex control software multiple tools are often needed simultaneously. Therefore, these tools are comparable to integrated development environments (IDE) for pure software programmers. The requirement for the middleware is to provide the infrastructure for building an integrated graphical user interface, which is extensible to custom needs. It must be efficient to use in order to reduce the time spent for performing debugging and analysis tasks.

The same criteria as for the development of components for the robot control software also apply for the software design of the GUI. Decoupling between different tools as well as fostering flexibility, adaptability and reuse is again an eminent goal.

### 3.1.3 Restricted Bandwidth

A common use case in robotics is monitoring intrinsic information of the robot. Due to the mobility of the robots the tools for debugging and monitoring the internal state of the application are executed on remote computers. The bandwidth between the robot and the remote computer is often restricted to a wireless connection and therefore the amount of exchanged data is limited.

When visualizing information from the robot in real-time the amount of data required to transfer can overload the available bandwidth easily (Figure 3.2). An exemplary use case is to view the images of a robots camera at a remote computer to evaluate the quality of the perception. With an approximate size of half a megabyte per image and a frame rate of only ten frames per second any common wireless LAN connection would certainly be overloaded with the described showcase, since the 802.11g protocol provides only a maximum gross bandwidth of 54 Mbit/s which equates to less than four Mbyte/s (assuming an optimistic quota of 50 % net).
Reduce Amount of Data

Reducing the amount of data is especially valid for messages exchanged at a high frequency or with a large payload size, e.g., raw sensor data. Therefore, the amount of information involved in debugging and monitoring needs to be reduced to fit the limited bandwidth available. This filtering must be carried out on the same machine where the messages are published and only transfer a reduced amount of data to the subscriber. However, in topic-based middleware the subscription is generally to a simple binary condition. It is not intended to subscribe to only a subset of the published information on a single message bus.

3.1.4 Offline Analysis

While independent functionality can be easily tested and debugged, the complexity of the overall system and the amount of involved data in autonomous robots makes it rather difficult if not impracticable to monitor in real-time. In many cases the frequency of changes is too high to allow a human to keep track of all relevant information.

The only alternative to online debugging and analysis is to conduct the task with recorded data offline. To make this feasible it is necessary to provide the capability of recording the massive amount of intrinsic data directly on the robot as the connectivity to an external system is usually limited in terms of available bandwidth. In a message based middleware recording the messages exchanged between the components is an easy task due to the design of the architecture itself.

Afterwards all available information can be inspected in detail by replaying the messages. Depending on the application this can be done in real-time, slow-motion or even frame-by-frame or message-by-message. Thus, the middleware must provide tools for recording and playing back any kind of message exchanged in the robot control software.

In order to exploit the full potential the recorded messages can be used for more than just introspection and visualization of the message content as described next.

Playback and Feed into Control Software

The recorded messages can also be replayed and fed into a customized control software. I.e. instead of using sensor data from the hardware, the recorded messages of the sensor data is used instead (Figure 3.3). Due to the offline characteristic it becomes much simpler to apply debugging techniques, which are unfeasible when running on the robot. The same logged messages can be replayed over and over again until an issue in one of the components has been identified, corrected and validated to be fixed. This approach is feasible for any component in the control software.
as long as the middleware provides a convenient way to alter the message flow according to the particular test case.

The amount of data may even be too voluminous to be archived on the mobile platform, since the available storage capacity is limited as well as the speed of writing to the storage device. Since an external storage is also impracticable due to the restricted bandwidth, it is necessary to limit the recorded messages to a subset. The subset may either skip specific messages entirely or reduce the frequency of messages if appropriate. For example, it is not necessary to record all raw images, when the debugging task is not focused on the image processing. However, the decision on a subset of messages is always a trade-off between storage size and completeness.

The desired reduction of messages corresponds to the previously described concept of filtering the messages for the remote monitoring task (Section 3.1.3). But in this use case the network bandwidth is not the limiting factor, as both endpoints are running on the same host. Instead, another overhead becomes apparent. In order to record some of the messages, the recording component must still subscribe to every relevant message bus. Since only a fraction of the messages may actually be stored, the overhead for marshaling and copying messages, which are not to be recorded anyway, takes up a certain amount of valuable CPU and memory resources (Figure 3.4). This overhead makes filtering the messages, just before recording them, still undesirable.

### 3.1.5 Teams of Robots

One of the considered scenarios involves teams of autonomous mobile robots. In this setting multiple robots have to act in collaboration to achieve the goals of the scenarios. Collaboration can be based on *implicit* as well as *explicit communication* [28]. Only the latter is considered in
the following, because implicit communication cannot be supported by the middleware and is left to the application specific components.

### Explicit Communication on Different Levels

The exchange of information with teammates can be applied at various different levels and elements of the control software. The most common use is sharing significant information of the world model between the robots. This may, e.g., include the estimated position, orientation and state of a robot as well as information about its environment like perceived objects in the surrounding area. Another element where team communication is also advantageous is the behavior control. For example XABSL provides features to ensure that only a specific number of robots stays in a particular behavior state simultaneously [86], e.g., a single robot approaching the ball.

### Unreliable Network Communication

The communication between mobile robots is usually based on a wireless network. Depending on the environment the network can be unreliable and vary in the available bandwidth. In particular the wireless conditions during RoboCup competitions are continually congested, resulting in an environment with extreme conditions. Thus, each robot’s application must be able to operate independently of the other robots in the team in case of connectivity problems.

Some of the above-mentioned middleware rely on a central instance to control the message exchange between the components on a single robot. This paradigm is not transferable to a team of mobile robots as the network connectivity cannot be guaranteed. Hence any concept with a central master involved in a team of mobile robots is impracticable for these scenarios. Still the concept of exchanging messages between multiple robots without a central master is adequate.

The middleware must therefore provide a mechanism for explicit communication between multiple agents, which run separate instances of the middleware. Depending on the scenario the exchange of information can utilize different communication paradigms like unicast, broadcast, or multicast.

### Extending GUI to Teams of Robots

To monitor multiple robots simultaneously the graphical user interface needs to be able to communicate with multiple agents at the same time. But, due to the message bus based communication, existing GUI components designed for single robot communication are not able to differentiate between multiple sources.

In some use case this is not relevant as selected tools are able to visualize information from multiple sources simultaneously like, e.g., the position of multiple agents can be easily visualized simultaneously on a known map.

But in most use cases the tools can only deal with one robot at a time. An example is an image viewer showing the raw data of a robot’s camera. When multiple agents provide their sensor data simultaneously on the same message bus the output is unusable due to the competing visualizations of images from many sources. Instead it is more desirable to use multiple instances of the same image viewer, but each tied to communicate with a single robot only.
The usage of separate GUI instances for each single robot does not fulfill the usability demands. When monitoring a team of cooperating robots in a combined view spanning features like, e.g., globally available keyboard shortcuts can be used in order to make the interface more efficient to use. This cannot be achieved when multiple separate tools would be used.

The same functionality as for online usage must be provided for later offline analysis as well, when only using the recorded logfiles from each robot. This use case makes high demands on the features of the used middleware. First, it must be able to distinguish the source of the recorded messages. Second, it must allow to playback these information as if they are virtually coming from different robots. This requires complex dynamic message passing and routing capabilities in order to not depend on the user to conduct numerous configuration changes manually.

3.2 Evaluation

The impact of the proposed and implemented concepts must be objectively quantified. For the aspect of runtime efficiency of the communication layer common benchmarks are used to measure metrics like scalability, throughput and latency. The evaluation of the debugging and monitoring tools for usability criteria and efficiency of usage is more challenging.

3.2.1 Benchmarking Runtime Efficiency

For evaluating the performance of a message-oriented middleware benchmarks are applied. They can be used to compare different applications as well as to measure the performance before and after the modification of a single application in order to determine the impact of the changes. But developing a good benchmark is a challenging task as described in [49].

For example, a popular benchmark for enterprise MOM based on JMS is the SPECjms2007 from the Standard Performance Evaluation Corporation (SPEC). It addresses two distinct topologies:

- **Horizontal Topology** — the number of destinations is increased, while keeping the traffic per destination fixed.

- **Vertical Topology** — the traffic per destination is increased, while the number of destinations is constant.

These measurements are focused on quantifying the scalability and throughput of enterprise middleware. But for the considered scenarios these criteria are neither important nor a limiting factor. More relevant is the latency, when passing a single message with a specific size from a subscriber to a publisher as documented later in Section 6.2. Therefore, the SPECjms2007 is not suitable for the targeted scenarios.

Nevertheless, conducted benchmarks with MOM from other domains can provide a rough magnitude of expected latencies for message passing. In [88] the average latency of a message is in the order of milliseconds. On the one hand, these tests have been executed on powerful server hardware in contrast to the restricted computational power in the considered scenarios. On the other hand, the endpoints were running on separate machines, which induces an additional latency due to the network involved.

Commonly the endpoints are distributed across multiple machines. But in the considered scenarios the focus is on endpoints running in the same process or even in the same thread.
Measuring Latency

The relevant latency for point-to-point communication can be measured easily. Therefore, a message is sent from a publisher to a subscriber and the timestamps when sending and receiving the message are compared (Figure 3.5). In order to yield a repeatable result, the measurements of numerous messages need to be averaged. Other effects relevant for the benchmarks require warm-up and cool-down phases in order to achieve fair results. A comprehensive description of the various relevant aspects on benchmarking in general can be found in [54].

However, this approach has multiple drawbacks:

- **Short Interval** — determine the differences between the two timestamps requires a high accuracy of the measured time, especially when both endpoints are running on the same host.

- **Multiple Messages** — the publisher is not aware when the message has been received by the subscriber. Therefore, it is unknown when to publish the next message. Either the next message is sent too early, which results in a higher measured latency, or it is sent later than necessary, which increases the duration of the benchmark needlessly.

- **Distribution** — when the endpoints are running on different hosts comparing the timestamps becomes a challenging task. Synchronizing the time between the hosts is often not accurate enough and does not account for the existence of time drift during a test run.

![Figure 3.5: Measuring latency of message exchange using unidirectional communication](image)
Hence, commonly a different approach is chosen to measure the average latency. Instead of sending messages unidirectional, which requires timestamps on both endpoints, the messages are passed round trip (Figure 3.6).

This circumvents all disadvantages of the above-mentioned approach:

- **Less timestamps** — for an average latency only the timestamp of the first message sent and the last message received is required. Optionally the latency of every single round trip could be measured, in order to generate detailed statistics including evaluations like the standard deviation.

- **Sequential round trips** — the publisher sends the next message after receiving the response of the subscriber to the previous message.

- **Timestamps on single host** — as the timestamps are only taken on a single host, the time offset as well as the drift are irrelevant.
**Different Kind of Messages**

Furthermore, the type of message has a significant impact on the results. The messages vary in the following aspects:

- **Message Size** — the payload of a message may range from single bytes representing states to megabytes of data for readings from sensors like a camera.

- **Type of payload** — a message could either contain raw byte data, which do not need any marshaling, or consist of complex nested objects, which require additional marshaling and demarshaling operations.

Therefore, the benchmarks utilize various kinds of messages in order to determine how the results vary for different amounts of data and the type of payload.

---

**3.2.2 Quantifying Usability and Efficiency of Debugging and Monitoring Tools**

Benchmarking aspects like usability and efficiency of use are catchier than measuring pure runtime performance. In the domain of human-computer-interaction (HCI) different models of the man-machine-interaction have been developed. The best known is **GOMS**. The acronym stands for **Goals**, **Operators**, **Methods** and **Selection rules**. It is a family of modeling techniques that analyzes the human-computer interface interaction and is presented in [16].

GOMS reduces the interaction of the user with a computer to elementary actions, which can be either physical, cognitive, or perceptual, and estimates the efforts related to each of these. It is commonly used to predict the time a user will need to carry out a goal. Multiple different variants of GOMS have been developed.

---

**3.2.3 Keystroke-Level Model**

A simplified and easy to apply variant of GOMS is the **Keystroke-Level Model**, sometimes referred to as KLM-GOMS. The application of the model is explained in [60]. For each user operation the duration is defined, which a user would take to perform in average. A subset of the different operations and assigned durations is depicted in Table 3.1.

---

**3.2.4 Defining the Scenarios**

In the following several scenarios are described, which cover distinct aspects when debugging and monitoring complex robot control software. By these exemplary tasks the reduced efforts necessary to achieve the goals are recorded in later chapters.

---

**Prepare Multiple Tools for Monitoring Task**

In order to perform any kind of monitoring task the required tools must be prepared. Initially each single tool must be started and arranged clearly. Additionally, the tools must be configured to communicate with a specific robot in order to receive information, which has to be visualized. After that the actual monitoring task can be conducted.
Table 3.1: Subset of operations and assigned durations in the Keystroke-Level Model

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
<th>Duration [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>Key press and release (keyboard)</td>
<td>0.08 - 1.20</td>
</tr>
<tr>
<td></td>
<td>— Best typist</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>— Good typist</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>— Poor typist</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>— Typing random letters</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>— Typing complex codes</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>— Unfamiliar with keyboards</td>
<td>1.20</td>
</tr>
<tr>
<td>P</td>
<td>Point the mouse to an object on screen</td>
<td>1.10</td>
</tr>
<tr>
<td>B</td>
<td>Button press or release (mouse)</td>
<td>0.10</td>
</tr>
<tr>
<td>H</td>
<td>Hand from keyboard to mouse or vice versa</td>
<td>0.40</td>
</tr>
<tr>
<td>M</td>
<td>Mental Preparation</td>
<td>1.20</td>
</tr>
</tbody>
</table>

When the same task is repeated later or another task is started the same sequence of actions needs to be reiterated.

### Analyze Data from a Team of Robots Offline

To analyze data from a team of robots offline, all relevant messages need to be recorded in advance. Again every used tool must be started and arranged. Then the logged information from each robot must be loaded and somehow connected to the respective visualization.

Then the user can navigate through the large amount of information, which occurred during the test, to analyze specific situations. Once the corresponding timeframe has been located, the appropriate data can be examined using the various specific tools.

### Review Data for Known Issues

Another, often pursued, goal is to review the recorded data for known issues. A common problem for mobile robots is to detect discontinuities in the self localization. Particularly interesting for biped walking robots are occurrences when a robot fell over.

As in the previous scenario the tools need to be prepared and fed with the recorded messages. Then the operator can browse the data pool to identify timeframes where these issues of interest occurred.

After a problem has been located the reason for it must be identified manually using the available information.

### Compare Different Parametrizations or Algorithms

The last example of considered goals is about comparing different algorithms or different parametrizations of the same implementation. This is a very common use case in robotics, since many algorithms support numerous parameters and various different approaches exist in each subdomain.
Both variants are processing the same input data. The results can then be compared and a decision can be made, which one performs better and perhaps quantifies the disparity.

3.3 Concepts for Robotic Middleware Investigated in This Thesis

In the following, the concrete ideas and concepts for efficient programming and middleware design are described in order to address the specific requirements of autonomous mobile robots and complex software design. Several concepts adhere to the concept of a framework rather than that of a library (Section 2.2.4) which differs significantly from other middleware implementations.

3.3.1 Efficient Local Message Exchange for Common Application Layout

The messaging performance of the aforementioned middleware is fairly homogenous as compared in Section 6.2. The introduced overhead is relatively low and in common applications neither a significant nor a limiting factor. But nevertheless, depending on the scenario and the application, the overhead introduced by the message passing concept becomes significant. Especially for mobile robots with very restricted hardware resources, any possibility to reduce the consumed resources is considered reasonable as mentioned in Section 3.1.1.

Middleware is designed for scenarios where decoupled components are executed concurrently in separate threads, different processes, or even distributed across multiple machines. This makes copying messages imperative. But, depending on the application, it is often reasonable to execute selected components on the same host as well as sequentially. One common use case in robot application, which fits the approach of serially executing components very well, is the sensor data acquisition and processing.

Generally, it is feasible to execute such components consecutively in a single thread as their execution order is semantically tightly coupled anyway. This approach implies that the two operations of acquisition and processing must be executed in succession. It does not require the processing to be performed single threaded; it could still be partitioned into multiple worker threads.

Still, the separation in two distinct components is valid as it allows the flexible exchange of each single implementation, e.g., replacing the sensor acquisition component which interfaces the hardware with an equivalent connecting with a simulator.

Combine Components in a Single Thread

The main advantage of combining components in a single thread is that it permits passing references (Figure 3.7) for messages between them without any kind of overhead or need for mutual exclusion. Marshaling and memory copy is not required for such intra-thread communication. The described use case of sensor data acquisition and processing is especially suitable in two different ways. It is present in any robot application and therefore relevant for any scenario. In particular, the raw sensor readings are usually one of the largest data blocks, which are exchanged between components. Thus, reducing the overhead for this kind of exchanged information proposes large gains in performance.

If other external components, not combined in the same thread, are also subscribed for these data, they need to be marshaled and copied anyway.
The only solution providing a similar kind of feature as developed in this thesis is ROS (Section 2.4.4), which introduced a new concept called *Nodelets* in the latest release\(^1\). Thereby components implementing the ROS nodelet interface can exchange messages using *Boost*\(^2\) *shared pointers* with other nodelets executed in the same runtime environment. More information on this new approach can be found in the ROS wiki\(^2\).

### Composite Pattern

Following the *Composite* pattern as depicted in Figure 3.8 [39, p. 163-173] a meta component is used to aggregate multiple components. The described approach of composing multiple components in a single meta component must be transparent for both the components and the middleware, since at programming time it is not yet known if the component will be deployed distributed, on the same host or even be composed together with other components. The middleware must only be aware of the composite component, but not of the nested subcomponents. Likewise, the subcomponents are not aware that they have been composed by the composite.

For the specific goal of improving the message passing performance between the subcomponents, the meta component can relay messages published by one subcomponent to any other subcomponent directly by passing references. This avoids any kind of overhead normally introduced by the middleware.

---

\(^1\) ROS Version 1.2.0 released in August 2010
\(^2\) [http://www.ros.org/wiki/nodelet](http://www.ros.org/wiki/nodelet)
In order to be able to alter the behavior of the interaction of the components with the middleware and optimize the message exchange between subcomponents as proposed, the meta component must be aware of the publications and subscriptions of all subcomponents. Furthermore, the composite must be responsible for passing the incoming and outgoing messages, so that it is able to manipulate any interaction between the subcomponents and the middleware.

The composite pattern also can easily be nested, whereas a leaf can again act as a composite. As a result, it becomes possible to apply multiple different behaviors one after another. This variant complies to the Decorator pattern [39, p. 175-184], which is depicted in Figure 3.9.

In order to apply a custom behavior it is necessary to hook into the interaction between the components and the middleware. But for the majority of existing middleware the communication layer is used as a library from within the component. This makes changing the interaction from the outside impossible (Figure 3.10).

Further concepts, described in the following, also require the capability to apply custom behaviors for the interaction. Hence, in Section 3.3.6 an approach is presented, which provides the necessary features to address these requirements in a flexible way.

![Figure 3.9: The Decorator pattern](image)

![Figure 3.10: Missing flexibility points for altering the interaction between the components and the middleware](image)
3.3.2 Integrated GUI

The graphical user interface needs to address many different use cases of debugging and monitoring and their requirements (Section 3.1.2). The various tasks involve different interfaces and visualizations to be supportive in reaching the desired goal of monitoring intrinsic information of the robot. While several separate tools certainly address the demands, they fall short regarding efficient usability and convenience features.

For example a developer is used to work with IDEs providing comprehensive features like customizing the interface with different views and toolbars for specific needs. Additionally, these configurations can be saved and restored to easily switch between different perspectives. Furthermore, in an integrated interface, global shortcuts for faster access to common actions are possible.

In principle an integrated GUI can provide numerous advantages compared to individual separated tools, which increase the efficiency of working with these tools. It permits the best type of interface to help the developer to reach the specific goal at that time.

Extensibility with Custom Elements

A GUI provided by the middleware can provide the infrastructure for an extensible interface and a set of common but application independent elements. To meet the application specific demands the GUI needs to be extensible with custom elements, e.g., a widget for displaying the images from a camera.

These elements are similar to the components of the robot control software. They need to be able to exchange information with each other as well as with the application running on the robot and therefore utilize the same communication layer. Additionally, the aforementioned software quality criteria apply, e.g., decoupling, flexibility and reusability. But in contrast to the components running in the control software, these components feature a graphical interface.

The infrastructure must not constrain the types of graphical elements that are usable. Anything ranging from windows, dialogs and wizards over toolbars, single actions and global keyboard shortcuts is reasonable depending on the use case.

Even non-graphical elements are conceivable. For example, developers are used to a command line interface. It provides a more efficient interaction for a subset of tasks and is therefore considered as an auxiliary interface for interactions.

Generic Features and Functionality

The infrastructure can provide overall features like opening and closing custom graphical components dynamically, saving their state on close and restoring it after a restart as well as switching between multiple perspectives as known from common IDEs. Additionally, implementations of common graphical components, which are applicable for the majority of applications, can be supplied as well.

A generic feature provides control for connecting with the applications running on the robots to exchange information. Other applications are widgets, which display the console messages of a remotely connected robot or introspect any received message.
3.3.3 Moving Filtering Data to Publisher-Side

The next concept is designed to reduce the overhead in utilized bandwidth as mentioned in Section 3.1.3. Therefore, the number of messages must be reduced before being sent by the middleware.

As the procedure of filtering must be separated from the subscribing component the configuration of the filter must be, unavoidably, passed from the subscriber to the entity, which carries out the actual reduction.

One possibility is to introduce an additional component, which is placed between the publisher and subscriber (Figure 3.11). It carries out the actual filtering operation and relays the remaining messages to the subscriber. This approach corresponds to the Message Filter pattern [48, p. 237-242], which is actually a special Message Router [48, p. 78-84] with a single output channel. Thus, the bandwidth used between the introduced component and the receiver is reduced to the essential amount. As long as the publisher and the filtering component are running on the same host, the still inflated bandwidth usage between them is of less importance.

While such an approach is easily realizable with existing tools, it still has two major drawbacks. First, it does not account for the overhead due to the still required marshaling and memory copy of later skipped messages between the subscriber and the filtering component. Second, the approach requires a high amount of modification of the application layout, especially, when applied to any exchanged data, and bloats the graph of message flow considerably.

Commonly a message filter is used to perform content-based filtering, which requires knowledge of the internal message structure. The functionality considered here, to only skip messages to reduce the quantity, is therefore named throttling in the following, to avoid any ambiguity.

Throttling Data on Publisher-Side

Opposed to subscribing for all information and then throttling the received messages on the subscriber side (or in an intermediate throttle component) the amount of exchanged data is directly reduced on the publisher side (Figure 3.12). This avoids any overhead for filtered messages.

On the one hand, the filtering operation must be transparent to the publishing component and is therefore performed after the data have been published. On the other hand, the data must be filtered before the middleware marshals the information and transfers the message to all subscribed receivers.
Using the publish-subscribe messaging paradigm the publisher side must therefore be aware of the throttling parameters of each subscriber. In addition the throttling parameters of multiple receivers must be considered jointly. The messages are not always passed to all receivers but only to a subset, which must be supported by the underlying communication mechanisms.

If the subscriber specifies its throttle parameters during the subscription, they have to be passed to the publisher side. Based on this data a custom behavior of the interaction between the publisher and the middleware can perform the actual throttling even before the messages are handed over to the middleware.

**Provide Meta Information to the Components**

Besides using these parameters for throttling on the publisher side directly, another advantage is achieved in making these information available to the publishing components itself. A publishing component can skip complex calculations if neither of the subscribed components are requesting the next message due to the current throttle configuration (Figure 3.13). This enhances the efficiency of the overall application even further.

A common use case could be to subscribe to images from a remote robot application. Due to bandwidth limitations transmitting raw images is in general not efficient. Instead JPG compressed images are sent, which are sufficient for most use cases. In order to reduce the utilized bandwidth even further, JPG images are requested only once every second. Due to the knowledge of the throttle configuration the component, which performs the compression of the raw images, is able to skip the conversion for skipped data to additionally reduce the utilized CPU resources.
3.3.4 Offline Analysis

For analyzing information offline (Section 3.1.4), the available data must be comprehensive enough to obtain a detailed picture of the robot control software during the mission. Therefore, depending on the region of interest of the analysis, a different subset of the messages must be recorded at runtime of the robot’s application.

The task of storing relevant messages is either executed on the robot or by using a remote tool like the GUI. The choice mainly depends on the amount of data collected, the available on-board storage capacity and the available bandwidth between the robot and the remote storage.

The subset of the messages to be archived needs to be highly configurable to suit the different demands depending on the use cases. For each kind of message a different throttle configuration is required, in order to record enough information to satisfy the analysis, but reduce the amount of exchanged and stored data to a reasonable size. The described scenarios provide a good estimation of how much data is exchanged inside an autonomous robots. A quantity of several hundreds of exchanged messages per second is not uncommon for complex applications as detailed later in Figure 6.3. The message data of the raw images alone accumulate to approximately one Gigabyte per minute.

The overhead introduced by the recording needs to be minimized in order to permit its usage during normal operation. Thus, the described concepts for improving the performance of the throttling of messages are crucial to permit such recording functionality.

Playback of Recorded Messages

The logfile containing all recorded messages can later be played back for detailed analysis.

Due to the quantity of messages being archived even in short periods of time, the task to examine the information becomes increasingly complex. The chronological data can be navigated using a time- or frame-based time line. But since the number of messages can easily become overwhelming, a different concept for navigating through this data is necessary to allow an efficient review of the available information.

To ease the process of navigating through the data, additional information must be provided to the user. This can be achieved through an automated extraction of prominent points in time, which support the user in browsing the information. These points in time are named *events* in the following. Depending on the scenario a custom algorithm detects specific situations or settings, which may be noteworthy. Several different algorithms can be applied simultaneously, each able to identify a specific condition, and generate labeled events at the specific point in time for better navigation.

For example, in the described scenario of soccer playing robots, the decisions of the referee are extracted and made available for navigating through such events.

Automated Analysis

Since the amount of data recorded for offline analysis is tremendous it becomes a challenging task to inspect all information in a reasonable time. The manual review process is time consuming and error-prone and since it is not very efficient it is often neglected. Therefore, the software architecture needs to provide a convenient way to automate the analysis and search for very
specific well known issues. Two different use cases from the RoboCup scenarios are exemplary discussed.

The first use case is taken from the domain of self localization. Under the assumption that a mobile platform is only moving in space in a continuous manner and with limited velocity, the position of the robot should always be within a reasonable distance from the previously determined location. If the position of the robot in the environment changes within a short period for a major distance, the conclusion is, that at least one of both locations, the previous or the current one, must be wrong.

The second use case is taken from the area of behavior control. A well know approach to implement behavior control is to utilize hierarchies of finite state machines. A common problem when working with state machines is the issue of oscillating states. Normally, this is due to wrongly specified transition conditions or insufficient hysteresis. Finding such situations manually is often very difficult, as the duration is commonly very short and often not perceivable when observing the robots’ actions.

Instead of manually cycling through the voluminous amount of data an algorithm is used to detect such problematic situations. It already eases the manual review process, if the automatic analysis is used to indicate problematic situations in a well-arranged overview like the events described above. This information provides a good direction of where it is most efficient to manually look into a particular subdomain at a specific period in the recorded data.

External Reference Data

Compared to the online alternative, the approach of analyzing the information offline entails an additional problem. When reviewing the recorded data, the actual situation, e.g., the position of the robot, and the state of the environment is no longer visible. Therefore, it is difficult to evaluate the correctness of the data based solely on the intrinsic information, e.g., the perceived objects and the world models of the robot itself.

To provide sufficient information to allow an objective review of the intrinsic data, additional external information must be available as a reference. Any kind of external information can be used to provide an overview or detailed measurements of the environment. For a manual review, an external video camera provides a good starting point for humans to be able to assess the correctness of the intrinsic information and the behavior.

For ease of use it is required to be able to record additional external information and support a synchronized playback for the analysis. The synchronization can be performed automatically if a global clock is available or the messages are recorded on a central host. Otherwise they must be synchronized manually using specific points in time, which are determinable in both sets of the recorded data.
Team Communication

The requirement to exchange explicit information between teammates, in order to improve the cooperation in a team of robots, has been stated in Section 3.1.5. For an increased flexibility, the solution must be able to dynamically add additional robots to the team communication, which requires the middleware to adapt to these changes.

The team communication is used to share information of the world model with the teammates. Using this data, more complex behaviors can be achieved, e.g., a dynamic role assignment in order to improve the team behavior.

Besides the exchanged payload, meta information is also relevant in this use case. The middleware needs to provide some kind of identification of the source of received messages. This additional information is required by many algorithms for fusing the messages from teammates into the world models of each robot.

Network Topology and Transport Protocols

The initial choice between TCP and UDP is based on the characteristics of both protocols. As the team communication continuously sends up-to-date information to teammates, the decision was made in favor of the user datagram protocol, due to the lower latency, minimal overhead and availability of additional transmission types than unicasts. The decision on whether to use unicasts, multicasts or broadcast is explained in detail in Section 4.4 after the specific characteristics of the wireless network in the considered scenarios are presented.

The communication in the team is not restricted to exchanging information between multiple real robots. The cooperative behavior is mainly developed and tested in a pure simulation environment without employing any hardware. This prevents the hardware from wearing and simplifies the execution of the tests. Depending on the complexity of the simulation and the test case, all robots can be simulated on a single machine. Sometimes the simulation of multiple robots is distributed across two or even more systems.

In all of these different scenarios, the robots of a team must be able to exchange information. These diverse use cases pose an additional challenge on the flexibility of the implementation.

An additional demand arises from the rules of the soccer playing robots. It forbids any kind of interaction with the robots, especially sending any data to them. It allows listening to the messages exchanged, thus the team communication is also used for monitoring the team during an ongoing game. Strictly speaking, TCP is not permitted due to its bidirectional conception of the communication.

Reusing an Existing GUI with Multiple Robots

In order to debug and monitor teams of robots, the GUI will be used to connect to multiple robots simultaneously. For some tools, like the indication of a robot’s position on a map, this works immediately with multiple information received at the same time. But several elements of a GUI might not be able to handle messages received from multiple robots (Figure 3.14a). These need to be restricted to communicate only with a single robot at a time in order to work properly.
However, multiple instances of the same GUI element can be used simultaneously to visualize the same kind of information, but from distinct robots (Figure 3.14b). These multiple instances can be considered an optimal reuse of existing functionality in the context of multiple robots. Again, a special kind of filtering needs to be applied to the messages.

One way is to make every GUI element aware of multiple robots and integrate the filtering in each single element. Apart from the undesired coupling to this feature, another disadvantage is, that each GUI element needs to provide controls in the UI for choosing the data source to use. However, this is necessary even if only a single robot is connected.

A superior solution is to utilize a central component, which provides a specific UI to configure the filtering of all active GUI elements. It is responsible to hook into the interaction between the middleware and the GUI elements and apply the filter configuration according to the current setting. The concrete GUI element is neither aware of multiple connected robots nor is the communication constrained between an external component and a single robot. Another benefit is, that as long as only a single robot is connected, the specific UI for configuring the filtering can be blanked out.

For GUI elements, which are capable of visualizing data from multiple robots simultaneously, the communication does not need to be restricted.

**Offline Analysis of Teams of Robots**

The extension to multiple robots reveals a common problem for the offline analysis. Since the collection of data is distributed across multiple hosts, it must be taken into account that the internal clocks can differ. Unfortunately, synchronizing the clocks is not feasible under all circumstances in the considered scenarios. Therefore, another approach is pursued.

Instead of avoiding any differences between the clocks on multiple hosts, it is sufficient if the differences are known. In the step of the offline analysis these known deltas can be regarded when playing back the messages from multiple sources. Ideally, the synchronization of the playback is done automatically without the need for any manual intervention.

First, the time offset between two hosts must be determined. This can easily be achieved during the normal operation by exchanging some timestamps between the hosts. The accuracy of the procedure is satisfactory for the described use cases, even when not being overly precise.
In order to make this information available for the offline analyses, it is recorded in the logfiles as well as any other messages used for debugging. When later multiple logfiles are loaded for playback they are searched for information about time differences. These measurements then can be regarded when playing back messages from multiple sources synchronously.

In order to enable the application of the filtering concept for each GUI element, as described above, the messages played back from the multiple logfiles must pretend to originate from distinct robots. Thus, for every logfile loaded, which comes from another robot, a virtual robot is created, which acts as a distinguishable source for the filtering. Both use cases, when connecting to multiple real robots and when loading logfiles from multiple robots, can then be treated equally.

### 3.3.6 Influence on Middleware Interface Design

The aforementioned use cases, the derived requirements and the developed concepts could be achieved in several different ways.

One approach is to implement the various different features on top of existing solutions. E.g., components, which need to exchange large amounts or frequent data, could easily be merged to use any custom mechanism for passing information internally. In the case of throttling, the receiver could, e.g., repeatedly unsubscribe and resubscribe to the message bus to reduce the number of transferred messages. In the domain of the graphical user interface, which supports communicating with a set of robots simultaneously, any user interface component could be adapted to work well with messages from multiple sources. But all of these options obviously suffer severe drawbacks regarding to the concept of separation of concerns in modular software design and the software quality criteria of low coupling.

Another approach is to integrate any of these features directly into the middleware. For the described concepts like composites and throttling at the publisher that would be sufficient. But it is very likely that new ideas and concepts will come up, which cannot be covered by the existing infrastructure. Certainly, a current solution cannot address any kind of feature in the future. But when the design permits customizing the interaction between the components and the middleware, it enables a wide range of custom solutions. The described concepts of the composite pattern for nesting components and the application of throttling directly at the publisher are only the "showcases" handled in this thesis. But in the future other ideas may evolve, which also rely on a custom functionality introduced between the middleware and the components.

### Flexibility Point between Components and Middleware

Nearly all of the middleware presented in the previous chapter have one property in common. The components implemented for that middleware use the messaging functionality internally as a library. This tight coupling between the components and the API of the middleware limits the flexibility of the software significantly. Several of the aforementioned concepts, e.g., the application of the composite pattern, are impossible due to the way the components interact with the middleware. From the outside it is not possible to hook into the interaction between the components and the middleware mentioned in Section 3.3.1 and depicted in Figure 3.10.

It would be an ideal use case for the aspect-oriented programming paradigm [58] to allow hooking into this interaction. But such methods are only available in a small subset of programming languages.
Instead the middleware interface can be designed to support such hooks natively as illustrated in Figure 3.15. By using such hooks the behavior of the interaction between the components and the middleware can be altered arbitrarily.

**Gateway Pattern**

The flexibility point can be implemented using the *Gateway* pattern [30, p. 466-472] as depicted in Figure 3.16. The gateway is used by the components to encapsulate access to an external system, in this case the middleware. It reduces the coupling between the components and the middleware and comprises the minimal set of required interfaces to provide all necessary functionality of the service used.

In contrast to the *Adapter* [39, p. 139-150] and *Facade* [39, p. 185-193] patterns, a gateway does not necessarily alter or simplify the interface of the service used, but may just copy the wrapped interface entirely.

Theoretically, it would be possible to target multiple, homogeneously designed, middleware with different implementations of the same gateway interface. But designing a common interface, which fits different existing solutions, is extremely difficult and out of the scope of this thesis. More feasible is the approach, which is part of the ongoing BRICS project [6], to establish a set of uniform messages for simplified information exchange between existing technologies.

Besides the breaking of direct dependencies, the gateway pattern has another advantage. It is a clear point at which to deploy a *Service Stub* [30, p. 504-507]. When testing single components, the dependency to the middleware hinders the test cases significantly as well as increases the
complexity of the test. Therefore, a service stub can be used as a simplified gateway, which does not make use of the middleware at all.

The *Messaging Gateway* pattern [48, p. 468-476] is a specialization of the gateway pattern in the context of messaging solutions. It describes the possibility to encapsulate the asynchronous nature of the messaging interaction and exposes only a blocking API even if the communication is event-driven internally. For this case the gateway simply mirrors the middleware interface and therefore does not require the functionality of a messaging gateway.

### Strategy Pattern

By replacing the particular gateway with a different implementation it becomes possible to alter the behavior between the component and the middleware. This concept follows the *Strategy* pattern as depicted in Figure 3.17 [39, p. 315-323]. Thus, the actual implementation of the strategy (e.g. how to publish data) becomes independent of the component itself. Still the gateway or strategy is used inside the component and is not yet customizable from the outside.

### Dependency Injection

The component usually obtains access to the middleware by direct creation or usage of singletons or static functions (Figure 3.18a). To get rid of these internal dependencies, the gateway must be configurable from the outside. Therefore, the *Dependency Injection* pattern [32] is applied with the task of separating configuration from use as illustrated in Figure 3.18b.

This is also known as *Inversion of Control* (IoC) or the *Hollywood-Principle*: *Don’t call us, we’ll call you.*

Three different types of injection methods are defined as:

- *Interface injection* (type 1 IoC)
- *Setter injection* (type 2 IoC)
- *Constructor injection* (type 3 IoC)
(a) The component directly creates the particular gateway

(b) The particular gateway is created from the outside and injected into the component

Figure 3.18: Dependency injection is used to decouple a component from the specific gateway

The interface injection is similar to the setter injection, though the method for injection is defined in an interface to make the injection public. The choice between the different variants is dependent on the particular usage. Generally, the type 3 injection is preferred, as it guarantees a correctly initialized instance. For the use case of loading components dynamically, it is sometimes not possible to use constructor parameters, as the framework responsible for loading the dynamic library carries out the creation of instances as well.

The implementation of most of the described concepts will be based upon the presented dependency injection method, to have the possibility of altering the strategy of the gateway between the components and the middleware.

This concept of a revised middleware interface that enables improvements to the communication efficiency, will be presented at the IROS conference 2010 [101].
4 Efficient Communication Mechanisms

This chapter deepens the concepts of the presented communication mechanisms and their realization. The improved message transfer discussed in Section 3.3.1, using references and filtering data directly at the publisher, is implemented for two different middleware, namely RoboFrame and ROS. The proposed methodologies for recording arbitrary messages locally on each robot and the team communication between multiple robots are described. Finally the realization of a bridge to interconnect both middleware is presented, which enables the exchange of messages between them.

4.1 Message Exchange by Reference

4.1.1 Interface Design of RoboFrame

The design of RoboFrame varies significantly from other middleware implementations. It adheres to the concept of a framework rather than that of a library (Section 2.2.4).

Due to the inversion of control a component does not actively call library functionality to publish information. Instead it uses a component internal storage class for each exchanged kind of message. During initialization the components provide this storage to the framework describing its set of exchanged messages (Figure 4.1).

In the following the framework passes each incoming message to the respective storage, which is responsible for notifying the associated component. Accordingly, when a component pushes a message to a storage, the framework is notified and can distribute the data to other subscribers using the communication mechanisms. The components as well as the framework only interact with this storage for receiving and sending messages (Figure 4.2).

The storage acts similar to the gateway mentioned in Section 3.3.6. But instead of relaying the calls from the components to RoboFrame directly, it maintains the inversion of control specific for a framework. As depicted in Figure 4.2 the components do not publish the data themselves. Instead, the flow of control is left to the framework, which fetches the information from the storages and performs the further handling of the data.

4.1.2 Consecutive Execution of Components

Exchanging information between components usually involves object marshaling, memory copy and object demarshaling, as these components are running in separate threads, processes or even on

![Figure 4.1: RoboFrame components provide descriptive information of the exchanged messages](image-url)
Figure 4.2: Sequence diagram of the message exchange between RoboFrame and a component. The data is passed through a storage class which acts as a gateway and maintains the inversion of control.

different machines. But in cases where concurrent execution of these components is not required and they are running on the same machine, this overhead can be avoided. These assumptions usually hold for many tasks. A common application is the sensor data acquisition with the subsequent sensor data processing.

When the components are executed consecutively it becomes possible to only pass references of the messages between them. Due to the descriptive nature of the interface in RoboFrame, this goal can be achieved without compromising the decoupling between the components and still be fully transparent. Only two constraints must be followed. First, the messages must not be altered after publishing. Second, the received message must also not be modified, which can be easily ensured through an appropriate definition of the programming interface.

Therefore, the storages used in the components do not actually provide a storage, but act as a proxy for the real storage. During the initialization phase RoboFrame collects the descriptive information of all components and assigns a concrete storage to each of the messaging proxies. When multiple components are combined in a single thread all proxies for the same type of messages share the same storage. Thus, all components refer to the same instance of data when accessing the messages through the proxies (Figure 4.3).
The separation between the proxies in the components and the concrete storages in the middleware constitute a special strategy according to Section 3.3.6. The impact on performance is apparent as the overhead is close to zero, and for this reason outperforms any approach utilizing any kind of copy operation. A detailed evaluation of the reduced overhead and a comparison with the performance of other approaches is covered below in Section 6.2.

Yet, the class encapsulating the interaction between RoboFrame and the components could not be exchanged from the outside due to the tight coupling of the storages with the middleware.

### 4.1.3 Enabling Different Strategies of Interaction

For enabling the application of different strategies, not known by the middleware, the coupling between the framework and the storages is removed. Therefore, the creation of the concrete storages, which was initially handled by the middleware, is moved to the proxies of the concrete storages. These proxies provide only an abstract interface for the framework to exchange messages, which enables to transparently use different types of storages.

During the configuration phase of a RoboFrame application, the class realizing the interaction between the middleware and the proxies can optionally be replaced with a custom implementation if necessary. This modification can be made on a per-component base.

### 4.1.4 Application to ROS

To demonstrate the flexibility of the concept it has been applied to another existing solution, namely ROS. It has been selected due to the following reasons: It is a message-oriented middleware using a publish/subscribe paradigm just as RoboFrame. ROS has gained increasing adoption in the recent times and is inter-operable with various other existing projects. Therefore, it will be introduced in other projects at the author’s group in the near future. But in contrast to RoboFrame, ROS is designed as a library, not as a framework.

A Node in ROS corresponds to a component. Each node is built as a separate independent executable. Therein, during the initialization a node handle is created, which is analogous to a gateway. Any subsequent calls for advertising and subscribing to different messages is done using this handle. Afterwards the node waits for incoming data, which are handled through the registered callbacks. An example of this cycle is shown in Listing 4.1.

With the original design of ROS, hooking into the communication of an existing node is impossible.
Listing 4.1: The main function of a ROS node

```cpp
1 int main(int argc, char** argv) {
2   ros::init(argc, argv, 'my_node_name');
3   ros::NodeHandle nh;
4   ros::Publisher pub = nh.advertise(...);
5   ros::Subscriber sub = nh.subscribe(...);
6   ros::spin();
7   return 0;
8 }
```

Custom Node Interface

To achieve the aimed goal, the gateway must be made exchangeable with different strategies. Instead of letting the node create its own node handle (line 3 in Listing 4.1) it must be injected into the node from the outside. Therefore, the logic of the node except the creation of the node handle is wrapped inside a class. The concrete node handle is consequently injected as a parameter from the caller of the main method as seen in line 5 in Listing 4.2.

Listing 4.2: A ROS node wrapped in a class featuring dependency injection for the node handle

```cpp
1 class MyNode {
2   MyNode(int argc, char* argv []) {
3     ros::init(argc, argv, 'my_node_name');
4   }
5   int main(ros::NodeHandle& nh) {
6     ros::Publisher pub = nh.advertise(...);
7     ros::Subscriber sub = nh.subscribe(...);
8     ros::spin();
9     return 0;
10   }
11 }
```

Correspondingly, the global main function is only used to instantiate the concrete node and create a custom node handle, which is then injected into the node as stated in line 3 in Listing 4.3. This main function works well with any node implementing the same interface.

Listing 4.3: Modified main function injecting a custom node handle into the ROS node

```cpp
1 MyNode n(argc, argv);
2 CustomNodeHandle nh;
3 int rc = n.main(nh);
4 return rc;
```
Using a custom node handler, the behavior of the publish/subscribe mechanism can be arbitrarily altered. As long as the node implementation is not aware of the custom node handler, it cannot utilize any additional interface that the custom handler may provide.

**ROS Nodelets**

In August 2010 the ROS project has released a secondary interface beside nodes, named *Nodelets*. They are intended to provide a way to run multiple subtasks in the same process without any transport overhead for exchanged messages. However, they are only available in the C++ client library. A set of nodelets is contained in a nodelet manager, which acts as a normal node. Between these nodelets Boost shared pointers are passed by the nodelet manager. Only if a subscriber for the data outside of that node exists, the messages need to be marshaled and copied.

The purpose is similar to the developed solution in this thesis. The nodelet manager acts as a gateway and implies that the published data are not manipulated after they have been published. The received data are invariant alike. Additionally, the approach of ROS features the ability to distribute the execution of multiple nodelets on multiple threads.

But the design of a nodelet is notably different from nodes. Both kinds are handled independently and the implementation of both varies in several details. Therefore, it is not possible to use both paradigms interchangeably.

### 4.2 Throttle Messages at Publisher

The concept of throttling messages directly at the publisher instead of after receiving at the subscriber has been proposed in Section 3.3.3. In the following, a set of common types of throttles is presented and the details of the implementation are described.

#### 4.2.1 Exemplary Throttling Options

In the considered scenarios different types of throttling have been applied. They depend on the particular use cases and are by no means an all-embracing set. But additional throttling configurations can easily be added by extending the presented implementations.

The following throttling configurations have been realized (Figure 4.4):

- *Every N-th message* — the use case for this throttle is to reduce the amount of messages received per time interval. It is often applied when the available bandwidth is limited. This may be the case for remote monitoring tasks as well as for recording data locally on the robot.

- *Message at most every N ms* — its use case is similar to the previous. It skips any message within N milliseconds of the previously published message. However, it is especially useful if the frequency of the publications is not known or varies over time.

- *First N messages* — is used for receiving only a fixed number of messages. After these have been sent the subscription is virtually nullified. This is often used to fetch only a single message of a particular type, for example to fetch configuration data for remote adjustment or record information only once.
Instead of skipping the received messages at the subscriber, they are already throttled at the publisher side. Therefore, the type of desired throttling, as well as its parameters, need to be transferred to the publisher. This is done together with the arguments required for subscribing to the messages. In order to permit the specification of the throttle configuration for the components the interface of the communication gateway must be extended accordingly.

For RoboFrame, the signature of the relevant method for subscribing to messages has been expanded to support an optional configuration parameter specifying the throttling. As the framework has been developed in the author’s group, the additional information has been fully integrated into the publish/subscribe mechanism.

For ROS another course of action has been selected. The interface for providing the additional throttle configuration has been extended similarly using a custom node handle as described in the previous section. But this information could not be integrated into the existing communication mechanisms easily.

Hence, the information is transported to the publisher using an anti-parallel topic as illustrated in red in Figure 4.5. This additional topic is advertised from the subscriber when a subscription with a throttling configuration is performed. On the publisher side the same additional topic is subscribed to, even if it is yet unknown if throttle parameters will be passed.

### 4.2.2 Throttling at Publisher

In RoboFrame the publishing component can easily check whether a specific message type is requested by any subscriber. To permit this, internally a list of all active subscriptions is maintained. In order to honor the additional throttling this optional information is attached to the particular subscription entry. With this information available at the publisher side the current configuration can be evaluated to check if a message is requested right now.

The event, when a message should be published, regardless of whether it is skipped or actually passed to any subscriber, is called virtually published in the following. For each virtually published
message the throttle configuration for each subscriber is considered, to decide to which receivers the message has to be forwarded to. Additionally, these throttle configurations need to be updated for every virtually published message. For example, for a throttling of every n-th message an internal counter must keep track of the virtually published messages, in order to pass every n-th message to the subscriber. The required information depends on the particular type of the throttle configuration.

**Implementation on Top of ROS**

In ROS the implementation of the throttling at the publisher side was much more complicated. The actual publishing to individual subscribers is handled by the `Publication` class, which is responsible for passing the messages to the particular `SubscriberLinks`. In order to permit throttling, the behavior of the publication instance must be manipulated. As a custom `NodeHandle` can be injected into the publishing node as described above, it has been used to manipulate the complete hierarchy down to the publication class as depicted in Figure 4.6.

Several issues of the ROS implementation (marked with red annotations) made it necessary to alter the ROS classes. The modifications are limited to changing the visibility of member variables and methods from private to protected, defining several methods as virtual in order to permit overriding them in subclasses and make internally created instances exchangeable by subclasses as marked with the green annotations.

The custom hierarchy is necessary to provide custom instances of each class in the chain. The `CustomNodeHandle` provides a `CustomPublisher` instance, which itself needs to provide a `CustomTopicManager`, which again provides a `CustomPublication` instance as illustrated in Figure 4.7.

However, except for the `CustomPublication` class, the other custom implementations are only thin wrappers on top of the existing classes. The publish-method of the custom publication class can be used to implement an arbitrary behavior for passing the messages to the subscriber links.

Figure 4.5: For ROS the throttle configuration for topic T is passed through an anti-parallel topic T', which is automatically advertised on subscription and enables the publisher side to directly apply the throttling.
Figure 4.6: The classes involved in the procedure of publishing messages in ROS. Inheriting from these classes is problematic as they use private variables and methods as well as singletons and create instances internally.

Before calling ros:init(...) override TopicManager singleton: TopicManager::setInstance(new CustomTopicManager(...))

Figure 4.7: The custom classes injected into ROS are based on a custom NodeHandle and a custom TopicManager singleton. The custom Publication instances alter the behavior of the message dispatching to the subscribers according to the received throttle configuration.
In this case it has been used to realize the throttling, which passes the messages only to a subset of the subscribers according to the current throttle configuration.

**Example Illustrating Increase in Efficiency**

By making the information about the subscriptions and throttle configurations available to the publishing component, any computation for later skipped messages can be avoided.

A prime example for this functionality is the following use case: A remote graphical user interface requests the images of the camera. But in order to keep the required bandwidth low, only JPG-compressed images are requested with a frequency of once every second.

The advantage of less used bandwidth due to the throttling on the publisher side is obvious. But due to the provided meta information to the publishing component, which encodes the raw images into JPG format, the overhead of encoding can also be avoided for virtually published and skipped images.

**4.2.3 Differentiating Multiple Subscribers**

When multiple components are subscribed to the same publisher the throttle handling becomes even more difficult. The decision if any subscriber is currently requesting a message according to its respective throttle configuration is straightforward. The result of each single subscriber must be combined with an OR-operation.

But the result of each single subscriber must be remembered for deciding to which subscribers the messages have to be sent. For the ROS implementation it is unproblematic, as the communication layer keeps a discrete connection to each subscriber.

As RoboFrame follows the pattern of a central message broker [48, p. 322-326] The differentiation, which subscribers receive the message and which do not, becomes a challenging task (Figure 4.8). For the central message broker it is impossible to decide to which subscribers a message should be forwarded to. The throttle configuration cannot be evaluated by the message broker, as this implies a second throttling operation in addition to the already performed operation at the publisher.

![Figure 4.8](image)

**Figure 4.8:** Messages cannot be routed correctly by the message broker when throttling is applied
Instead of changing the communication methods to a peer-to-peer communication, and sending the message to each subscriber individually, the message is still passed only once to the central message broker, to avoid a multiplication of the exchanged data. For enabling the message broker to decide about the forwarding of the message, it is marked with a list of explicit destinations at publication time. Therefore, the header of the communicated packet containing the message is extended with a variable list of destinations, which can be utilized to perform a custom routing in the message broker as depicted in Figure 4.9.

This solution does not scale well for a considerable number of subscribers as the list of destinations added to the header of the message would increase linearly. But for the aforementioned scenarios this is not an issue as the number of subscribers is manageable.

4.3 Recording Intrinsic Data on Robot

In order to enable offline analysis, the intrinsic information of the robot control software must be recorded. Later on this information can be played back for offline introspection and analysis or fed to another instance of the control software for repeatable testing with identical input values.

The complexity of the considered applications induces a tremendous amount of data exchanged between the different functional components. Detailed measurements of the quantity of messages and their sizes are given in Section 6.2. Because of the strictly limited bandwidth of the wireless network usually applied for the considered applications this information has to be recorded locally on each robot.

4.3.1 Intrinsic Data

As the application software is based on a message-oriented middleware, all intrinsic data are passed as messages between functional components. This makes it easy to subscribe to every relevant message bus and store the messages, e.g., in a logfile. But the amount of exchanged data is quite significant, in particular for raw image data. For example, a single uncompressed RGB image with VGA resolution requires approximately one Megabyte. At a frequency of 30 fps the data rate is more than one and a half Gigabyte per minute.

The used hardware platforms have two limitations relevant to the local data recording: First, the overall space for storing information is limited to a few Gigabytes; second, the throughput to
write data to the storage is quite limited, so that the amount of data stored per second must be reduced.

Depending on the debugging focus, various different subsets of information are relevant. The type of messages to record must be configurable as well as their frequency. Therefore, the previously described feature of efficient throttling is utilized to avoid additional overhead created by receiving messages which are actually not recorded.

The functionality is implemented as a component of RoboFrame. The subset of messages to be recorded can be configured at deploy time with the recording beginning automatically at the start-up of the application. Alternatively, the subset can be configured and the recording be started at runtime using a remotely connected graphical user interface (Figure 4.10). While the first method is applied for field operation in the considered scenarios, the second is utilized when conducting testing and debugging tasks.

Furthermore, some usability features have been integrated, i.e., stopping the recording when the storage device is nearly full and limiting the amount of data to a specific maximum log size.

In Section 6.3 measurements are presented which focus on the performance impact on the overall application when recording different amounts of intrinsic data.

### 4.3.2 Synchronization

For analyzing the distributed recorded messages from multiple robots, the data must be synchronized, as it cannot be guaranteed that the different hosts share a global time. Instead of performing the synchronization manually for every single logfile, a method to determine the time offsets between the teammates has been implemented.

Therefore, each robot sends a broadcast of its current time and responds to other broadcasts of teammates with a unicast to the sender. This broadcasting is performed continuously every N seconds in order to enable dynamic addition of new robots to the team and compensate for unreliable network conditions. The procedure is derived from the simple network time protocol (SNTP) [75]; the temporal data flow of the exchanged messages is shown in Figure 4.11. But
Figure 4.11: Sequence diagram to determine the clock offset between two hosts. The result is broadcasted to inform other teammates about the calculated offset between these two robots instead of adjusting the system time of one host, the calculated offset between two hosts is recorded to the logfile for offline interpretation.

This information is sufficient for automatically synchronizing logfiles of multiple robots, as long as each robot is aware of the clock offsets compared to other teammates. But in some situations this assumption does not hold. Figure 4.12 illustrates a common situation in the soccer scenario. The clock offset between the robots A and B is known to both of them and for the couple B and C. However, since robot A and C have never been running simultaneously, the offset between their clocks is unknown. Only if the recorded data of all three robots is considered, a relation between robot A and C can be established via robot B.

In order to permit the automated synchronization, even if only the recorded information from the robots A and C are considered, the known time offset between any two robots is additionally broadcasted to all other teammates. This assures that each robot is aware of all time offsets as illustrated with the red boxes in Figures 4.11 and 4.12.
4.4 Communication Between Multiple Robots

At the first look UDP broadcasts seem to be a reasonable choice to exchange information between multiple robots efficiently. But as stated in Section 3.3.5 multiple, different scenarios have to be addressed. For two of these the usage of broadcasts is inapplicable. First, if multiple instances of the robot control software are executed on the same host, e.g., when testing the team behavior of multiple robots in simulation, each instance must use a different port for incoming data. Second, when multiple developers are working independently of each other but on the same subnet, the team communication might unintentionally affect the other operations.

The other alternative, with the same property of sending data only once, is the usage of multicasts. For communicating over a wired network based on the Ethernet standard, the choice would be reasonable. But due to their mobility the robots use wireless network communication according to the IEEE 802.11 standard [50].

As mentioned in [18] the rate adjustment on the wireless network is limited to unicast traffic only. As a consequence, multicasts as well as broadcast traffic is always transmitted at the lowest possible rate. The restricted bandwidth is not a primary issue. But utilizing the lowest possible rate results in longer periods of time for transmitting the same amount of data, which increases the probability of collisions and thereby loss of datagrams.

Thus, the exchange of information between multiple robots is realized with UDP unicasts, even though this implies sending datagrams to each single teammate individually. To avoid additional traffic during operation, the list of potential teammates and their IP address and port can be configured at deploy-time.

Specific Issues on Windows

During the implementation and testing of the unicast based information exchange, two severe problems have been encountered.
First, when sending larger UDP datagrams, which need to be fragmented due to the maximum transmission unit, from a Windows XP host without Service Pack 3, the IP checksum value may be calculated incorrectly. Therefore, the receiving host may identify the UDP packet as corrupted and discard it. This issue has been addressed in a hotfix available at [74].

Second, according to the standard, packets sent to the global broadcast IP address 255.255.255.255 should be sent to the Ethernet global broadcast address (ff:ff:ff:ff:ff) on all available interfaces. Neither Windows XP nor Windows 7 works correctly; both even exhibit different behavior about this [94]. Windows XP sends the packets via the first available network adapter only. For other than the first adapter global broadcasts are therefore impossible. In Windows 7 the particular adapter used for global broadcast can at least be configured using the routing table.

Since almost every modern computer has two network interfaces, e.g., for cable and wireless, the issue of Windows limiting the broadcasts to a single network adapter is severe.

---

**Exchange of Heterogeneous Data in Teams of Robots**

The unicasts present a basic message based communication. But it requires an agreement on exactly what data are exchanged between all participating agents.

For heterogeneous robots this assumption is not valid, since their world models might be heterogeneous too and do not necessarily share the same definition.

Instead of unifying the models to the lowest common denominator, another approach has been developed [93]. The information of the world model is split into elementary units, which are uniquely named and mostly correlate with the primitive data types. At the beginning of a cooperative task each robot communicates the definition of its model containing the unique names of all units along with their particular type. Every robot can then compute the globally shared model definition based on the received model specifications and its own definition by overlapping the different sets of units (Figure 4.13).

---

![Figure 4.13: The calculation of the global world model is performed on each robot and consist of the overlapping of all model definitions in the team](image-url)
After the global world model has been calculated each robot sends all units of its own model, which are shared with at least one other agent. The receiver of the team communication must be able to skip units contained in the exchanged messages, which are unknown in its own model.

This approach provides a very flexible system, where heterogeneous robots with different world models can easily exchange common information without the demand for exact equality of the models.

Example scenarios of heterogeneous teams of cooperating autonomous robots are mentioned in detail in [59]. For the scenarios considered in this thesis the application for exchanging information between teammates on different levels of the control software as well as the utilization for online monitoring is described in Section 6.4.

4.5 Bridging Messages Between RoboFrame and ROS

The recent developments of ROS are very promising and may lead to a wide adoption. Especially, due to the ability to use different programming languages, it is also contemplated for the author’s group. On the one hand, it is used in new projects like the BioBiped \(^1\). But on the other hand, it is also considered to be jointly used with RoboFrame for the described RoboCup scenarios. Some components are transferred to ROS in order to exploit the advantages of other programming languages. For example, a Java implementation of the XABSL engine reduces the efforts required to link the behavior with various input data due to the usage of reflection as described in [85].

However, the extend and complexity of the already developed software cannot quickly be converted to a new middleware. Instead, an integration between both systems is reasonable to enable interoperability. Therefore, it is necessary to provide a mechanism to exchange information between these two communication systems. This corresponds to the design pattern of a Messaging Bridge [48, p. 133-136].

Commonly the main issue is that both messaging systems use different methodologies for storing their messages. For this reason it is typically not possible to connect two complete messaging systems. Instead individual channels can be linked.

The messaging bridge pattern has been applied, which consists of a set of Channel Adapters [48, p. 127-132]. Thereby, the non-messaging client of the channel adapters is actually the other messaging system. Therefore, two unidirectional channel adapters together form a bidirectional bridge between a pair of corresponding channels in both messaging systems (Figure 4.14).

\(^1\) http://www.biobiped.de
The link-up with the channel adapters could be realized from either side. First, by developing a ROS node which connects to the message broker of a RoboFrame application. Second, by implementing a RoboFrame component which utilizes the ROS library to exchange information. Due to the distinct nature of both solutions it is more difficult to integrate the message format of the framework RoboFrame into ROS than to use the ROS library in a RoboFrame component. Thus, the second variant is the more promising approach and therefore has been followed.

RoboFrame Component for Interfacing with ROS

For both directions a channel adapter is implemented as a RoboFrame component. While running as a part of the RoboFrame application, it also acts as a ROS node to exchange information. As the channel adapters need to be aware of the concrete message types, they are realized as templates (line 2 in Listings 4.5 and 4.6). Besides the types of the messages the particular identifiers of both channels, which should be linked, must be configured using constructor parameters (see line 8 in both listings).

The initialization of the ROS node and either the advertisement or the subscription are carried out in the start-up phase (init-methods). The tear-down is handled accordingly (cleanUp-methods). Handling the transformation between both message types is more challenging.

Neither of the message classes need to be aware of the other in order to avoid introducing any dependency between them. However, the messaging bridge needs to be generally applicable. Hence, it adopts the template method pattern [39, p. 325-330] and implements the invariant behavior of the channel adapters. But contrary to the pattern, the hook operation is not provided through subclassing. Instead, an external transformation function is utilized (line 29 in Listing 4.5 and line 31 in Listing 4.6). Providing such a transform implementation requires no integration with either of the messaging systems (Listing 4.4).

Listing 4.4: Transformation of a RoboFrame streamable into a ROS message

```
1 // the function depends on the types of both messages
2 void transformRoboframe2Ros(
3    const RoboframeStreamable& src,
4    RosMessage& dst
5  ) {
6    // performs any kind of mapping from source to destination
7    // e.g.
8    dst.data = src.data;
9  }
```
Listing 4.5: Channel adapter to accept RoboFrame messages and publish them using ROS

```cpp
// the template depends on the types of both messages
template<typename RoboframeStreamable, typename RosMessage>
class Roboframe2RosChannelAdapter : public RoboframeComponent {

  // the channel identifier in RoboFrame is called key
  // the channel identifier in ROS is called topic
  Roboframe2RosChannelAdapter(Key key, string topic) {}

  void init() {
    // subscribes to the RoboFrame channel
    // identified by the key
    request(key);

    // initializes the ROS node
    ros::init(...);
    nh = new ros::NodeHandle();

    // advertises the RosMessage at the channel
    // identified by the topic name
    pub = nh->advertise<RosMessage>(topic, ...);
  }

  void relay(const RoboframeStreamable& data) {
    // transform RoboFrame streamable into ROS message
    // using an external transformation implementation
    // avoiding any dependency between both message classes
    RosMessage msg;
    transformRoboframe2Ros(data, msg);

    // publish it via ROS
    pub->publish(msg);
  }

  void cleanUp() {
    pub->shutdown();
    delete nh;
    revoke(key);
  }
};
```

4.5 Bridging Messages Between RoboFrame and ROS
Listing 4.6: Channel adapter to subscribe for ROS messages and relay them to RoboFrame

```cpp
// the template depends on the types of both messages
template<typename RosMessage, typename RoboframeStreamable>
class Ros2RoboframeChannelAdapter : public RoboframeComponent {

    // the channel identifier in ROS is called topic
    // the channel identifier in RoboFrame is called key
    Ros2RoboframeChannelAdapter(string topic, Key key) {}

    void init() {
        // initializes the ROS node
        ros::init(...);
        nh = new ros::NodeHandle();

        // subscribes to the ROS channel
        // identified by the topic name
        // providing a callback for incoming RosMessages
        sub = nh->subscribe(topic, ..., &callback, this);
    }

    void run() {
        // enters simple event loop processing callbacks
        ros::spin();
    }

    void callback(const RosMessage& msg) {
        // transform ROS message into RoboFrame streamable
        // using an external transformation implementation
        // avoiding any dependency between both message classes
        RoboframeStreamable data;
        transformRos2Roboframe(msg, data);

        // publish it via RoboFrame
        queueOut->push(key, data);
    }

    void cleanUp() {
        sub->shutdown();
        delete nh;
    }
};
```
5 Efficient GUI Tools

In this chapter the implementation of the integrated graphical user interface is presented starting with a short discussion of interface concepts and available GUI toolkits. Afterwards, the various usability aspects are addressed with a platform independent solution, which is the foundation of the further presented specific user interfaces of RoboFrame and ROS. At the end of this chapter, extended analysis features developed in this thesis are described with a special focus on offline analysis capabilities for teams of autonomous robots.

5.1 Integrated GUI

The advantages of an integrated GUI compared to a set of separate tools have already been stated in Section 3.3.2.

The infrastructure of a GUI for robotics applications must provide the frame for custom tools and should not be coupled with a particular middleware. It includes only the following two features: extensibility with custom elements, which could be any graphical element or even non-graphical items like keyboard shortcuts, and comprehensive usability features, to make the usage of the tools as efficient as possible.

5.1.1 Different Interface Concepts

Depending on the particular task the graphical user interface needs to provide a distinct set of visualizations and controls. These can be organized in various different ways [65]:

- **Single document interface** (SDI) — each individual window is handled by the window manager of the operating system and contains its own menu bar and toolbars. For example, a typical SDI application is the Internet Explorer 6.

- **Multiple document interface** (MDI) — multiple windows reside under a single parent window. A single menu bar and the toolbars are shared between all child windows. But with an increasing number of free-floating windows the user becomes confused due to the jumble of interfaces. An example of a MDI is Visual Studio 6 as well as the initially developed GUI of RoboFrame.

- **Tabbed document interface** (TDI) — is a specialization of the MDI model. The windows also reside under a single parent window but are not free-floating as in MDI. As each window is always maximized inside the parent window, only one can be visible at a time. The others are accessible using tabs, whereby comparing information from different windows becomes more difficult. This concept is popular for modern web browsers as well as preference panes.

- **Integrated Development Environment-style interface** (IDE) — is a functional superset of MDI applications. While still residing under a single parent window, which is called the workbench, the windows can be more flexibly arranged. They can either be viewed side-by-side or tabbed for specific sub-panes. Additional enhancements like docking and collapsing windows are available. Since IDEs are the name giver, common applications are Eclipse and NetBeans.
The complexity of an integrated development environment and a GUI for robot control software is quite similar. The users working with either of these tools are equally skilled, since the same group of people is using such software. Therefore, an IDE-style interface is chosen for the integrated GUI targeting developers of complex robot control software for autonomous mobile robots.

### 5.1.2 Widget Toolkits

For the development of a GUI, various different tools are available. These provide a rich set of widgets and are therefore called widget toolkits. Whereas separate tools can utilize different libraries for building the graphical user interface, an integrated GUI is based on a single technology. To decide on a particular solution, which fits several different use cases well, various aspects must be considered.

Due to the heterogeneity of the operating systems used among the group of developers, all three major platforms Windows, Linux and Mac OS X need to be supported. Additionally, the robotics domain requires visualizing complex information, which includes three dimensional views of the robot and the environment, demanding OpenGL support or similar methods.

Other desired features for increased usability like global actions and shortcuts need to be provided by the used toolkit. Generally, the project needs to be actively supported and used by a large community in order to form a stable future-proof solution.

The amount of available widget toolkits is extensive\(^1\), but due to the already stated requirements the list of candidates is reduced quickly. For example, platform specific solutions like the Microsoft Foundation Class, the Windows Presentation Foundation as well as Apple’s Cocoa are not considered in the following.

The following list mentions the most viable candidates:

- **FLTK** — the fast, light toolkit uses a lightweight design and restricts itself to GUI functionality only.
- **GTK+** — the GIMP toolkit is one of the most popular toolkits for the X Windows System.
- **Qt** — is a cross-platform framework for application development. It is widely used for the development of GUIs but also provides non-GUI features including cross-platform abstractions for file handling, network support and thread management. The rich set of features for GUI includes a model/view architecture as well as an ECMAScript compatible scripting engine.
- **Tk** — is a platform-independent GUI framework for the scripting language Tcl. Thus, as Tcl, Tk is interpreted.
- **wxWidgets** — formerly wxWindows, provides a thin abstraction to a platform’s native widgets. The toolkit is not restricted to GUI development, but provides additional features like inter-process communication, socket networking functionality and more.

Due to the comprehensive set of features as well as the wide adoption and the consistent development, the GUI toolkit Qt has been selected. Especially the included QtScript module, providing a scripting engine based on the signals and slots concept of Qt, is exploited to provide an additional command line interface beside the graphical counterpart with minimum efforts. Furthermore, Qt supports several of the previously mentioned concepts to improve the usability out-of-the-box.

5.1.3 Developed Infrastructure

The infrastructure of the graphical user interface is *decoupled* of any particular *middleware*. The graphical application consists of a single main window, which acts as a container for all graphical widgets. It features the common concepts of menu bars, toolbars and dockable windows as provided by Qt.

The various features to improve the usability of the GUI as mentioned below in Section 5.1.4 are implemented on top of that infrastructure and are therefore available to any integrated component independently of the particular middleware. Each provides a different set of controls to the user interface, e.g., the managing of perspectives is implemented using a sub-menu in the menu bar.

For each supported middleware a *manager* handles the interaction between the GUI infrastructure and the middleware specific views and controls. These managers are responsible for providing the various different views and toolbars, which utilize the communication mechanisms of the particular middleware.

The relationship between the infrastructure and the managers is illustrated in Figure 5.1. The managers are responsible for providing middleware specific features and handling the instantiation of views and toolbars. They are realized as separate libraries, which are dynamically loaded by the

Figure 5.1: The GUI infrastructure with dynamically loadable managers for each middleware which can contribute any type of widgets to the user interface
For RoboFrame the manager initially creates the central message broker. The available views are configured at compile time. These can be instantiated using a menu listing all registered views.

In order to exchange information with a single or multiple robots, RoboFrame provides a view which establishes a TCP connection with a remote message broker. Messages are then passed between both instances transparently as illustrated in Figure 5.2. Thus, it is not necessary to manually configure each view because the connections are handled globally. The scenarios dealing with multiple robots are described later in Section 5.3.2.

**ROS**

The ROS manager can either utilize an existing master or automatically create a separate instance. It starts a nodelet manager which connects to this master. In contrast to RoboFrame, the list of available views is not set at compile time. Instead, every instantiable view is implemented as a nodelet and can be dynamically loaded at runtime. The available list of views is dynamically built based on a query of the available shared libraries containing these nodelets. These views can equally be instantiated using a menu.

For exchanging messages between two masters, ROS currently provides the `foreign_relay` package. The C++ implementation supports unidirectional communication only, but allows for renaming the topics connected between both masters. A bidirectional communication can be established using two instances of this package. Since exchanging all topics automatically would include sharing high bandwidth many-to-many topics, each message bus has to be connected explicitly.
5.1.4 Features for Improved Usability

While an IDE-style interface consolidates the multiple windows compared to separate tools, it does not improve the usability in the first place. But several usability features can be implemented for an integrated GUI, which are impossible for separated applications.

Persistence for Window Arrangements

Similar to separated tools, the different views in an IDE must be opened up and arranged. For each task the compilation of tools is different, as any use case requires the visualization of particular aspects. Quickly the amount of work required to configure the user interface to the custom needs becomes annoying when used frequently.

In order to relieve the user from configuring the workbench after every start, the current window arrangement is saved and restored for the next session according to the Autosave pattern [102]. Such functionality is provided transparently for all GUI elements.

But the persistence needs not be restricted to the state of the windows. It also enables each view, toolbar etc. to store arbitrary intrinsic information. This may involve current selections, states, configurations and so forth, in order to release the user from restoring the exact configuration of each GUI element manually.

Switching between Perspectives

Especially when the developer is often switching between multiple tasks, the very inconvenient operation overhead of rearranging the workbench recurs. Hence, multiple different task-oriented arrangements of the workbench are stored. This concept has been established by the Eclipse project and is called perspectives [96]. After the initial composition, the user is able to switch between different perspectives without any need of manual reconfiguration.

Global Shortcuts

For frequently used actions the point-and-click concept of graphical user interfaces is not well-suited. Even when involving a mouse move and a single click only, other kinds of interactions are more efficient to use. As a consequence common operations need to be directly accessible using keyboard shortcuts. This feature is widely used for many kinds of software and aims for the more advanced users, which matches the targeted user group of the described scenarios. For separate tools global keyboard shortcuts are impossible since the interaction is limited to a single application currently holding the focus.

Scripting Interface

Another kind of non-graphical interface is the command line interface. A text-only interface is useful, when commands or options can be entered more rapidly than with a pure GUI. Especially, the target group of software developers is used to command line interfaces like shells. They are familiar with this concept and demand for advanced scripting capabilities in order to automate
recurring instruction sequences. Supporting such a supplementary interface increases the efficiency even further.

The developed infrastructure provides a distinct view with a scripting interface. It permits opening and closing views as well as working with the perspectives. Each particular view can contribute specific scripting functionality in order to enable custom commands for efficient interaction. Optimally every action is also accessible from the command line interface.

**Evaluation of Improved Usability**

All of the described features address the usability of the user interface. According to the Keystroke-Level Model it is fairly obvious that the amount of user actions is considerably reduced by the presented functionality. Most enhancements permit complex operations with just a few elementary actions compared to a long sequence of actions required to achieve the same goal manually. A detailed evaluation of the usability improvements according to the aforementioned GOMS models is therefore not necessary. Instead, the feedback of the developers has been used to refine the provided functionalities over time.
5.2 Developed GUI Components

During the time of application in the considered scenarios, numerous views have been developed and some of these are described and illustrated in the following. While many have been specifically developed to visualize the internals of particular algorithms, some views are applicable in any scenario. They illustrate the complexity of the tools required to debug and monitor autonomous mobile robots. Since RoboFrame is currently the used platform in both investigated scenarios, the examples are limited to this middleware.

5.2.1 Measuring Execution Time and Frequency

In order to analyze the runtime behavior of the robot control software a view has been developed, which displays the execution time and frequency of each component (Figure 5.3). This enables monitoring the resource consumption of each algorithm. Several statistical data is included to identify bottlenecks, which might occur only for specific input data. It can be used in combination with software-in-the-loop testing as well as for remote debugging in order to improve and verify the runtime performance of particular algorithms.

![Figure 5.3: The view displays the execution time and frequency of each component of the robot control software](image)

5.2 Developed GUI Components
5.2.2 Generic Runtime Parametrization

The various algorithms from different domains utilized in the control software of autonomous mobile robots are quite complex. Commonly, they are configurable by a large set of parameters, which need to be adjusted for satisfactory results. This parametrization needs to be done at runtime in order to determine suitable parameters efficiently. For this task a generic view has been developed. Each parameter set consists of key-value pairs, whereas the value can be of any primitive type. It can be utilized independent of the particular scenario, e.g., it is applied for configuring the trajectory generation and motion control algorithms of the biped robot as displayed in Figure 5.4.

5.2.3 Image Viewer and Image Processing Analysis

For the specific domain of image processing a view has been developed for displaying the camera images and debugging the image processing algorithms (Figure 5.5a). The detected objects are optionally visualized on top of the image, which can be drawn in gray-scale for better visibility of the overlays, as depicted in Figure 5.5b. Furthermore, additional graphical debug information of the detection algorithms can be shown, e.g., of the field lines detector as illustrated in Figure 5.5c, in order to analyze the intrinsics of the implementation.

5.3 Extension to Multiple Robots

The aforementioned graphical components are a priori only capable of handling messages sent from a single source simultaneously. As soon as the GUI is connected with multiple robots, for each message bus multiple publishers exist. The graphical components receive messages from multiple robots and therefore the visualization of these data alternates, as only the latest information can be displayed. The same issue arises when the component sends messages back to the robot as these data are received by all agents.
(a) The view displaying the camera image  
(b) Detected objects overlaying the gray-scale image  
(c) Graphical debug information of the edge detection

Figure 5.5: The image viewer displays the raw images, visualizes the detected objects and enables graphical debugging of the algorithms’ internals

Hence, the views must be aware of the different sources in order to support visualizing data from multiple robots at the same time. The received messages must be correlated with the particular robot and the information of multiple sources.

Notably, even when the GUI is connected with multiple robots simultaneously the data is never relayed from one robot through the graphical user interface to other robots.

### 5.3.1 Visualizing the World Models

A view has been developed to visualize the various different world models mentioned in Section 4.4. Each of the models is capable of drawing itself into a known map as illustrated in Figure 5.6. In the view used for the soccer scenario the particles of the monte-carlo method are drawn by the self locator model. Each hypothesis is indicated by a triangle, the color indicates the quality of the particle.

Likewise, the ball model provides the visualization of the ball. Here, too, the color is used as an indicator of the uncertainty of the model.

(a) Image of an external camera  
(b) Visualization of the intrinsic data of one robot

Figure 5.6: The model viewer visualizes multiple different parts of the world model
To enable visualizing information from multiple robots simultaneously, the view has been enhanced to not only store each kind of message but also to keep separate storages for each source. Thus, for each robot all models can be visualized in a single view as shown later in Figure 6.11.

### 5.3.2 Reusing Single-Agent Debugging Tools

The majority of views for debugging and monitoring is focused on single robots. For example, displaying the camera images, changing parameters and introspecting the behavior decisions, to name just a few. These views are only applicable when communicating with a particular robot and cannot be used with multiple sources simultaneously. As mentioned in Section 3.3.5 the communication of these views needs therefore to be restricted to a single robot at a time.

In order to prevent altering all views, the concept as applied for throttling messages at the publisher, is applied in a modified manner. Instead of passing the subscription to all publishers and let these perform the throttling, it is only forwarded to a single robot. In RoboFrame the targets of a message sent over a particular message bus are further restricted as presented in Section 4.2.3. For ROS with its' multiple point-to-point connections a custom strategy at the subscriber node is applied, to utilize a single connection to a particular publisher only.

The correlation, which graphical component should communicate with which particular robot, is done using a central configuration view as depicted in Figure 5.7. This policy is enforced by the strategy implemented in the gateway which alters the information exchange between the graphical components and the utilized middleware. Therefore, the views receive only messages from a single robot as depicted in Figure 5.8, which shows multiple instances of the same view, each displaying the camera image of a particular robot.

For an increased usability the configuration cannot only be changed using the aforementioned view, but also using keyboard shortcuts. Thereby, the correlation of the currently selected view with a particular robot can be altered without switching to another view by using a single keystroke only.

![FilterDialog](image)

**Figure 5.7:** The central view for specifying the correlation between views and particular robots
Figure 5.8: Multiple instances of a single view, each communicating with a particular robot

5.4 Support for Testing, Debugging and Analysis

The aforementioned tools can be used for online debugging and monitoring. But for several tasks the subsequent analysis is more reasonable as stated in Section 3.1.4.

5.4.1 Recording Intrinsic Data

For comprehensive analysis tasks the recording of the intrinsic data of the control software is done directly on the robot as described in Section 4.3. Additionally, it is also possible to record the information in the GUI, either when the amount of data is manageable or a test is conducted with a wired connection featuring much more of bandwidth.

Therefore, a view has been developed for writing a dynamically configured set of messages to a logfile. The configuration is similar to the aforementioned view for remote logging (Figure 4.10) except that the selected messages are recorded in the GUI instance instead of locally on the robot.

Additionally, it is used for listing all messages included in the logfile (Figure 5.9). The recorded data can be played back at an arbitrary speed ranging from message-by-message to faster than real-time. It is utilized for various testing and debugging tasks involving repeated processing of the same input data.

Combining the aforementioned features of recording intrinsic data, reviewing them offline using the various different views and the applicability of these tools to teams of robots enable a comprehensive analysis not possible in most other approaches. One exemplary application illustrating these capabilities is described in Section 6.6.1.
5.4.2 Attaching External Data

Since the intrinsic data from either a single or even multiple robots may not be sufficient to gain a good overview of the surroundings during the analysis, the integration of additional external sensors is important.

Some approaches, which integrate external data, have been presented in Section 2.3.7. While these are limited to a subset of the robot control software, the developed method combines the advantages of the comprehensive debugging and monitoring infrastructure with additional external data. Thus, the analysis tasks are not limited to a specific component of the control software, but cover all aspects and are even applicable to teams of robots.

Therefore, single or multiple external video cameras are used to record the environment from external viewpoints. This provides valuable information for the developers when analyzing and comparing the intrinsic data with the real situation.

The implementation is based on the widely used FFmpeg\textsuperscript{2} library and therefore supports a widespread set of video codecs. In the described scenarios a general-purpose video camera was used to record the environment of the robots with a resolution of 720p in the MPEG-4 format.

Integration of External Videos

Besides the logfiles containing the intrinsic messages, the GUI has been enhanced to also play back video files of external cameras as described in [100]. In order to align the timing of the video with the automatically synchronized logfiles, a manual calibration of the offset between each video and the intrinsic data is required. This procedure is only necessary once for each video as the offsets are saved for subsequent usage. Thereafter, the videos are played back synchronously with the intrinsic data.

\textsuperscript{2} \url{http://ffmpeg.org}
5.4.3 Event-Based Navigation of Data

The applications of the considered scenarios have gained additional functionality and integrated more complex algorithms over time. This results in an increasing amount of data exchanged between the components of the control software. For example, in both scenarios, during a ten minute mission approximately half a million messages are exchanged (Table 6.3).

The initially developed view for replaying the logged messages uses a message- and time-based navigation concept to browse through the recorded data. While this is applicable for replaying single messages over and over again for testing or cycling through a manageable amount of messages, it is not practical for browsing through the enormous quantity of messages of complex applications.

The user requires more useful information about the content of the recorded messages for efficient navigation. Therefore, interesting points in time need to be marked with custom events as suggested in Section 3.3.4. The kinds of events are arbitrary and can be either used for easing the navigation or identifying known problems, which require manual analysis.

The interesting points are detected using different algorithms, each focused on a particular type of event. Application specific algorithms can be easily integrated by registering the new classes at the developed infrastructure. The view enables the user to select the detection algorithms, which shall be executed for the loaded logfiles in order to analyze the messages automatically.

In Figure 5.10 a list of several hundreds events is shown, whereas the complete list of messages would have been thousand times longer.

**Generation of Events based on Game States**

In the soccer scenario the most usable occurrence for navigating through the logfiles of a soccer match is the course of the game. In this scenario the current game state is continuously broadcast in the wireless network using UDP datagrams, which simplifies the detection of changes significantly.

![Figure 5.10: List of detected events easing navigating through the numerous amount of recorded data](image-url)
The game state includes various different information, like the playing time, the current score, penalties for each player and the current phase of the game.

Each robot records these messages to the local logfile. The detection algorithm cycles through all recorded messages and generates appropriate events, when the game state changes. In Figure 5.10 the list of game state events extracted from a normal soccer game is shown alongside other event types. Based on this information, the navigation through the recorded messages is significantly improved.

As the game states are recorded by any of the teammates, the algorithm merges similar events, which are temporally close together.

### Detected Victims and Hazardous Objects

An incident specific to the rescue scenario is the detection of victims and hazardous objects. Analogous to the game state in the soccer scenario, the detected objects are recorded in the logfile. These messages are then extracted and corresponding events are generated in order to ease locating the corresponding points in time.

### 5.4.4 Automated Analysis with Custom Event Generation

Besides these events, which are mostly only used for a better overview of the recorded data, additional events are generated to identify known problems automatically. Such information permits the user to focus on relevant periods and efficiently review the recorded data, as these events identify situations which are most relevant for manual analysis.

Several different detection algorithms have been implemented to make the analysis tasks of the selected scenarios more efficient as described in the following.

#### Events when a Robot Falls Over

For a biped robot a specific incident is the falling during locomotion. Based on the recorded intrinsic information including the data of the robot’s accelerometers, the issue of falling over can be detected. Besides the point in time of falling, the duration until the robot was able to stand up again is also of interest. Therefore, for both points in time an event is generated.

#### Discontinuity of the Self Localization

The task of self localization for mobile robots is to determine the current position and orientation of the robot. As long as the mobile platform is not manually repositioned, it can only move in space in a continuous manner and with a limited speed. Therefore, if the position of the robot changes considerably in a short timeframe, the determined location must either have been wrong before or afterward. An algorithm detects such discontinuities using predefined thresholds and generates events at these points in time.
if ball.distance < 500mm

State: go-to-position

Insufficient hysteresis may lead to oscillating states

State: approach-ball

if ball.distance > 500mm

Figure 5.11: Conditions of the state transitions with insufficient hysteresis lead to oscillating states in the behavior control

Another example, which shows the gain of the automated analysis, is from the domain of behavior control. In the considered scenarios the behavior is implemented using hierarchies of finite state machines defined in XABSL [69]. A common problem with this approach exists when the state machine continuously oscillates between multiple states. This is usually due to insufficient hysteresis of the transition constraints as illustrated in Figure 5.11, which is especially valid for robotics due to the numerous uncertainties.

An algorithm has been implemented to detect such occurrences in the behavior and generates corresponding events. These problems are especially difficult to find manually as the timeframe of the occurrence is very short. Thus, the time to identify these cases is reduced significantly and users can concentrate on tracking down the source of the issues.

5.4.5 Augmenting External Video with Intrinsic Information for Manual Review

The individual views are particularly suitable when the information is debugged and analyzed. In order to obtain an overall picture of the mission, the manual review process requires a single integrated view merging the most important information. As the visual perception of humans is especially well-marked, a visual representation has been chosen. The developed view displays the external video augmented with the automatically extracted events as depicted in Figure 5.12. The various different types of events can be flexibly arranged and individually enabled and disabled depending on the particular tasks. Based on this information the developers can efficiently obtain an overview, after which particular points of interest can be analyzed in detail.

5.4.6 Automated Comparison of Competitive Algorithms

In the robotics domain various different algorithms are used to achieve similar functionality, e.g., for object recognition or self localization. Furthermore, most implementations require numerous parameters to tune the procedure to a particular environment. Comparing these competitive algorithms or differently parametrized instances of the same implementation is challenging. When conducted manually, it is a very time-consuming task and the results are rather subjective. In order to achieve objective results efficiently, this process has been automated.

The algorithms being compared offline can utilize any messages recorded. The set of input data and the computed results vary based on the demands of the specific tasks. For example, when comparing image processing implementations the raw image as well as the transformation matrix
of the camera is stored together on a per-frame base. Likewise, all detected objects are a single frame are grouped as the result for each frame for later comparison.

The developed view enables selecting the logfile containing the necessary input data as well as two or more competing algorithms. Each algorithm needs to process all input data and provides the corresponding results for later comparison. Existing components of the robot control software can be used without any modification. The job control is responsible for feeding all input data to each algorithm sequentially or for parallelizing the execution of algorithms in order to efficiently utilize modern multi-core processors to capacity.

After the algorithms have processed the data the results are evaluated, visualized and automatically compared. While the comparison must be implemented for each application, the visualization can reuse already developed widgets. For example, the comparison between the different results of a single frame can be visualized as a simple traffic light. Green indicates that the results of both algorithms are equal, yellow that they are similar and red illustrates diverse data as shown later in Figure 6.15. Also, more complex visualizations involving all data have been developed, like graphs displaying the results of multiple algorithms for all processed frames in a joint view (Figure 6.16).

The efforts required to utilize the developed comparison infrastructure are reduced to a minimum. A particular application where this tool has been applied is described in detail in Section 6.6.4. For future analysis and comparisons only a custom storage class, which holds the input data as well as the results of the algorithms, and a comparison function need to be implemented.
6 Applications and Results

This chapter starts with an overview of applications where the developed software has successfully been applied. Section 6.2 presents the benchmark results for local message exchange proving the significant performance improvements achieved with the developed concepts. In addition, the influence of local recording of messages on runtime performance is stated in Section 6.3.

In Section 6.4 the applications for explicit inter-robot communication are described. On the one hand, the exchanged information of the team model is considered as well as the observation of this data during the mission. On the other hand, the application of dynamic role assignment is detailed, which enabled a cooperative team behavior using the developed communication mechanisms. Finally the utilization of the integrated GUI is shown by reference to some example scenarios in Section 6.5 and the successful applications of the developed tools for automated analysis are shown in Section 6.6.

6.1 Applications

6.1.1 Humanoid Robots

RoboFrame has been utilized in the humanoid soccer scenario by the Darmstadt Dribblers since 2004. Within this period the hardware has evolved significantly and the software had to be adapted to the heterogeneous hardware (Figure 6.1). Likewise, many algorithms have been developed on top of RoboFrame to provide sophisticated functionalities and tools.

![Different humanoid robots participating at RoboCup:](image)

(a) Mr. DD (2004), (b) Mr. DD Junior (2005), (c) Mr. DD Junior 2 (2005), (d) DD2007 (2006-2008), (e) DD2008 (since 2008)

6.1.2 Rescue Robots

The Team Hector has been established in 2008 and competed for the first time in the Robot Rescue League at RoboCup 2009. As it utilizes RoboFrame many existing components and tools for debugging and monitoring originally developed for the soccer team have been reused. This ranges
Table 6.1: Successful works performed on top of RoboFrame

<table>
<thead>
<tr>
<th>Kind of work</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internships</td>
<td>6</td>
</tr>
<tr>
<td>Bachelor theses</td>
<td>3</td>
</tr>
<tr>
<td>Master theses</td>
<td>11</td>
</tr>
<tr>
<td>Journal papers</td>
<td>2</td>
</tr>
<tr>
<td>Conference papers</td>
<td>7</td>
</tr>
<tr>
<td>Workshop papers</td>
<td>4</td>
</tr>
</tbody>
</table>

from fundamentals like drivers for the hardware and kinematic models to high-level functionality like interfacing with simulation and integration of a behavior language. The generic infrastructure for remote monitoring, recording of intrinsic data and offline analysis was likewise available.

The hardware of the wheeled vehicle consists of two computers. With the utilization of RoboFrame the computational load is transparently distributed across these machines.

Additionally, active sensors, which are not allowed in the soccer league, have been integrated. Based on these sensors further developments in the domain of mapping, self localization and path planing have been conducted.

Due to the high degree of reuse and the proven software platform the team was able to quickly succeed in the new league.

6.1.3 Employment in Teaching

Besides the RoboCup teams, RoboFrame has been actively used in teaching at the author’s group. A large number of student theses and practical courses have been based on RoboFrame (Table 6.1). This demonstrates the low effort necessary to utilize the software, so that developers can focus on their specific tasks in the robotics domain.

Furthermore, the developed software has been utilized on other hardware platforms in the context of teaching, in particular on a Pioneer 2 DX and a newly developed four-legged robot [37, 38] (Figure 6.2).

![Figure 6.2: The newly developed four-legged robot](image)
6.1.4 Application in Other Institutes

TU Delft, TU Eindhoven, University of Twente

The three universities of technology in the Netherlands have joined their efforts in the *Dutch Robotics* project. Their long term vision is to develop a new generation of robots. The team has been competing in RoboCup Soccer since 2008. Their new robot *TUlip* [47], which is currently under development, is utilizing RoboFrame and will participate at the next competition in 2011.

Various Groups at TU Darmstadt

The presented rescue scenario founded by the Research Training Group (GRK 1362) consists of several inter-disciplinary groups at TU Darmstadt. The members from Simulation, Systems Optimization and Robotics, Flight Systems and Control Theory, Multimodal Interactive Systems as well as Image Understanding are using RoboFrame for integrating the domain specific algorithms for the wheeled vehicle [73].

TU München

The Institute of Cognitive Systems at TU München participating in the Cluster of Excellence Cognition for Technical Systems is evaluating different middleware for their application scenarios and considers the use of RoboFrame.

6.2 Local Message Performance

6.2.1 Messages in Considered Scenarios

The types of messages exchanged in the considered robot control software are very divers. The size varies significantly as well as the number of messages. In Figure 6.3 the quantity of messages exchanged between the components is illustrated for both aforementioned scenarios.

![Message count per second](image)

*Figure 6.3: The number of messages exchanged per second inside the robot control software*
Table 6.2: The differentiation of small and large messages exchanged in the scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>All messages</th>
<th>Messages &lt; 64 Kb</th>
<th>Messages &gt;= 64 Kb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Byte/s</td>
<td>Byte/s</td>
<td>Byte/s</td>
</tr>
<tr>
<td>Soccer</td>
<td>23.7 M</td>
<td>0.19 M</td>
<td>23.51 M</td>
</tr>
<tr>
<td>Rescue</td>
<td>7.9 M</td>
<td>0.2 M</td>
<td>7.7 M</td>
</tr>
</tbody>
</table>

These measurements have been conducted during normal operation and have then been normalized to the period of one second. The quantity of small messages is significant. But also notable are the few quite large messages which equate to the raw images passed from the camera image acquisition to the image processing component. Despite some differences between both applications the characteristic of having numerous small messages and few large ones is common for the complex control software of autonomous robots. The amount of data in total as well as the proportion of the large raw sensor data is shown in Table 6.2.

6.2.2 Measurement of Latency

The latency of the message exchange has been measured as stated in Section 3.2.1. While the presented benchmark measures the round trip time of a message, the following graphs always show the latency of a unidirectional communicated message. The measurements of the warm-up and cool-down phase are not shown in the illustrations as they must not be considered for the statistics. While numerous of runs have been conducted a single representative has been selected for illustration.

All subsequent benchmarks have been performed on an Intel Atom N270 running at a fixed frequency of 1.6 GHz. This CPU has replaced the former AMD Geode 800 running at 500 MHz used in the soccer scenario until beginning of 2010. But since the AMD Geode does not support a high precision event timer which is used for accurately measuring the latencies, the tests have been executed on the modern CPU. The system is based on a Linux operating system, namely Ubuntu 10.04 Server, with a generic kernel (version 2.6.32-24) and was idle during the test.

In Figure 6.4 the measured latencies for exchanged messages with a fixed-size of 2 Kilobytes using RoboFrame are depicted. Each measurement is marked with a cross, the average is shown by a green line and the standard deviation with red lines. Each message consists of a single data block, which does not require costly marshaling. The impact of marshaling complex objects is not explored further as it is not relevant for the improved message exchange using references.

The latency varies between 0.06 ms and 0.1 ms and the average is at 0.067 ms. These variances are due to the scheduling of the operating system and concurrent tasks inherently executed in parallel to the benchmark.

Real-Time Kernel

When the same test is performed on an operating system with a real-time preempt kernel (version 2.6.31-11-rt), the latency varies much less (Figure 6.5). But the average latency using the preempt kernel is notably higher than on the generic kernel, when the system is idle. The measurements range from 0.095 ms to 0.11 ms. The real-time (RT) improvements come at the cost of a possible performance degradation.
6.2.3 Impact of a Real-Time Kernel under System Load

The advantages of a real-time preempt kernel emerge when the system is not idle but under high load. To show this, in the following measurements the CPU was put under a synthetic load of 99\% using the software `lookbusy`\(^1\). The test is started using the FIFO scheduler and, as a result, the benchmark program is not preempted by other processes.

In Figure 6.6 the measurements of the latencies are compared for generic and preempt kernels, each under load and idle. For better visualization the data is plotted as box-and-whisker diagrams [103] which show the spread of the data. The median is depicted with a black line and the green box ranges from the 25\(^{th}\) to the 75\(^{th}\) percentile covering the interquartile range. The whiskers are drawn at the 2.5\(^{th}\) and 97.5\(^{th}\) percentile which span a range of 95\% of the measurements. The measurements not included between the whiskers are displayed as red crosses.

The first two columns display the measurements of the previous Figures 6.4 and 6.5. The ratio between the range of the boxes and the whiskers is significantly different for the two considered

\(^1\) [http://www.devin.com/lookbusy/](http://www.devin.com/lookbusy/)

---

Figure 6.4: The measured latency for local message exchange on a generic kernel, (with a message size of 2 Kb using RoboFrame) The average is shown in green and the standard deviation is shown in red

Figure 6.5: The measured latency for local message exchange on a system using a real-time preempt kernel, (with a message size of 2 Kb using RoboFrame)
Figure 6.6: Comparison of latency for local message exchange with and without a real-time kernel while the system is idle or under load, while (a) and (b) plot the same data but with different scales (with a message size of 2 Kb using RoboFrame)

kernels. Especially under load the increased latencies of the non-preempt kernel are notable as shown in Figure 6.6b. The extreme outliers are about 40 times higher than the average latency. In contrast, the latency measured on the system using the preempt kernel never exceeds 0.13 ms, which is only ten percent higher than the average latency.

This effect has been stated in [87], which promotes utilizing real-time kernels for robotic systems even without running the software itself in real-time.

**Latency for Different Message Sizes**

The latency of the message exchange between local components depends highly on the size of the messages. Therefore, the latencies for different message sizes used by the two scenarios have been measured. The test has been implemented and conducted for several different existing middleware, namely ACE, ICE, Player, RoboFrame and ROS. Although the approaches vary in details the benchmark has been realized as uniformly as possible.

Some changes required to perform the tests for all middleware are noted briefly.

- **ICE** — restricts the message size to a default size of 1 Mb. For the test with the largest message this limits needs to be increased due to several bytes of protocol overhead. The configuration option Ice.MessageSizeMax has therefore been increased to 2 Mb.

- **Player** — to enable round trip testing a driver and client is used for the benchmark. To speed up the conduction of the evaluation the default rate of 100 Hz of the Player server has been increased to 10,000 Hz.

- The other approaches have been used without any modifications or special parameters.

The average latency for each message size is presented for the evaluated middleware (Figure 6.7). Due to the differences and specific available options of each approach an experienced user might be able to tweak the results. But the trend of all evaluated middleware is similar even if the
concrete latency is higher or lower. Especially, the difference in magnitude for large messages is substantial. The different performance of the four middleware can be explained by their respective communication concepts.

In RoboFrame the components are statically compiled into a single binary and therefore avoids the IP stack for the message exchanged between those. It only requires marshaling, memory copy and demarshaling of the data and therefore requires less resources resulting in a lower latency compared to the other approaches.

All other approaches utilize the IP stack for the data exchange between the locally executed components. The significant impact is especially visible for larger sizes. This is due to the fragmentation performed by the IP stack which occurs commonly at a size of 8 Kb (even if the IP protocol permits a size of up to 64 Kb). Even if the latency of the different middleware differ for smaller messages, they all converge for larger sized data.

However, a latency of several milliseconds for larger messages (e.g. at an approximate rate of 30 Hz for images), which is caused by all of the tested middleware, poses a significant overhead which is especially detrimental for the restricted platforms in the considered scenarios.

### 6.2.4 Impact of Reference Passing

The latency scales almost linearly for larger messages sizes. The major impact is put down to memory copy operations as long as the IP stack is not involved. Therefore, according to the presented concept messages are passed by reference instead. Consequently, the overhead due to marshaling, memory copy and demarshaling vanishes. This reduces the overhead of local message exchange to a minimum, which is constant, as it is independent of the size of the message, as depicted in Figure 6.8.

Due to the elementariness of the reference passing the latency remains extremely low as shown in Figure 6.9 even if the system is under load as described earlier. The results are equal for all different messages sizes. Again, the usage of a preempt kernel avoids the outliers in exchange for an increased average latency.
Improved Efficiency

The concept of passing messages by reference is utilized in both scenarios. All components, which do not necessarily need to run concurrently, are executed sequentially to enable exchanging messages by reference.

On the humanoid robot, powered by a single core processor, all relevant components are combined in two threads. All components except the motion control are running sequentially at a rate of 30 Hz. For the wheeled mainly the components for sensor data acquisition and processing are aggregated.

The impact on the number of messages and bytes, which still need to be marshaled, memory copied and demarshaled is depicted in Table 6.3. In the soccer scenario the number of messages is reduced significantly, since nearly all messages are passed by reference. For the rescue robot the fraction of messages passed by reference is significantly lower, since most of the smaller messages are transferred between the two computers or different threads on the same host. Only a small number of the messages is thereby passed by reference.

Figure 6.9: The latency for passing references in RoboFrame with and without a real-time kernel while the system is under load
### Table 6.3: Reduced overhead for local message exchange

<table>
<thead>
<tr>
<th>Scenario</th>
<th>All messages</th>
<th>Messages copied</th>
<th>Messages passed by reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Msg/s</td>
<td>Byte/s</td>
<td>Msg/s</td>
</tr>
<tr>
<td>Soccer</td>
<td>616.1</td>
<td>23.7 M</td>
<td>88.3</td>
</tr>
<tr>
<td>Rescue</td>
<td>693.9</td>
<td>7.9 M</td>
<td>658.7</td>
</tr>
</tbody>
</table>

But for both scenarios the amount of bytes copied is drastically reduced. This is, because especially the messages with the largest sizes are passed by reference wherever possible. The reduced demand for resources by the middleware permits the functional components to utilize more resources in order to improve the overall performance of the robot.

### 6.3 Recording of Messages Locally on the Robot

The recording of messages locally on the robot is the mandatory prerequisite for any offline analysis. For a complete review, all messages would need to be recorded. But the amount of data recorded per second would exceed the restricted bandwidth of the local storage.

While the recording is only limited by the storage bandwidth for the current humanoid robot consisting of an Intel Atom processor, on the former platform based on an AMD Geode the logging was additionally bounded by the computational resources since an increased amount of recorded data directly reduced the achievable frame rate of the image processing component.

#### Feasible Subsets of Messages

Due to the limitations of the mobile platforms only a subset of messages can be recorded which poses a trade-off between completeness and resource-efficiency. The numerous small messages exchanged between the image processing and the world model as well as between world model and behavior control are recorded for every frame as they are crucial for a detailed analysis and altogether still small in size as aforementioned in Table 6.2.

However, the raw images cannot be recorded for every frame. As the compression using the JPG algorithm poses an additional overhead, only a fraction of the raw images is recorded without any compression applied. The utilization of the developed efficient publisher-side throttling is mandatory in order to avoid any extra overhead for skipped messages. Exchanging the messages by reference is not feasible since the writing to the storage must be performed concurrently in order not to block the rest of the robot control software.

Depending on the number of images actually recorded, the performance of the system degrades as stated in Table 6.4. These measurements have been taken while the humanoid robot was standing still in order to avoid differences due to variations in the test situation.

During all test runs and missions the number of images logged was therefore limited to once every five seconds. This data is sufficient to determine problems related to the camera, e.g., damaged mounting of the camera, wrongly calibrated focus, inaccurate color calibration and influence of changed lighting conditions, while still keeping the impact of the recording on the overall performance reasonable low.
Table 6.4: Performance impact of recording large messages in the soccer scenario measured on an AMD Geode

<table>
<thead>
<tr>
<th>Recorded Messages</th>
<th>Frame rate</th>
<th>Processed images per minute</th>
<th>Effective data rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>16.43 Hz</td>
<td>986</td>
<td>-</td>
</tr>
<tr>
<td>All percepts and models</td>
<td>16.32 Hz</td>
<td>979</td>
<td>142 Kb/s</td>
</tr>
<tr>
<td>Additionally one image every five seconds</td>
<td>15.80 Hz</td>
<td>948</td>
<td>262 Kb/s</td>
</tr>
<tr>
<td>Additionally one image every second</td>
<td>13.07 Hz</td>
<td>784</td>
<td>742 Kb/s</td>
</tr>
</tbody>
</table>

6.4 Team Communication

The team communication is currently only applied in the soccer scenario. But for the upcoming competition in the rescue scenario a team of two vehicles will cooperate in the tasks of exploration, mapping and victim detection.

The developed mechanisms provide explicit team communication between multiple robots. The size of the team can be adapted dynamically at runtime. Different communication paradigms can be utilized to suit the different conditions of testing and applications with real robots involved.

6.4.1 Communication on Various Levels

The team communication is used on various different levels.

On the level of the world model different information is shared between the teammates. Each robot communicates its own position and orientation as well as state information, e.g., if it has fallen. Furthermore, the relative ball position and speed are passed to the teammates.

This data is utilized by a decentralized dynamic role assignment to determine the role of the robot. The actual decision can also be communicated in order to prevent assigning the same role to multiple robots at the same time. Each role implies executing a custom behavior, each with different objectives.

An example of the dynamic role assignment is depicted in Figure 6.10.

On the behavior level the team communication is utilized to pass information about strategic decisions or events in the game. For example, when the robot is performing a kick the teammates are notified, so that they can track the ball and not look elsewhere, which might result in loosing the ball’s location.

All information from the different world models, the dynamic role assignment as well as the internals of the behavior can be visualized using the developed GUI, in order to permit thorough testing and debugging of each component.
In (a) to (c) the left robot with the cyan jersey is approaching and kicking the ball. His teammate is keeping distance in order not to interfere. In (d) the first robot is falling, communicating the incident to the teammates. Consequently, in (e) to (g) the second robot approaches the ball, even though the first robot is still located closer. Until the first robot has stood up again the second has already reached the ball as shown in (h).

The developed team communication enables sophisticated cooperative behaviors and the team of the Darmstadt Dribblers is one of the very few teams which showed complex team behavior at the competitions in 2009 and 2010.

6.4.2 Online Observation During Competition

The rules of the humanoid league prohibit any interaction with the robots during a soccer game. But it is allowed to listen to the wireless communication, which can be used to passively observe the exchanged information of the team communication.

In situations, when a team of robots does not perform as expected, it is often difficult if not impossible to determine the source of the problem from the outside. The intrinsic data of the team communication provides valuable information, which enables isolating the origin of a problem. This functionality has been actively used in the recent competitions in order to:

- verify wireless connectivity,
- examine the result of the self localization,
- monitor the model of the ball’s position and movement and
- check the dynamically assigned role.

For example, when a robot has fallen on the camera it might effect the mechanical structure. A minimal bending of the camera mount results in severely wrong projections in the image processing. Such issues can easily be detected from the outside using this online observation tool visualizing the intrinsic models.
6.5 Integrated User Interface

The integrated user interface is the foundation of all developed tools for debugging and monitoring. The provided features ease the customization of the interface to the particular demands of each task. The improved usability permits the developers to focus on the actual job and puts the configuration of the tools in the background.

6.5.1 Debugging and Monitoring Tools

Numerous tools have been developed for the described scenarios. Various of these have been described and depicted (Figures 5.3, 5.4, 5.5 and 5.6). For every component in the robot control software the GUI features at least a single if not multiple different views for debugging and monitoring the internals of the algorithms. These tools can be applied online as well as offline based on recorded messages. Therefore, every single aspect of the application can be debugged and monitored thoroughly. Especially, when applied online over a restricted wireless connection, the developed throttling of messages at the publisher side is crucial in order to reduce the necessary bandwidth.

For example, the measurement of the runtime of each component is continuously applied in the considered scenarios. It has been successfully utilized to detect various situations where the runtime of a component was significantly increased due to very specific input data.

Playback of Recorded Data to the Control Software

The capability to feed the recorded messages back into a customized control software permits various debugging scenarios. It is applied to debug the algorithms and profile the performance of the implementation with known input data in order to obtain reproducible results which is not possible when performed online in a dynamic scenario. Especially, the usage of a debugger and profiler negatively affects the runtime behavior of the robot control software which might render the results useless.

For example, after observing a significantly increased runtime of the lines detection algorithm, the control software was fed with the recorded input data and the application was profiled. This enabled the developers to track down the source of the problem and improve the implementation for handling the identified special cases more efficiently. Afterwards, the procedure was applied again in order to validate the achieved improvements.

Software-in-the-Loop Testing

The simulation is actively used in the development process to verify the proper functionality of the robot control software before performing tests on the real robot. Besides the reduced wear of hardware, the integration with the simulation permits multi-level testing and the utilization of ground-truth data which is not available otherwise.

For example, software-in-the-loop testing is applied for the task of simultaneous localization and mapping in the rescue scenario. The uncertainties of the noisy sensor data as well as the influences of slipping and friction of the locomotion are avoided in order to focus on the high-level
functionality of the modeling and path planning. The simulation can provide ground-truth data of the robots’ position and visible objects instead of processing the simulated sensor data and determining the information in the control software. For both scenarios the software-in-the-loop testing is applied to reduce the complexity of the robot control software involved and therefore eases the conduction of debugging tasks.

### 6.5.2 Extension to Multiple Robots

The developed GUI is not limited to work with a single robot but can communicate with multiple robots simultaneously. Each of the presented views can be reused in scenarios with multiple agents without the need for any modification. This has been achieved based on the presented hooks between the components and the middleware enabling single views to be restricted to communicating with a particular robot only. An example showing multiple instances of the same view, displaying data from different robots, is shown in Figure 5.8.

Furthermore, it also permits visualizing information from a team of collaborating robots in a single view. This application is illustrated in Figure 6.11.

![Image of an external camera](image1.png) ![Visualization of the intrinsic data from multiple robots](image2.png)

**Figure 6.11:** The view shown in (b) stores communicated information between teammates separately and can therefore visualizes data from a team of robots simultaneously.
6.6 Sophisticated Analysis Tools

Based on the aforementioned infrastructure, a set of advanced analysis tools has been developed to make the debugging and monitoring of complex applications more efficient and result in repeatable, objective results. Some exemplary applications are described and illustrated in the following and the achieved improvements due to the newly developed software are stated.

6.6.1 Debugging Teams of Robots

The intrinsic information of each robot control software is recorded locally on each robot. The presented throttling concept is crucial for performing this logging efficiently. The time offset between the multiple involved hosts is determined automatically, which permits the later synchronization without any manual intervention.

Additionally, external information from a video camera capturing the environment is supplied. Both, the intrinsic messages of multiple robots and the external video, are played back synchronously. Any of the aforementioned views can be utilized to debug and monitor the control software of each single agent and the external video enables the developers to evaluate the correctness or quality of the calculated results.

The recording of intrinsic and external data and the subsequent analysis is performed for every test run and mission. It enables in-depth debugging and monitoring and thus the detection of problems which are not even noticeable when observing the robots from the outside as well as the identification of the source of an issue.

For example, in the situation depicted in Figure 6.12, at the first glance all robots seem to be approaching the ball obstructing each other. The initial assumption of the developers was either a defect of the dynamic role assignment, which should avoid multiple robots approaching the ball concurrently, or a problem with the team communication, whereby each robot would perform as if it was the only agent on the field.

Based on the comprehensive information available for debugging the behavior, it was possible to identify the reason of the problem. Both, the team communication and the dynamic role assignment, worked flawlessly which is attested by the current role of each robot as illustrated in Figure 6.13a. Instead, the target positions of the supporting robots were set to unreasonable coordinates near their own penalty area as shown in Figure 6.13b and indicated in (a) with a red

![Figure 6.12: Difficulty to identify the source of problems in complex applications. All three robots seem to approach the ball obstructing each other in (b) and (c)](image)
(a) The robots’ poses and dynamic roles

(b) The target position of a single supporting robot is near the penalty area

Figure 6.13: The intrinsic data proves a correct dynamic role assignment as shown in (a), instead the target positions for both supporting robots are set to unreasonable coordinates (as depicted in (b) and marked with a red cross in (a)) interfering with the goalie approaching the ball. This led to the observed clustering and obstruction of the goalie which intended to clear the ball. Based on the insight obtained through the analysis tools, this issue was resolved easily.

6.6.2 Automated Detection of Known Issues

The developed infrastructure utilizes multiple algorithms to automatically process the recorded messages and extract important points in time which are called events. Various different algorithms have been implemented to detect a variety of events. While some are used to provide better indications for browsing the large amount of recorded data, e.g., the events generated based on game state in the soccer scenario, others reveal known issues which need to be investigated manually. The detection of the following events has been implemented as mentioned in Section 5.4.4 which are some of the most frequent problems in the considered scenarios:

- **Robot Fall** — the developer needs to distinguish if the source of the fall is due to improper walk requests or the result of a physical interaction with other robots and decide on the further steps.

- **Discontinuity of the Self Localization** — the source of the discontinuous results must be determined and either the provided input data of the self localization must be refined or the parametrization of the algorithm needs to be improved for such situations.

- **State Oscillation in the Behavior Control** — the transition conditions of the corresponding state machine must be examined and adjusted.

The automated detection of these issues enables a much faster analysis of the recorded intrinsic data and permits the developers to focus on the particular tasks for improving the implementation.
6.6.3 Augmenting External Video

Since either an external video or the intrinsic data of the robots does not provide enough information for analyzing the behavior of multiple robots, these information can be fused together. Any available data can overlay the video to obtain an augmented visualization as depicted in Figure 5.12. In this thesis only textual information has been visualized on top of the video but graphical representations of the intrinsic data could also be overlayed. These enriched videos are used for manually reviewing every mission in order to identify issues which need to be pursued and resolved in order to increase the robustness and performance of the robots.

6.6.4 Automated Comparison of Competitive Algorithms

The algorithms used for detecting objects of interest in the camera image on the humanoid robot are tailored to the low available computational resources. They utilize a lookup-table to classify various RGB values to particular known colors. The configuration is tuned manually to the settings of the specific environment and requires the consideration of numerous different images which is a very time-consuming procedure.

In order to permit an objective evaluation of the achieved detection rate as well as the influence of modified configurations, another image processing component has been developed as described in [5]. The implementation does not aim to be executed on the robot but on a remote computer and can therefore utilize much more computational resources. It is based on the widely used OpenCV library [9], its purpose is to provide reference data which can be compared with the results of the existing algorithms.

The superior quality of the resource-intensive algorithm is depicted in Figure 6.14 which shows the comparison of both implementations under varying lighting conditions.

The developed comparison infrastructure permits processing recorded input data with multiple different algorithms or varying parametrization of the same implementation, e.g., with two different color calibrations. The comparison can be visualized separately for each input data as depicted in Figure 6.15. On the right side of the figure each object is marked either green if it is detected or red if it is not detected by the particular algorithm shown in the column.

Furthermore, visualizations of all processed input data are illustrated in Figure 6.16. In this comparison the determined distance of a perceived ball has been computed using two different approaches, one based on the projection of the view ray, the other calculating the distance based on the size of the object in the image. In (a) the both distances are plotted for a ball at a near distance of approximately 1.2 meter. In this case the method using the projection of the view ray provides more accurate values. For a ball at a far distance of about 3 meters the size-based calculations provide much less noisy calculations, since the projection becomes very sensitive to movements of the body.

This tool for automated comparison of competitive algorithms enables an objective decision on the quality of the different approaches and significantly reduces the effort to compare different implementations.
Figure 6.14: The detection of landmarks in the soccer scenario using two different algorithms under varying lighting conditions. The upper color-classified images show the implementation used on the robots. The lower images display the same images with the edge-based detection executed offline as a reference (Images taken from [5]).

Figure 6.15: The detected objects of two different implementations are compared and visualized for every single input data (Image adapted from [5]).
(a) For a near ball the projection-based distance is more accurate

(b) For a far ball the size-based distance is less noisy

Figure 6.16: The ball distance from two different algorithms is compared and visualized
This thesis addresses efficient programming of autonomous mobile robots consisting of an increasing number of complex hardware and software components. The specific characteristics of autonomous mobile robots result in multiple unique requirements which differentiate them from stationary robots and pure software projects.

The mobility of robots implies a severe constraint on the feasible payload and therefore strongly limits the available computational power while having to satisfy real-time constraints for physical interaction of the robot with its environment. Therefore, runtime efficiency is crucial for robot performance. In contrast, the complexity of the applications and components of autonomous robots as well as the rapid development cycles demand a flexible system integration of the numerous involved components from different domains. Any currently available robotic middleware implicates a significant overhead for the task of exchanging information between components and therefore effects the runtime performance negatively.

The complexity of robots and their applications, their mobility and diversity as well as the involvement of multiple cooperating robots result in exceptionally difficult testing, debugging, monitoring and analysis tasks. These include remote monitoring of intrinsic data, comprehensive offline analysis capabilities and multi-level software-in-the-loop testing, each time consuming and error-prone when performed manually. Particularly, each operation needs to be supported for scenarios consisting of a single as well as multiple robots. Although being increasingly important in order to master the various complexities and uncertainties of robots and to develop robust and well-performing overall systems, they have not yet been addressed sufficiently.

Therefore, a new methodology is presented to improve the efficiency of local information exchange in a message-oriented middleware (Chapter 3). This unique technique for robot middleware transparently passes messages by reference between components running on the same host rather than performing resource intensive marshaling, memory copy and demarshaling operations as utilized in other approaches. The concept is transparent for the components and applicable to any set of components which is executed sequentially. A common use case, present in any robot control software, is the sensor data acquisition and processing which usually involves exchanging large amounts of unprocessed data.

Furthermore, a concept to improve efficiency of the communication layer has been presented, which enables filtering messages directly at the publisher-side. For remote monitoring tasks as well as the local, on-board recording of data for later offline analysis, the reduction of the quantity of exchanged messages is mandatory due to the limited bandwidth and storage capacities available on mobile robots. Since existing approaches are only capable of filtering messages upon receipt at the subscriber-side, they induce an additional overhead in terms of utilized bandwidth and computational resources.

The methodology has been realized for two different middleware (Chapter 4). On the one hand, the features have been implemented in RoboFrame, a robotic middleware co-developed by the author, which is designed bottom-up according to the framework paradigm of inversion of control. On the other hand, the concept has been applied to the Robot Operating System (ROS), an increasingly used open source middleware which is likely to become a de-facto standard. As the middleware API of ROS is designed as a library without permitting to alter the interaction
between the middleware and components, it has been extended according to the dependency injection pattern to enable applying the presented concepts. Likewise, the presented methodology is applicable to most other middleware.

These improved communication mechanisms enable the efficient recording of intrinsic messages which are the foundation for any thorough offline analysis. Due to the overhead of other existing middleware, the logging of comprehensive information affects the timing of the control software negatively and prevents the usage during normal missions.

In addition to the performance of the communication layer, the thorough demands for testing, debugging, monitoring and analysis are discussed (Chapter 5). Due to the complexity of the applications of autonomous robots, a variety of tools for visualizing the intrinsic data is required to support the developers of the robot control software to identify problems and improve the overall system performance. For each particular test scenario a different subset of these tools is required. Existing robotic middleware, providing only separated tools, each aiming for a specific area of interest, require a significant overhead for reorganizing these tools for each conducted test. In this thesis, an extensible integrated graphical user interface has been developed, which provides unique cross-component usability features commonly known from advanced integrated development environments. This enables the extensibility with custom visualizations, customizable persistent arrangement of the views and multiple perspectives for different tasks, which improves the workflow of the developers. Each view, even if designed for being used with single robots only, can be reused offhand in scenarios with multiple robots involved due to the presented filtering concepts of the communication layer.

During the preparation of this thesis numerous views have been developed providing sophisticated online and offline debugging and monitoring of all aspects of the robot control software. For efficient offline analysis, distributed recorded data from multiple robots is automatically synchronized and can be played back and analyzed in combination with additional external reference information, e.g., external videos of robot performance. The commonly time-consuming and error-prone procedure of offline analysis is improved with several features reducing the required efforts to conduct the review and providing objective results. The tremendous amount of recorded messages is analyzed automatically using various developed algorithms to identify known problems which require further manual review, which makes the process more efficient. Additionally, competitive algorithms or different parametrizations of the same implementation can be compared automatically, enabling the developers to quantify the quality of each solution objectively and to identify differences in the results efficiently. The features are not limited to individual robots but can be used to analyze multiple collaborating robots simultaneously. Furthermore, all available data can be fused with videos, which provides an augmented representation of all information for detailed manual offline analysis and review as well as for demonstrations. Neither of these advanced analysis features is supported by any other middleware, instead the analysis must every time be conducted by the developers manually.

The developed methodologies and their implementation have been applied to and evaluated in a large variety of scenarios for autonomous mobile robots (Chapter 6). They have first been utilized in the team of autonomous soccer playing humanoid robots of the Darmstadt Dribblers, which are highly successfully participating in the RoboCup Humanoid Kid-Size League. They have been adapted to a number of very different types of humanoid robot hardware being used since 2004 and to even more different types of high-level skills of the autonomous robots. The reutilization
of numerous components of the software developed for the humanoid soccer robots was enabled by the methodologies developed in this thesis and permitted to quickly develop an autonomous wheeled ground vehicle for urban search and rescue being applied in the RoboCup Rescue Robot League by Team Hector since 2009. Additionally, the developed software has been utilized very successfully on several other hardware platforms, e.g., on a Pioneer 2 DX and a prototype of a four-legged robot. It is furthermore actively used in teaching and therefore numerous student theses and practical courses are based on the developed software. Likewise, it is utilized at several other universities, e.g., in the Dutch Robotics project from three leading universities of technology in the Netherlands, which are developing a new generation of humanoid robots.

The improvements in efficiency of the local message exchange have been verified with several benchmark tests, which expose a tremendously reduced overhead for common application layouts, compared to other current robotic middleware. Just because of the significantly improved communication layer, it is possible to record a comprehensive set of internally exchanged messages for offline analysis during any operation without a negative impact on the performance of the control software. Especially for identifying rarely occurring problems, which are often related to very specific situations, comprehensive intrinsic data are required to enable the developers to eradicate hard to track problems and make the overall system more robust. The saved computational onboard resources are devoted to additional high-level functionality, which would otherwise not be viable on the limited platforms.

Various algorithms for automated analysis have been developed for the specific scenarios. For example, discontinuities of the self localization are detected automatically as well as inefficient selections of different types of robot behavior which speed up the repetitive analysis tasks. Finally, an alternative algorithm for image processing has been implemented which features a better object detection rate than the currently utilized approach. This implementation is much more robust under varying lighting conditions but requires significantly more resources than available on the currently used mobile platforms. While it is not yet intended to be used on the robot, it serves as an objective reference for evaluating the algorithm which is used online. Thereby, changes to the implementation or parametrization can be efficiently compared without involving time consuming manual reviewing of voluminous test data.

The general applicability of the proposed and developed methodologies is demonstrated by the realization in two different middleware. The concepts for improved communication and automated analysis of complex applications of multiple robots have been successfully applied in multiple, different scenarios. They demonstrated a highly improved efficiency of developing, programming and debugging of the robot control software in many, different aspects and resulted in significant improvements in robustness and high-level skills of the teams of robots. A remarkable result is the outstanding performance of the autonomous humanoid soccer robots of the Darmstadt Dribblers during the competitions in the RoboCup Humanoid League in 2009 and 2010. In both years the team accomplished to win the world championship in their class among a competition of 24 international teams.
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