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1 Einführung und Übersicht


Die Vorgehensweise bei der Entwicklung einer Plastizitäts- und Schädigungstheorie bei polaren Kontinua ist analog der bei klassischen nicht-polaren Kontinua. Ausgangspunkt ist in diesem Fall die multi-


Der Grenzübergang eines mikropolaren Plastizitätsmodells zu einem klassischen Plastizitätsmodell ist Gegenstand der Untersuchungen in **Micropolar plasticity theories and their classical limits.**


In **Isotropic hardening in micropolar plasticity** (Ziffer 9 in Kapitel 2.1) geht es um die Modellierung von isotoper Verfestigung in der mikropolaren Plastizitätstheorie. In den früheren Arbeiten (Ziffer 1 bis 3 und 7 in Kapitel 2.1) erfasst die isotrope Verfestigung in einheitlicher Weise Beiträge des Deformations- und des Krümmungstensors, während die kinematische Verfestigung diese separat berücksichtigt. Es hat sich herausgestellt, dass die damit beschriebenen Längenskaleneffekte mit den experimentellen Resultaten nicht kompatibel sind. Um Verbesserungen zu erzielen wird jetzt die isotrope Verfestigung additiv aus zwei Teilen gebildet, die jeweils aus reinen Deformationen und reinen Krümmungsanteilen bestehen. Somit ist es möglich separat Effekte infolge der Deformation und infolge des mikropolaren Krümmungsmäßes in der isotropen Verfestigung zu berücksichtigen. Eine Parameterstudie hat gezeigt, dass die neue Version der isotropen Verfestigung in der Lage ist, das experimentell beobachtete Verhalten in realistischer Weise wiederzugeben.

Die Herleitung des Konzeptes der Energieäquivalenz im Rahmen der Kontinuumsschädigungsmechanik,

Einführung und Übersicht


\(^2\)Das mikropolare Plastizitätsmodell wurde in Finite Deformation Micropolar Plasticity Coupled with Scalar Damage (Ziffer 2 in Kapitel 2.2) ebenfalls mit isotroper Schädigung gekoppelt. Um den Umfang der vorliegenden Arbeit zu begrenzen wird diese Veröffentlichung nicht explizit aufgeführt.
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3 Micropolar plasticity theories and their classical limits. Part I: Resulting model

P. Grammenoudis, Ch. Tsakmakis

Acta Mechanica, 189 (2007) 3-4, 151-175
Micropolar plasticity theories and their classical limits.
Part I: Resulting model

P. Grammenoudis, Ch. Tsakmakis
Darmstadt University of Technology, Institute of Continuum Mechanics,
Hochschulstraße 1, 64289 Darmstadt, Germany

Abstract

We focus attention on finite deformation micropolar plasticity theories, developed previously, which rely upon the multiplicative decomposition into elastic and plastic parts of both the macroscopic deformation gradient and the micropolar rotation tensor. The theories are thermodynamically consistent and exhibit isotropic and kinematic hardening effects. Conditions are worked out under which the micropolar continuum approaches a classical limit, i.e., a plasticity theory with symmetric Cauchy stress tensor and vanishing couple stress tensors. It turns out that, according to the assumptions made, on the one hand the elastic micropolar rotation is equal to the elastic rotation of the overall material. On the other hand, the plastic microgyration tensor is equal to the plastic material spin. Generally, the micropolar rotation is not equal to the material rotation as it is often assumed in the literature. Also, kinematic hardening rules are obtained, which are formulated by mixed Oldroyd objective time derivatives.

3.1 Introduction

We consider the finite deformation micropolar plasticity theory proposed in Grammenoudis and Tsakmakis [67, 69, 70]. This theory, which is thermodynamically consistent, exhibits isotropic and kinematic hardening effects and makes use of the multiplicative decomposition into elastic and plastic parts of both the deformation gradient tensor of the overall material and the micropolar rotation tensor. Note that a multiplicative decomposition of the micropolar rotation was introduced for the first time by Steinmann [149]. Geometrically, the micropolar rotation is interpreted to describe the motion of a microstructure (microcontinuum) attached to every point of the macroscopic continuum (see [49, 46, 122]). Characteristic features of micropolar models are the incorporation of curvature measures by using the micropolar rotation and its gradient. Moreover, so-called couple stress tensors appear, aside from the classical Cauchy stress tensor, the latter being now non-symmetric.

The aim of the present paper is to establish classical limits, which may be obtained from the micropolar plasticity theory. In other words, we examine for which conditions the Cauchy stress tensor becomes symmetric while the couple stress tensor vanishes. To this end, it is necessary to refer to the balance equations of momentum and of moment of momentum. For finite deformations, Eringen and Suhubi [49] and Eringen [46] established these balance laws by using ”macro-elements constructed by micro-elements”. However, from their notion of microcontinuum there seem to arise some problems
whenever the microcontinuum is assumed to consist of a micro-element with continuously distributed mass. On the other hand, Mindlin proposed an elasticity theory in which the microstructure of the real material is modelled by embedding a microvolume in each particle of the overall material body. Unfortunately, it is not clear in this theory how the microvolume is related to the macroscopic particle. One might presume that rather the microvolume must be included in the particle. Moreover, the deformations are supposed to be small, and as we shall see, a lot of care has to be put into details in order to extend such theories to finite deformations.

In our work we adopt the approach of Mindlin for establishing the balance laws of momentum and of moment of momentum, in a fashion which allows the microcontinuum to exhibit arbitrary finite dimensions. This accommodates more to the concepts of phenomenological continuum mechanics, when modelling microphysical properties. It is examined that basic field equations introduced by Eringen for the case of non-linear geometry may be obtained by the version of Mindlin’s theory as accommodated here. It turns out that for the deformation and curvature measures used in the micropolar plasticity theory, the classical limiting models are best represented by employing the Biot stress tensor in the elasticity law and mixed Oldroyd objective time derivatives in the kinematic hardening rule. Additionally, the micropolar elastic rotation and the plastic microgyration tensors are equal, respectively, to the elastic macroscopic material rotation and the plastic macroscopic material spin. It should be emphasized that the material and micropolar rotation become not equal in the limiting case in contrast to some other works in the literature.

3.2 Preliminaries

We consider isothermal deformations and write $\dot{\varphi}(t)$ for the material time derivative of a function $\varphi(t)$, where $t$ is the time. An explicit reference to space will be dropped in most part of the paper. Commonly, the same symbol is used to designate a function and the value of that function at a point. However, if we deal with different representations of the same function, then use will often be made of different symbols.

Letters set in bold face designate vectors or second-order tensors. In particular, $\mathbf{a} \cdot \mathbf{b}$, $\mathbf{a} \times \mathbf{b}$ and $\mathbf{a} \otimes \mathbf{b}$ denote the inner, the vector and the tensor product of the vectors $\mathbf{a}$ and $\mathbf{b}$, respectively. For second-order tensors $\mathbf{A}$ and $\mathbf{B}$, we write $\text{tr} \mathbf{A}$ for the trace, $\det \mathbf{A}$ for the determinant and $\mathbf{A}^T$ for the transpose of $\mathbf{A}$, while $\mathbf{A} \cdot \mathbf{B} = \text{tr}(\mathbf{A} \mathbf{B}^T)$ is the inner product between $\mathbf{A}$ and $\mathbf{B}$, and $\|\mathbf{A}\| = \sqrt{\mathbf{A} \cdot \mathbf{A}}$ is the Euclidean norm of $\mathbf{A}$. The Euclidean norm of a vector $\mathbf{v}$ is given by $\|\mathbf{v}\| = \sqrt{\mathbf{v} \cdot \mathbf{v}}$. Furthermore,

$$1 = \delta_{ij} \bar{\mathbf{e}}_i \otimes \bar{\mathbf{e}}_j \quad (3.1)$$

represents the identity tensor of second-order, where $\delta_{ij}$ is the Kronecker-delta and $\{\bar{\mathbf{e}}_i\}$ is an orthonormal basis in the three-dimensional Euclidean vector space under consideration. All indices, unless otherwise specified, are referred to an orthonormal basis and have the range of the integers (1, 2, 3), while summation over repeated indices is implied. Often use is made of notations of the form $(\mathbf{a})_i$, $(\mathbf{A})_{ij}$, $\ldots$, for the components of vectors $\mathbf{a}$, second-order tensors $\mathbf{A}$, and so on. Also, we use the notation $\mathbf{A}^D = \mathbf{A} - \frac{1}{2}(\text{tr}\mathbf{A})1$ for the deviator of $\mathbf{A}$ and $\mathbf{A}^{T-1} = (\mathbf{A}^{-1})^T$, provided $\det \mathbf{A} \neq 0$.

Fourth-order and third-order tensors are denoted by calligraphic boldface letters. Let $\mathbf{K}$, $\mathbf{A}$, $\mathbf{v}$ be respectively fourth-order, second-order and first-order (vector) tensors. Then the following will apply:

$$\mathbf{A}^2 = \mathbf{A} \mathbf{A} \quad , \quad \mathbf{A}^3 = \mathbf{A} \mathbf{A} \mathbf{A} \quad , \quad \ldots \quad , \quad (3.2)$$
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\[ \mathcal{K}^T = \mathcal{K}_{ijkl} \mathbf{e}_k \otimes \mathbf{e}_l \otimes \mathbf{e}_i \otimes \mathbf{e}_j , \]  
(3.3)

\[ \mathcal{K}[A] = \mathcal{K}_{ijkl} A_{mn} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_m \otimes \mathbf{e}_n , \]  
(3.4)

\[ \mathbf{A} \mathbf{v} = A_{ij} v_j \mathbf{e}_i . \]  
(3.5)

Thus, for second-order tensors \( \mathbf{A}, \mathbf{B} \), and fourth-order tensor \( \mathcal{K} \),

\[ \mathbf{A} \cdot \mathcal{K}[\mathbf{B}] = \mathbf{B} \cdot \mathcal{K}^T[\mathbf{A}] . \]  
(3.6)

In addition, we write \( \mathcal{I} \) for the fourth-order identity tensor,

\[ \mathcal{I} = \delta_{im} \delta_{jn} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_m \otimes \mathbf{e}_n , \]  
(3.7)

which satisfies the property

\[ \mathcal{I} = \mathcal{E} + \mathcal{J} , \]  
(3.8)

with

\[ \mathcal{E} = \mathcal{E}_{imjn} \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n = \frac{1}{2} (\delta_{ij} \delta_{mn} + \delta_{im} \delta_{mj}) \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n , \]  
(3.9)

\[ \mathcal{J} = \mathcal{J}_{imjn} \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n = \frac{1}{2} (\delta_{ij} \delta_{mn} - \delta_{im} \delta_{mj}) \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n . \]  
(3.10)

Hence, for the symmetric and the skew-symmetric (anti-symmetric) part of an arbitrary second-order tensor \( \mathbf{A} \), denoted respectively by \( \mathbf{A}_S \) and \( \mathbf{A}_A \), we have

\[ \mathbf{A}_S = \mathcal{E}[\mathbf{A}] , \quad \mathbf{A}_A = \mathcal{J}[\mathbf{A}] , \]  
(3.11)

while

\[ \mathcal{I}[\mathbf{A}] = \mathbf{A} . \]  
(3.12)

We write \( \mathcal{S} \) for the fourth-order tensor with the property

\[ \mathcal{S}[\mathbf{A}] = \mathbf{A}^T , \]  
(3.13)

so that

\[ S_{imjn} = \delta_{im} \delta_{jn} . \]  
(3.14)

Every isotropic fourth-order tensor \( \mathcal{K} \) possesses the representation

\[ \mathcal{K} = k_1 \mathbf{1} \otimes \mathbf{1} + k_2 \mathcal{I} + k_3 \mathcal{S} , \]  
(3.15)

where \( k_1, k_2, k_3 \) are scalars.

For a second-order skew-symmetric tensor \( \mathbf{W} \) with axial vector \( \mathbf{w} \) we have

\[ \mathbf{W} \mathbf{c} = \mathbf{w} \times \mathbf{c} \]  
(3.16)

for every vector \( \mathbf{c} \), with

\[ \mathbf{w} = \text{axl}(\mathbf{W}) , \quad \mathbf{W} = \text{Spn}(\mathbf{w}) , \]  
(3.17)
or equivalently
\[ w_i = \frac{1}{2} \varepsilon_{ijk} W_{kj}, \quad W_{ij} = \varepsilon_{kji} w_k, \]  
\[ (3.18) \]
\( \varepsilon_{ijk} \) being the permutation symbol. To each second-order rotation tensor \( \mathbf{R} \), there exists a second-order skew-symmetric tensor \( \mathbf{W} \), with axial vector \( \mathbf{w} \), so that
\[ \mathbf{R} = \exp(\mathbf{W}) = \exp(\text{Spn}(\mathbf{w})) = 1 + \frac{\mathbf{W}^2}{2!} + \frac{\mathbf{W}^3}{3!} + \ldots \]  
\[ (3.19) \]
or
\[ \mathbf{R} = \cos(\|\mathbf{w}\|) 1 + \sin(\|\mathbf{w}\|) \frac{\text{Spn}(\mathbf{w})}{\|\mathbf{w}\|} + 1 - \cos(\|\mathbf{w}\|) \|\mathbf{w}\|^2 (\mathbf{w} \otimes \mathbf{w}), \]  
\[ (3.20) \]
the latter being known as the Euler-Rodrigues formula.

### 3.3 Balance Laws

#### 3.3.1 Macro- and microcontinuum

Consider a material body (macroscopic continuum, macroscopic material, macrocontinuum, or overall material body) \( \mathcal{B} \), which occupies the region \( \mathcal{R}_R \), with boundary \( \partial \mathcal{R}_R \), in the three-dimensional Euclidean point space \( \mathbf{E} \) in some reference configuration (which is assumed here to be the undeformed configuration at time \( t = 0 \)). Note that the macrocontinuum here is the same as the overall material in Mindlin’s theory [122] and in general different than the macromaterial there. Choosing a fixed point (origin) in \( \mathbf{E} \), we identify each particle (material point) of \( \mathcal{B} \) by the position vector \( \mathbf{X} \) to the place \( \mathbf{X} \) occupied by the particle considered. We write \( \mathbf{x} \) for the position vector to the place \( \mathbf{x} \) occupied by the same particle in the (current or actual) configuration at time \( t \). In this configuration, the body \( \mathcal{B} \) occupies the region \( \mathcal{R}_t \), with boundary \( \partial \mathcal{R}_t \), in \( \mathbf{E} \). As usual in classical continuum mechanics, we use the term configuration to denote the map from the material body to the space region or the space region itself. Often we use \( \mathbf{x} \) to denote the position vector to a point \( \mathbf{x} \), or the point \( \mathbf{x} \) in \( \mathbf{E} \) itself. It is convenient to introduce fixed Cartesian coordinate systems \( X_i \) and \( x_i, \; i = 1, 2, 3, \) in \( \mathcal{R}_R \) and \( \mathcal{R}_t \) respectively, inducing the orthonormal bases \( \{ E_i \} \) and \( \{ e_i \} \). Then \( \mathbf{X} = X_i E_i \) and \( \mathbf{x} = x_i e_i \).

A motion of \( \mathcal{B} \) in \( \mathbf{E} \), i.e., a one-parameter family of configurations parameterized by the time \( t \), is a mapping
\[ \hat{\mathbf{x}} : (\mathbf{X}, t) \mapsto \mathbf{x} = \hat{\mathbf{x}}(\mathbf{X}, t), \]  
\[ (3.21) \]
which has an inverse \( \mathbf{X} = \hat{\mathbf{X}}(\mathbf{x}, t) \) at fixed time \( t \).

The deformation gradient tensor corresponding to Eq. (3.21) is denoted by
\[ \mathbf{F} = \mathbf{F}(\mathbf{X}, t) = \frac{\partial \hat{\mathbf{x}}}{\partial \mathbf{X}} = \text{GRAD} \hat{\mathbf{x}}, \]  
\[ (3.22) \]
where \( \det \mathbf{F} > 0 \) is assumed. We distinguish between \( \text{GRAD} \) and \( \text{grad} \), representing the gradient operator with respect to \( \mathbf{X} \) and \( \mathbf{x} \), respectively. For later reference, we notice here the nomenclature \( \text{div} \mathbf{T} = \frac{\partial T_i}{\partial x_j} e_i \), for an Eulerian second-order tensor field \( \mathbf{T} = \mathbf{T}(\mathbf{x}) \). Moreover, we will write \( d\mathbf{A} = d\mathbf{A}_n \mathbf{R} \).
for a material surface element at \( X \) in \( \mathcal{R}_R \), the corresponding material surface element in \( \mathcal{R}_t \) being \( da = d\mathbf{n}d\mathbf{a} \), where \( \mathbf{n}_R \) and \( \mathbf{n} \) are the unit normals to the surface elements in \( \mathcal{R}_R \) and \( \mathcal{R}_t \), respectively. We denote by \( V \) the volume of the body in \( \mathcal{R}_R \) and by \( v \) the volume of the body in \( \mathcal{R}_t \). If \( dV \) is a volume element at \( X \), then the corresponding volume element at \( x \) is \( dv \), and we have

\[
dv = (\det \mathbf{F})dV.
\]

The right Cauchy-Green deformation tensor \( \mathbf{C} \) and the left Cauchy-Green deformation tensor \( \mathbf{B} \) are given by

\[
\mathbf{C} = \mathbf{F}^T \mathbf{F} = U^2, \quad \mathbf{B} = \mathbf{F} \mathbf{F}^T = V^2,
\]

in which \( U \) and \( V \), called respectively the right and left stretch tensors, are symmetric and positive definite. They appear in the polar decomposition of \( \mathbf{F} \),

\[
\mathbf{F} = \mathbf{R} \mathbf{U} = \mathbf{V} \mathbf{R},
\]

where \( \mathbf{R} \) represents a proper orthogonal second-order tensor, called the material rotation. We denote by \( \mathbf{L} \) the velocity gradient tensor,

\[
\mathbf{L} := \text{grad} \mathbf{x} = \dot{\mathbf{F}} \mathbf{F}^{-1} = \mathbf{D} + \mathbf{W},
\]

\[
\mathbf{D} := \frac{1}{2}(\mathbf{L} + \mathbf{L}^T), \quad \mathbf{W} := \frac{1}{2}(\mathbf{L} - \mathbf{L}^T),
\]

where \( \mathbf{D} \) is the (macroscopic) deformation rate tensor and \( \mathbf{W} \) is called the (macroscopic) material spin tensor.

Next, we attach to each material point of the macroscopic continuum a microcontinuum (microstructure), which serves to model, in the framework of phenomenological continuum mechanics, microphysical (microstructural) properties of the overall material body. The microcontinuum is generally a fictitious (conceptual) one, which may have arbitrary finite dimensions, i.e., the region in \( E \) occupied by the microcontinuum at a material point of the macroscopic material must not necessarily be subset of the region occupied by the macroscopic material itself. Let \( \mathcal{R}_R'(X) \) denote the region in \( E \), occupied by the microcontinuum at \( X \) in the reference configuration. In the present paper, \( \mathcal{R}_R'(X) \) is supposed to be simple connected. As in the theories of Mindlin and Eringen, each material point of the microcontinuum in \( \mathcal{R}_R'(X) \) will be identified by a position vector \( X + X' \) (see Fig. 3.1). The same material point of the microcontinuum will be identified in the actual configuration, at time \( t \), by the position vector \( x + x' \). At time \( t \), the region occupied by the microcontinuum at \( x \) will be denoted by \( \mathcal{R}_t'(x) \).

The motion of the microstructure is described by the map

\[
x' : (X, X', t) \mapsto x' = \bar{x}'(X, X', t),
\]

which is postulated to possess an inverse \( \bar{X}' = \bar{X}'(x, x', t) \), at fixed \( t \). Microphysically, real materials indicate some kind of patterning with discrete distributed mass. The aim of the microstructure is to offer phenomenologically the possibility to model properties of the patterned material. To this end, we suppose the microcontinuum at \( X \) to be, in some sense, mechanically equivalent to some patterned material neighborhood around the material point \( X \). The mass in the microcontinuum is assumed to be continuously distributed, so that a mass density \( \varrho'(x, x', t) \) is assigned to each point in \( \mathcal{R}_t'(x) \), the corresponding mass density in \( \mathcal{R}_R'(X) \) being \( \varrho'_R(X, X') \equiv \varrho'(X, X', 0) \).
A micropolar material is defined to be a material body with a microcontinuum at each point, which behaves like a rigid body. That means, the deformation of the microcontinuum at $\mathbf{X}$ is described by the rotation tensor

$$\bar{\mathbf{R}} = \bar{\mathbf{R}}(\mathbf{X}, t) = \frac{\partial \mathbf{x}'}{\partial \mathbf{x}'}, \quad \det \bar{\mathbf{R}} = 1,$$

(3.29)

which is referred to as the micropolar rotation. Let $V'(\mathbf{X})$, $v'(\mathbf{x}, t)$ be the volumes of the spaces occupied by the same microcontinuum in the reference and the actual configuration, respectively. In the ensuing analysis we shall often suppress the argument $\mathbf{X}$ in functions $V'(\mathbf{X})$, $\mathcal{R}'_R(\mathbf{X})$, the argument $\mathbf{x}$ in function $\mathcal{R}'_t(\mathbf{x})$, and the arguments $\mathbf{x}, t$ in function $v'(\mathbf{x}, t)$. Since $\det \bar{\mathbf{R}} = 1$, we have

$$v' = V' \quad \text{or} \quad dv' = dV'.$$

(3.30)

Moreover, conservation of mass for the microcontinuum is assumed to apply, so that

$$g'(\mathbf{x}, \mathbf{x}', t) = g_R(\mathbf{X}, \mathbf{X}') .$$

(3.31)

Following Eringen [46, p. 24], we call

$$\Omega := \hat{\mathbf{R}} \mathbf{R}^T = -\Omega^T$$

(3.32)

the microgyration tensor. The axial vector of the skewsymmetric tensor $\Omega$ is denoted by $\omega$:

$$\Omega_{ij} = \varepsilon_{jim} \omega_k .$$

(3.33)

Size effects in the response e.g. of elastic materials can be accounted for by assuming the specific free energy function $\Psi$ to depend on $\mathbf{GRAD} \bar{\mathbf{R}} = \frac{\partial \bar{\mathbf{R}}}{\partial \mathbf{X}} \otimes \mathbf{E}_k$, besides the deformation gradient tensor and the rotation tensor. It can be seen (see, e.g., [67] and [46]) that the principle of material objectivity
is always satisfied if and only if \( \Psi = \Psi(U, R^T \text{GRAD} R) \). It is common in micropolar theories to work with the second-order tensor \( \tilde{K} := \tilde{\gamma}_k \otimes E_k \), where \( \tilde{\gamma}_k := a_x l \left( R^T \frac{\partial R}{\partial X_k} \right) \).

(3.34)

instead of the third-order tensor \( \tilde{\mathbf{K}} := R^T \text{GRAD} R \), with \( \tilde{\gamma}_k \) being the axial vector of the skew-symmetric tensor \( \tilde{\Gamma}_k := R^T \frac{\partial R}{\partial X_k} \). Thus, for micropolar elasticity, the specific free energy function reads

\[
\Psi = \tilde{\Psi}(\tilde{\varepsilon}, \tilde{K}),
\]

(3.35)

where the micropolar Lagrangean strain tensor \( \tilde{\varepsilon} \) is given by

\[
\tilde{\varepsilon} := U - 1 = R^T F - 1.
\]

(3.36)

Geometrical interpretations for \( \tilde{\varepsilon} \) and \( \tilde{K} \), on the basis of line elements and so-called directors, are elaborated in [67]. Especially, some scalar differences are introduced there, which may be represented in a form-invariant way with respect to the chosen configuration, whenever strain and curvature tensors are used, which are elements from the same equivalence classes induced by \( \tilde{\varepsilon} \) and \( \tilde{K} \).

### 3.3.2 Conservation of mass for the macroscopic continuum

Let \( \rho_R(X) \) be the mass density of the macroscopic continuum in the reference configuration. We suppose \( \rho_R \) to be given by the volume average

\[
\rho_R(X) = \langle \rho'_R(X, X') \rangle_{R_R} := \frac{1}{V'} \int_{R'_{R_R}} \rho'_R(X, X') dV'.
\]

(3.37)

We write \( \rho(x, t) \) for the mass density of the macroscopic continuum in the actual configuration and require conservation of mass for the macroscopic continuum,

\[
\rho(x, t) = \frac{\rho_R(X)}{\det F(X, t)}.
\]

(3.38)

The latter together with Eqs. (3.37), (3.31) and (3.30) yields

\[
\rho(x, t) = \langle \rho'(x, x', t) \rangle_{R_t} = \frac{1}{V'} \int_{R'_{R_t}} \chi(x, t) \rho'(x, x', t) dV',
\]

(3.39)

with the weight function \( \chi \) being defined by

\[
\chi(x, t) := \frac{1}{\det F}.
\]

(3.40)

In other words, the mass density of the macroscopic continuum is given by the weighted volume average of the mass density of the microcontinuum. The weight function \( \chi \) in Eq. (3.39) captures the deformation of the macroscopic continuum. On the other hand, one may think of the mass density of the macroscopic continuum to be defined by Eq. (3.39). Then, as \( \rho'(X, X', 0) = \rho_R(X, X'), \) \( v'(X, 0) = V'(X), F(X, 0) = 1 \), and hence \( \chi(X, 0) = 1 \), we see that \( \rho(X, 0) = \rho_R(X) \), with \( \rho_R(X) \) given by Eq. (3.37).
3.3.3 Balance laws of momentum and moment of momentum

Taking into account the motion of the microcontinuum, Mindlin [122] elaborated rigorous derivations for the balance laws of momentum and of moment of momentum for continua with "microstructure". Following steps similar to those in Mindlin’s approach, but adjusted to the micropolar finite deformation version of the theory adopted here, one may derive the balance of momentum

\[
\text{div}\mathbf{T} + \mathbf{b} = \rho \dot{\mathbf{x}} \quad \text{in} \quad \mathcal{R}_t \quad ,
\]

the balance of moment of momentum

\[
\mathbf{t}_T + \text{div}\mathbf{T}_c + \mathbf{b}_c = \rho \dot{\mathbf{\sigma}} \quad \text{in} \quad \mathcal{R}_t \quad ,
\]

and appropriate boundary conditions. The proof of this assertion is given in Sect. 3.8. \( \mathbf{T} \) is the Cauchy stress tensor, \( \mathbf{T}_c \) is the so-called Eulerian couple stress tensor and the vectors \( \mathbf{t}_T, \mathbf{b}, \mathbf{b}_c, \dot{\mathbf{\sigma}} \) are explained in Sect. 3.8. Relations (3.41)–(3.42) have been established for the first time by Eringen [45] using another approach.

3.4 The micropolar plasticity model

Multiplicative decomposition of \( \mathbf{F} \) into elastic and plastic parts for classical plasticity has been assumed by Lee (see, e.g., [101] and [100]). For micropolar plasticity, multiplicative decompositions of \( \mathbf{F} \) and \( \mathbf{\hat{R}} \), into elastic and plastic parts, respectively, were postulated by Steinmann [149]:

\[
\mathbf{F} = \mathbf{F}_e \mathbf{F}_p \quad , \quad \mathbf{\hat{R}} = \mathbf{\hat{R}}_e \mathbf{\hat{R}}_p \quad .
\]

Geometrically, \( \mathbf{F}_p \) and \( \mathbf{\hat{R}}_p \) introduce a so-called plastic intermediate configuration, denoted by \( \mathbf{\hat{R}}_l \). Based on Eqs. (3.43), a thermodynamically consistent micropolar plasticity theory, exhibiting isotropic and kinematic hardening effects, has been proposed in [67]. The most relevant constitutive relations of that theory, relative to the plastic intermediate configuration, read as follows:

**Kinematics**

\[
\mathbf{F} = \mathbf{RU} = \mathbf{VR} \quad , \quad \mathbf{F}_e = \mathbf{R}_e \mathbf{U}_e = \mathbf{V}_e \mathbf{R}_e \quad , \quad \mathbf{F}_p = \mathbf{R}_p \mathbf{U}_p = \mathbf{V}_p \mathbf{R}_p \quad ,
\]

\[
\dot{\mathbf{C}}_e = \mathbf{F}_e^T \mathbf{F}_e \quad , \quad \mathbf{B}_e = \mathbf{F}_e^T \mathbf{F}_e \quad , \quad \mathbf{B}_p = \mathbf{F}_p^T \mathbf{F}_p \quad ,
\]

\[
\mathbf{F} = \mathbf{\hat{R}} \mathbf{U} = \mathbf{VR} \quad , \quad \mathbf{F}_e = \mathbf{\hat{R}}_e \mathbf{U}_e = \mathbf{V}_e \mathbf{\hat{R}}_e \quad , \quad \mathbf{F}_p = \mathbf{\hat{R}}_p \mathbf{U}_p = \mathbf{V}_p \mathbf{\hat{R}}_p \quad ,
\]

\[
\dot{\mathbf{L}}_p = \dot{\mathbf{F}}_p \mathbf{F}_p^{-1} \quad , \quad \dot{\mathbf{D}}_p = \frac{1}{2} (\dot{\mathbf{L}}_p + (\dot{\mathbf{L}}_p)^T) \quad , \quad \mathbf{W}_p = \frac{1}{2} (\dot{\mathbf{L}}_p - (\dot{\mathbf{L}}_p)^T) \quad , \quad \dot{\mathbf{\Omega}}_p = \dot{\mathbf{\hat{R}}}_p \mathbf{\hat{R}}_p^T \quad ,
\]

\[
\dot{\mathbf{c}} = \dot{\mathbf{c}}_e + \dot{\mathbf{c}}_p \quad , \quad \dot{\mathbf{c}}_e = \mathbf{\hat{U}}_e - \mathbf{1} \quad , \quad \dot{\mathbf{c}}_p = \mathbf{1} - \mathbf{\hat{V}}_p^{-1} \quad ,
\]

\[
\mathbf{\dot{K}} = \mathbf{\dot{K}}_e + \mathbf{\dot{K}}_p = \mathbf{\hat{R}}_p \mathbf{\hat{K}} \mathbf{\hat{R}}_p^T \quad , \quad \mathbf{\dot{K}} = \left\{ \text{axl} \left( \mathbf{\hat{R}}^T \frac{\partial \mathbf{\hat{R}}}{\partial x_k} \right) \right\} \otimes \mathbf{E}_k \quad .
\]

**Stress and couple stress tensors**

\[
\mathbf{S} = (\text{det} \mathbf{F}) \mathbf{T} = \mathbf{R}_e \mathbf{\hat{T}} \mathbf{F}_e^T = \mathbf{F}_e \mathbf{\hat{S}} \mathbf{F}_e^T \quad , \quad \mathbf{\hat{P}} = (1 + \dot{\mathbf{c}}_e^T) \mathbf{T} = \dot{\mathbf{C}}_e \mathbf{\hat{S}} \quad ,
\]

\[
\mathbf{S}_c = (\text{det} \mathbf{V}) \mathbf{T}_c \mathbf{\hat{V}}^{-1} = \mathbf{\hat{R}}_e \mathbf{T}_c \mathbf{\hat{R}}_e^T \quad , \quad \mathbf{\hat{P}}_c \equiv \mathbf{\hat{T}}_c \quad .
\]
Specific free energy
\[
\Psi(t) = \Psi_c(t) + \Psi_p(t) \ , \ \Psi_p(t) = \Psi_p^{(is)}(t) + \Psi_p^{(kin)}(t) \ .
\]

Elasticity law
\[
\Psi_e = \frac{1}{2\varrho_R} \left\{ \lambda (\text{tr} \dot{\varepsilon}_e)^2 + (\mu + \alpha) \dot{\varepsilon}_e \cdot \dot{\varepsilon}_e + (\mu - \alpha) \dot{\varepsilon}_e \cdot \ddot{\varepsilon}_e^T \\
+ \beta (\text{tr} \dot{K}_e)^2 + (\gamma + \delta) \dot{K}_e \cdot \dot{K}_e + (\gamma - \delta) \dot{K}_e \cdot \dot{K}_e^T \right\} ,
\]
\[
T = \varrho_R \frac{\partial \Psi_e}{\partial \varepsilon_e} = \lambda (\text{tr} \dot{\varepsilon}_e) \mathbf{1} + 2\mu (\dot{\varepsilon}_e)_S + 2\alpha (\dot{\varepsilon}_e)_A ,
\]
\[
\dot{T}_c = \varrho_R \frac{\partial \Psi_e}{\partial K_e} = \beta (\text{tr} \dot{K}_e) \mathbf{1} + 2\gamma (\dot{K}_e)_S + 2\delta (\dot{K}_e)_A .
\]

Yield function
\[
f(t) = \hat{f} (\hat{P}, \hat{P}_c, \hat{\xi}, \hat{\xi}_c, k) \]
\[
= \left\{ \begin{array}{ll}
(\alpha_1 + \alpha_2)(\hat{P} - \hat{\xi})^D \cdot (\hat{P} - \hat{\xi})^D + (\alpha_1 - \alpha_2)(\hat{P} - \hat{\xi})^D \cdot (\hat{P}^T - \hat{\xi}^T)^D \\
+ (\alpha_3 + \alpha_4)(\hat{P}_c - \hat{\xi}_c)^D \cdot (\hat{P}_c - \hat{\xi}_c)^D + (\alpha_3 - \alpha_4)(\hat{P}_c - \hat{\xi}_c)^D \cdot (\hat{P}_c^T - \hat{\xi}_c^T)^D \end{array} \right\}^{\frac{1}{2}} - k ,
\]
\[
k = h + R , \ h = \text{const} .
\]

Loading criteria
\[
f = 0 : \ \text{yield condition} \ , \ \quad L(t) := \left[ \hat{f}(t) \right]_{s=\text{const}} ,
\]
\[
\dot{s} \left\{ \begin{array}{ll}
> 0 & \text{if } \hat{f} = 0 \ \text{and} \ \dot{L} > 0 \ \text{(} \leftrightarrow \text{plastic loading)} \\
= 0 & \text{otherwise} \ .
\end{array} \right.
\]

Flow rules
\[
\dot{\varepsilon}_p = \dot{\varepsilon}_p - \hat{\Omega}_p \varepsilon_p + \varepsilon_p \hat{L}_p \equiv \hat{L}_p - \hat{\Omega}_p = \frac{\dot{s}}{\zeta} \frac{\partial \hat{f}}{\partial \mathbf{P}} = \frac{\dot{s}}{\zeta} k \left\{ 2\alpha_1 (\hat{P} - \hat{\xi})_S^D + 2\alpha_2 (\hat{P} - \hat{\xi})_A^D \right\} ,
\]
\[
\dot{K}_p = \hat{K}_p - \hat{\Omega}_p K_p - K_p \hat{\Omega}_p^T = \frac{\dot{s}}{\zeta} \frac{\partial \hat{f}}{\partial \mathbf{P}_c} = \frac{\dot{s}}{\zeta} k \left\{ 2\alpha_3 (\hat{P}_c - \hat{\xi}_c)_S^D + 2\alpha_4 (\hat{P}_c - \hat{\xi}_c)_A^D \right\} ,
\]
\[
\dot{s} := \sqrt{\dot{\varepsilon}_p \cdot \dot{\varepsilon}_p + \dot{K}_p \cdot \dot{K}_p} ,
\]
\[
\zeta := \sqrt{\frac{\partial \hat{f}}{\partial \mathbf{P}} \cdot \frac{\partial \hat{f}}{\partial \mathbf{P}}} + \frac{\partial \hat{f}}{\partial \mathbf{P}_c} \cdot \frac{\partial \hat{f}}{\partial \mathbf{P}_c} ,
\]
\[
= \frac{1}{k} \left\{ \left[ 2\alpha_1 (\hat{P} - \hat{\xi})_S^D + 2\alpha_2 (\hat{P} - \hat{\xi})_A^D \right] \cdot \left[ 2\alpha_1 (\hat{P} - \hat{\xi})_S^D + 2\alpha_2 (\hat{P} - \hat{\xi})_A^D \right] \right\} .
\]
\[
+ \left[2\alpha_3(\hat{\mathbf{P}}_c - \hat{\mathbf{\xi}}_c)_{D}^2 + 2\alpha_4(\hat{\mathbf{P}}_c - \hat{\mathbf{\xi}}_c)_{A}^2\right] \cdot \left[2\alpha_3(\hat{\mathbf{P}}_c - \hat{\mathbf{\xi}}_c)_{S}^2 + 2\alpha_4(\hat{\mathbf{P}}_c - \hat{\mathbf{\xi}}_c)_{A}^2\right]^{\frac{1}{2}}.
\]

**Isotropic hardening**

\[
\dot{\Psi}^{(is)}_p = \hat{\Psi}^{(is)}_p(r) = \frac{1}{\varrho R} \left(\frac{1}{2} \gamma^{(is)} r^2 + R_0 r\right),
\]

\[
R := \varrho R \frac{\partial \Phi^{(is)}}{\partial r} = \gamma^{(is)} r + R_0, \quad R_0 = R|_{s=0}, \quad k_0 := k|_{s=0} = R_0 + h,
\]

\[
\dot{r} = (1 - \beta^{(is)} r) \frac{s}{\zeta}, \quad r|_{s=0} = 0 \iff
\]

\[
\dot{R} = [\gamma^{(is)} - \beta^{(is)} (R - R_0)] \frac{s}{\zeta} \iff \dot{k} = [\gamma^{(is)} - \beta^{(is)} (k - k_0)] \frac{s}{\zeta}.
\]

**Kinematic hardening**

\[
\dot{\mathbf{\xi}} : \text{back-stress tensor} \quad , \quad \dot{\mathbf{\xi}}_c : \text{back-couple stress tensor},
\]

\[
\dot{\Psi}^{(kin)}_p = \hat{\Psi}^{(kin)}_p(\hat{\mathbf{Y}}, \hat{\mathbf{\xi}}_c) = \frac{1}{2\varrho R} \left\{ c_1 (\text{tr} \hat{\mathbf{Y}})^2 + (c_2 + c_3) \hat{\mathbf{Y}} \cdot \hat{\mathbf{Y}} + (c_2 - c_3) \hat{\mathbf{Y}} \cdot \hat{\mathbf{Y}}^T \right.
\]

\[
+ c_4 (\text{tr} \hat{\mathbf{Y}}_c)^2 + (c_5 + c_6) \hat{\mathbf{Y}}_c \cdot \hat{\mathbf{Y}}_c + (c_5 - c_6) \hat{\mathbf{Y}}_c \cdot \hat{\mathbf{Y}}_c^T\bigg\},
\]

\[
\dot{\mathbf{\xi}} := (1 - \hat{\mathbf{Y}}^T) \hat{\mathbf{Z}} \quad , \quad \dot{\mathbf{\xi}}_c = \hat{\mathbf{\xi}}_c,
\]

\[
\dot{\mathbf{Z}} := \varrho R \frac{\partial \dot{\Psi}^{(kin)}}{\partial \hat{\mathbf{Y}}} = c_1 (\text{tr} \hat{\mathbf{Y}}) \mathbf{1} + 2c_2 \hat{\mathbf{Y}}_S + 3c_3 \hat{\mathbf{Y}}_A,
\]

\[
\dot{\mathbf{Z}}_c := \varrho R \frac{\partial \dot{\Psi}^{(kin)}}{\partial \hat{\mathbf{Y}}_c} = c_4 (\text{tr} \hat{\mathbf{Y}}_c) \mathbf{1} + 2c_5 (\hat{\mathbf{Y}}_c)_S + 3c_6 (\hat{\mathbf{Y}}_c)_A,
\]

\[
\dot{\hat{\mathbf{Y}}} := \dot{\mathbf{Y}} - \hat{\mathbf{\Omega}}_p \hat{\mathbf{Y}} + \hat{\mathbf{\Omega}}_p \hat{\mathbf{Y}}_p = \hat{\mathbf{\varepsilon}}_p - \hat{s}(2b_1 \hat{\mathbf{Z}}_S + 2b_2 \hat{\mathbf{Z}}_A),
\]

\[
\dot{\hat{\mathbf{Y}}}_c := \dot{\mathbf{Y}}_c - \hat{\mathbf{\Omega}}_p \hat{\mathbf{Y}}_c - \hat{\mathbf{Y}}_c \hat{\mathbf{\Omega}}_p = \hat{\mathbf{K}}_p - \hat{s} \left(2b_{c1}(\hat{\mathbf{Z}}_c)_S + 2b_{c2}(\hat{\mathbf{Z}}_c)_A\right).
\]

In these equations, plastic incompressibility is assumed to apply, so that \(\det \mathbf{F}_p = 1\) or \(\text{tr} \hat{\mathbf{L}}_p = 0\). While Eqs. (3.44) represent polar decompositions, this is not the case for Eqs. (3.46). It is important to notice that the second-order tensors \(\hat{\mathbf{U}}, \hat{\mathbf{V}}, \hat{\mathbf{U}}_c, \hat{\mathbf{V}}_c, \hat{\mathbf{U}}_p, \hat{\mathbf{V}}_p\) do not represent symmetric tensors generally. The micropolar strains \(\hat{\mathbf{\varepsilon}}, \hat{\mathbf{\varepsilon}}_c, \hat{\mathbf{\varepsilon}}_p\) and the so-called curvatures \(\hat{\mathbf{K}}, \hat{\mathbf{K}}_c, \hat{\mathbf{K}}_p\) are second-order tensors, which are generally non-symmetric. It is worth remarking that the definition of \(\hat{\mathbf{K}}_p\) in [67] involves the gradient operator and therefore \(\hat{\mathbf{K}}_p\) has to satisfy some compatibility conditions.

However, one can motivate geometrically the additive decomposition of \(\hat{\mathbf{K}}\) as done in [67], and then require the validity of this for more general cases, where \(\hat{\mathbf{K}}_p\) is only an arbitrary map, not necessarily related to some gradient operators. This corresponds to the fact that \(\mathbf{F}_p\) does not represent a gradient tensor generally, and confirms a proposal made by Steinmann [149]. Thus, all relations in the constitutive theory developed in [67] remain valid. \(\mathbf{T}\) and \(\mathbf{C}\) are the Cauchy stress tensor and the Eulerian
couple stress tensor, respectively; they enter into the local equations of momentum and of moment of momentum (see Eqs. (3.41) and (3.42)).

$\hat{P}$ and $\hat{P}_c$ denote so-called Mandel stress and Mandel couple stress tensors, respectively. The specific free energy $\Psi$ in Eq. (3.52) is composed additively of parts responsible for elasticity, isotropic and kinematic hardening. Further, $\Psi$ is stipulated to be an isotropic tensor function of its arguments. Following Eringen [46, Sect. 5], we assume $\Psi_e$ to be given by the quadratic function (3.53). The yield function in Eq. (3.56) represents a finite deformation counterpart of a yield function for small deformations proposed by de Borst [11]. The flow rules are associated normality rules, derived as sufficient conditions for the validity of Il’iushin’s postulate extended to micropolar materials. Isotropic hardening is governed by the equations summarized in (3.63)–(3.66). Such forms of isotropic hardening rules are intensively investigated for classical plasticity by Chaboche [19, 20]. It is pointed out that this isotropic hardening model captures effects of micropolar strains and curvatures in a unified manner.

In fact, $\dot{\tau}$ in Eq. (3.65) depends on $\dot{s}$ which in turn is a function of both $\dot{\epsilon}_p$ and $\dot{K}_p$ (see Eq. (3.61)). Of course, one may regard isotropic hardening rules which are additively composed of two parts, accounting for micropolar strains and curvatures separately. However, such possibilities will not affect the goals of the paper essentially. Kinematic hardening is modelled by Eqs. (3.67)–(3.73), with $\hat{\xi}$ and $\hat{\xi}_c$ being back-stress and back-couple stress tensors of Mandel type, respectively. (Classical hardening rules on the basis of Mandel back-stress tensors have been introduced for the first time in [157].) The evolution equations (3.72) and (3.73) correspond to the well-known Armstrong-Frederick kinematic hardening rule in classical, small deformation plasticity. Finally, the quantities $\mu$, $\lambda$, $\alpha$, $\beta$, $\gamma$, $\delta$, $\alpha_1$–$\alpha_4$, $h$, $\beta^{(i)}$, $\gamma^{(i)}$, $R_0$, $c_1$–$c_6$, $b_1$, $b_2$, $b_{c1}$, $b_{c2}$ are material parameters, which have to be chosen appropriately.

### 3.5 Classical limit of micropolar elasticity

Before going to establish classical limits for the micropolar plasticity theory presented in the last section, it is convenient to discuss preparatory the case of isotropic micropolar elasticity. The latter is defined by the field equations (3.41) and (3.42), an isotropic specific free energy function (3.35) and the elasticity laws (3.170) and (3.171) (see Sect. 3.8.4).

Classical isotropic elasticity is characterized by a symmetric Cauchy stress tensor $\mathbf{T}$, or equivalently by a symmetric weighted Cauchy stress tensor $\mathbf{S}$, and vanishing couple stress tensor $\mathbf{T}_c$, and therefore vanishing $\mathbf{T}_c$ (see Eq. (3.171)). The first Piola Kirchhoff stress tensor $\mathbf{S}_R$ and the Biot stress tensor $\mathbf{S}_B$ are defined (cf. Ogden [134, Sect. 3.5.2]) by

$$\mathbf{S}_R := \mathbf{S} \mathbf{F}^{-1}, \quad \mathbf{S}_B := \mathbf{R}^T \mathbf{S}_R = (\mathbf{R}^T \mathbf{S}_R)\mathbf{U}^{-1}, \quad (3.74)$$

so that

$$\mathbf{S}_B \mathbf{U} = \mathbf{R}^T \mathbf{S}_R = \text{sym.} \quad (3.75)$$

Moreover, there exists a specific free energy function $h = \tilde{h}(\mathbf{F})$, which, because of the principle of material objectivity, cannot depend arbitrary on $\mathbf{F}$, but it is restricted to

$$h = \tilde{h}(\mathbf{F}) = \tilde{h}(\mathbf{U}) \quad (3.76)$$

In the case of isotropy, $\tilde{h}$ is subjected to

$$\tilde{h}(\mathbf{U}) = \tilde{h}(\mathbf{Q}\mathbf{U}\mathbf{Q}^T) \quad (3.77)$$
where \( Q \) is an arbitrary rotation. Since \( S_R \) is work conjugate to \( F \), we have \( \dot{h} = \frac{\partial h}{\partial F} \cdot \dot{F} = \frac{1}{\varrho_R} S_R \cdot \dot{F} \), and hence \( S_R = \varrho_R \frac{\partial h}{\partial F} \). On the other hand,

\[
S_R \cdot \dot{F} = S_B U \cdot R^T \dot{R} + S_B \cdot \dot{U},
\]

or, in view of the fact that \( R^T \dot{R} \) is skew symmetric and \( S_B U \) is symmetric,

\[
S_R \cdot \dot{F} = S_B \cdot \dot{U} \equiv (S_B)_S \cdot \dot{U}.
\]

Thus,

\[
\dot{h} = \frac{\partial h}{\partial U} \cdot \dot{U} = \frac{1}{\varrho_R} (S_B)_S \cdot \dot{U}
\]

and therefore

\[
(S_B)_S = \varrho_R \frac{\partial h}{\partial U}.
\]

Consequently, the elasticity tensor \( C := \varrho_R \frac{\partial^2 h}{\partial U \partial U} \) possesses the symmetry properties

\[
C_{ijkl} = C_{jikl} = C_{ijlk} = C_{klij}.
\]

It is perhaps of interest to notice that isotropy implies that the Cauchy stress tensor may be represented as a function of \( V \), e.g., of the form

\[
S = \alpha_0 I + \alpha_1 V + \alpha_2 V^2,
\]

where \( \alpha_0, \alpha_1, \alpha_2 \) are invariants of \( V \). Then

\[
S_B = (R^T S R) U^{-1} = \alpha_0 U^{-1} + \alpha_1 I + \alpha_2 U,
\]

which means that \( S_B \) is symmetric, \( S_B \equiv (S_B)_S \).

Returning to the micropolar elastic material, we define the first Piola Kirchhoff stress tensor \( S_R \) and a Biot stress tensor \( S_B \) as above by \( S_R := SF^{-1} \) and \( S_B := R^T S R = (R^T S R) U^{-1} \). Then, in view of

\[
\bar{T} = R^T S F^{-1}
\]

(cf. Eq. (3.170)), we conclude that

\[
S_B = q^T \bar{T} = (R^T S R) U^{-1},
\]

where

\[
\bar{U} = q U, \quad q := R^T R.
\]

The first equation in (3.87) represents the polar decomposition of \( \bar{U} \) with \( q \) and \( U \) being rotation and symmetric positive definite second-order tensors, respectively.

Now, let \( \mathcal{U} = (m_1, \ldots, m_p) \) be the array of material parameters, with \( m_1, \ldots, m_p, p < n \), occurring in terms involving the curvature tensor, the remaining being related to terms involving the micropolar
strain tensor only. We denote by $\mathbf{U}_d = (m'_1, \ldots, m'_n)$ an array of values with $m'_1, \ldots, m'_p$ vanishing. We shall now discuss conditions which have to hold in order for a classical limiting elasticity law to arise when $\mathbf{U} \rightarrow \mathbf{U}_d$.

Concentrating on isotropic elasticity, we assume that as $\mathbf{U}$ approaches $\mathbf{U}_d$, the free energy function $\tilde{\Psi}$ converges uniformly against $\Psi(t) = \tilde{\Psi}(\tilde{\epsilon})$, so that the following apply:

$$\lim_{\mathbf{U} \rightarrow \mathbf{U}_d} \tilde{\Psi} = \tilde{\Psi}(\tilde{\epsilon}),$$

$$\lim_{\mathbf{U} \rightarrow \mathbf{U}_d} \tilde{T}_c = \rho_R \lim_{\mathbf{U} \rightarrow \mathbf{U}_d} \frac{\partial \tilde{\Psi}}{\partial \tilde{K}} = 0,$$

$$\lim_{\mathbf{U} \rightarrow \mathbf{U}_d} \frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}} = \frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}} .$$

In other words, in the limit $\mathbf{U} \rightarrow \mathbf{U}_d$ the couple stress tensor $\mathbf{T}_c$ will vanish, and Eq. (3.170) furnishes

$$\tilde{T} = \rho_R \frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}} = (\tilde{R}^T \tilde{S} \tilde{R}) \tilde{U}^{T-1} .$$

Consequently,

$$\left(\tilde{T}\tilde{U}^T\right)_S = \rho_R \left(\frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}} \tilde{U}^T\right)_S = \tilde{R}^T \tilde{S} \tilde{R} ,$$

$$\left(\tilde{T}\tilde{U}^T\right)_A = \rho_R \left(\frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}} \tilde{U}^T\right)_A = \tilde{R}^T \tilde{S} \tilde{R} ,$$

from which follows that

$$\mathbf{S}_A = 0 \iff \tilde{T}\tilde{U}^T = \tilde{U}\tilde{T}^T .$$

Proceeding to find out conditions imposing $\mathbf{S}$ to be symmetric, we assume the couple body forces $\mathbf{b}_c$ to vanish. It follows from Eq. (3.42) that $\mathbf{S}$ will always be symmetric, and hence $\mathbf{t}_T \equiv 0$, if and only if $\mathbf{t}_\sigma \equiv \text{const.}$. For arbitrary time functions $\mathbf{\omega}$ (see Eq. (3.167)), latter may be satisfied if and only if $\mathbf{j} = 0$, which is equivalent to $\mathbf{\theta} = \frac{1}{2} (\text{tr} \mathbf{j}) \mathbf{1} - \mathbf{j} = 0$ (cf. Eringen [46, p. 33]). Necessary and sufficient condition for this equation is that the microcontinuum, as adopted here, must vanish, or in other words $\mathbf{R}'(\mathbf{x})$ has to shrink to the point $\mathbf{x}' = 0$. This follows from the mean value theorem for integrals and the fact that $\mathbf{x}' \otimes \mathbf{x}'$ in Eqs. (3.151) or (3.162) is positive semi-definite, for all $\mathbf{x}'$ with $\mathbf{x} + \mathbf{x}' \in \mathbf{R}'(\mathbf{x})$. Thus, the symmetry of $\mathbf{S}$ is equivalent to vanishing microcontinuum.

Suppose now $\mathbf{\theta} = 0$, so that $\mathbf{S}_A = 0$. In order to discuss the symmetry of the stress tensor $\mathbf{S}$ in the context of constitutive relations, we recall that classical isotropic elasticity is characterized by a free energy function of the form (3.77). Thus, we seek for conditions implying

$$\tilde{\Psi}(\tilde{\mathbf{U}}) := \tilde{\Psi}(\tilde{\mathbf{\epsilon}}) = \tilde{h}(\mathbf{U}),$$

(3.95)

or

$$\tilde{\Psi}(q\mathbf{U}) = \tilde{h}(\mathbf{U}) .$$

(3.96)
For every symmetric, positive definite tensor $U$, the latter is an equation for $q$, and therefore for $R$, whenever $R$ is known.

Let $q = f(U)$ be any solution of this equation. When changing the reference configuration from $\mathcal{R}_R$ to $\mathcal{R}_R^*$ by an arbitrary rotation $Q$, the deformation gradient tensor $F$ changes to $F^*$,

$$F^* = FQ^T = R^*U^* = \bar{R}^*\bar{U}^*,$$  \hspace{1cm} (3.97)

with

$$R^* = RQ^T, \quad U^* = QUQ^T, \quad \bar{R}^* = \bar{R}Q^T, \quad \bar{U}^* = \bar{U}Q^T$$  \hspace{1cm} (3.98)

and

$$q^* = \bar{R}^{*T}R^* = QqQ^T.$$  \hspace{1cm} (3.99)

Because of isotropy, we have $\bar{\Psi}(q^*U^*) = \bar{\Psi}(qU) = \bar{h}(U^*) = \bar{h}(U)$ and therefore $q^* = Qf(U)Q^T = f(U^*)$ will be solution of the equation $\bar{\Psi}(q^*U^*) = \bar{h}(U^*)$. That means, $f(\cdot)$ must be an isotropic tensor function of the symmetric second-order tensor $U$,

$$Qf(U)Q^T = f((QUQ)^T).$$  \hspace{1cm} (3.100)

It follows that $q$ has to be also symmetric, because every isotropic tensor-valued function of a symmetric tensor is also symmetric. Hence, $q$ must indicate the properties $\bar{q} = q^T = q^{-1}$, which can be fulfilled if and only if $q \equiv 1$ or $R \equiv R$. But as $U \to U_{cl}$ and $R = \bar{R}$ (or $\bar{U} = U$), $T$ will be reduced to the classical Biot stress tensor, and consequently, $T$ will be coaxial to $U$ so that $TU = UT$, consistent with $S_A = 0$ in Eq. (3.94). The mathematical interpretation of this result is that in the limiting case there exist no more constitutive and field equations for $R$ and $\bar{R}$ has to be determined from the solution $q = f(U)$. This implies for isotropy the unique solution $R \equiv R$.

Summarizing, classical isotropic elasticity will be the result whenever $\mathcal{R}_R'(x)$ shrinks to a point, $b_c = 0$, $\bar{R} = R$ (or $\bar{U} = U$) and $U \to U_{cl}$ so that $\bar{T} \to (S_B)_S = S_B$.

Clearly, if it is desired that the elasticity tensor of the limiting material $\bar{C}$ is derivable from the elasticity tensor of the micropolar material, then the limiting process $U \to U_{cl}$ has to take place in such a way that $\bar{C}$ indicates the properties

$$\bar{C} := \lim_{U \to U_{cl}} \varrho_R \left. \frac{\partial^2 \bar{\Psi}}{\partial \bar{\epsilon} \partial \bar{\epsilon}} \right|_{\bar{U} = U} = \varrho_R \left. \frac{\partial^2 \bar{\Psi}}{\partial \epsilon \partial \epsilon} \right|_{\bar{U} = U}$$  \hspace{1cm} (3.101)

and $\bar{C}$ satisfies (3.82). Otherwise, if $\bar{C}$ is defined by $\bar{C} = \varrho_R \left. \frac{\partial^2 \bar{h}}{\partial \bar{U} \partial \bar{U}} \right|_{\bar{U} = U}$, relations (3.82) will be satisfied trivially. To discuss this point in more details, we confine ourself on the free energy function in Eq. (3.53), but for the pure elastic case:

$$\bar{\Psi} = \bar{\Psi}(\bar{\epsilon}, \bar{K}) = \frac{1}{2\varrho_R} \left\{ \lambda (\text{tr} \bar{\epsilon})^2 + (\mu + \alpha) \bar{\epsilon} \cdot \bar{\epsilon} + (\mu - \alpha) \bar{\epsilon} : \bar{\epsilon} \right\}$$

$$+ \beta (\text{tr} \bar{K})^2 + (\gamma + \delta) \bar{K} \cdot \bar{K} + (\gamma - \delta) \bar{K} : \bar{K}.$$  \hspace{1cm} (3.102)

For $\beta, \gamma, \delta \to 0$ we have

$$\frac{\partial \bar{\Psi}}{\partial \bar{\epsilon}} = \lim_{\beta, \gamma, \delta \to 0} \frac{\partial \bar{\Psi}}{\partial \bar{\epsilon}} = \frac{1}{2\varrho_R} \left\{ \lambda (\text{tr} \bar{\epsilon})^2 + (\mu + \alpha) \bar{\epsilon} \cdot \bar{\epsilon} + (\mu - \alpha) \bar{\epsilon} : \bar{\epsilon} \right\}.$$  \hspace{1cm} (3.103)
\[ \dot{\Psi}(\dot{\varepsilon} = U - 1) = \tilde{h}(U) = \frac{1}{2\varrho R} \{ \lambda [\text{tr}(U - 1)]^2 + 2\mu(U - 1) \cdot (U - 1) \} , \] (3.104)

\[ \frac{\partial^2 \dot{\Psi}}{\partial \varepsilon_{ij} \partial \varepsilon_{mn}} = \frac{1}{\varrho R} \{ \lambda \delta_{ij} \delta_{mn} + \mu(\delta_{im} \delta_{jn} + \delta_{jm} \delta_{in}) + \alpha(\delta_{im} \delta_{jn} - \delta_{jm} \delta_{in}) \} . \] (3.105)

If one defines \( \tilde{C} \) by

\[ \tilde{C} := \varrho R \frac{\partial^2 \dot{\Psi}}{\partial \varepsilon \partial \varepsilon} \bigg|_{\varepsilon = U - 1} , \] (3.106)

then, in view of Eq. (3.105), \( \tilde{C} \) will fulfill relations (3.82) if and only if \( \alpha = 0 \). Thus, for classical elasticity the conditions \( \alpha, \beta, \gamma, \delta \rightarrow 0 \) will be required. If, however, \( \tilde{C} \) is defined by

\[ \tilde{C} := \varrho R \frac{\partial^2 \tilde{h}}{\partial U \partial U} , \] (3.107)

then relations (3.82) will be satisfied trivially and \( \alpha \) may be arbitrary.

### 3.6 Classical limit of the micropolar plasticity model

#### 3.6.1 Elasticity law – flow rule – additive decomposition of strain

Generalizing the results of Sect. 3.5, we suppose \( R'_e(x) \) to be vanishing, \( b_e = 0, \bar{R}_e = R_e, \) and \( \beta, \gamma, \delta \rightarrow 0, \) so that

\[ \Psi_e = \frac{1}{2\varrho R} \{ \lambda [\text{tr}(U_e - 1)]^2 + 2\mu(U_e - 1) \cdot (U_e - 1) \} , \] (3.108)

\[ \hat{S}_B = (\hat{S}_B)_e = \hat{T}|_{U_e = U_e} = \lambda \{\text{tr}(U_e - 1)\} \mathbf{1} + 2\mu(U_e - 1) = R^T_e S F^{-1}_e . \] (3.109)

It is worth remarking that generally it is not correct to also set \( \bar{R}_p = R_p \) and therefore \( \bar{R} = R. \) In fact, because of \( F = F_e F_p, \bar{R} = R, R_p, \) we would have \( U = R^T_e U_e V_p R_p \) and hence \( U, V_p = V_p U_e. \) That means, \( U_e \) and \( V_p \) would always possess the same principal axes, which cannot generally be true.

It is convenient to introduce the Second-Piola-Kirchhoff stress tensor \( \hat{S} \), with respect to the plastic intermediate configuration,

\[ \hat{S} = F^{-1}_e S F^{-1}_e , \] (3.110)

so that the Mandel stress tensor \( \hat{P} \) becomes (cf. [157])

\[ \hat{P} := \hat{C}_e \hat{S} = (1 + 2\hat{\Gamma}_e) \hat{S} , \] (3.111)

where

\[ \hat{\Gamma}_e = \frac{1}{2}(C_e - 1) . \] (3.112)

In the case of isotropy, assumed here, \( \hat{S} \) and \( \hat{\Gamma}_e \) possess the same principal axes, so that \( \hat{\Gamma}_e \hat{S} \) is commutative and the Mandel stress tensor becomes symmetric.
3.6 Classical limit of the micropolar plasticity model

Commonly in metal plasticity small elastic strains are assumed. We define by

\[ \epsilon_e := \sup_{X \in \mathbb{R}^n, t \geq 0} \{ ||U_e - 1|| \} \]  

(3.113)

a measure for the smallness of elastic strains. Then

\[ U_e = 1 + \mathcal{O}(\epsilon_e) \quad , \quad V_e = 1 + \mathcal{O}(\epsilon_e) \quad , \quad F_e = R_e + \mathcal{O}(\epsilon_e) \]  

(3.114)

where \( \mathcal{O} \) denotes the Landau symbol. These allow to establish the approximations

\[ \hat{\Gamma}_e \approx U_e - 1 \quad , \quad \hat{S} \approx \hat{S}_B \]  

(3.115)

and hence

\[ \hat{S} \approx \lambda (\text{tr} \hat{\Gamma}_e) 1 + 2\mu \hat{\Gamma}_e \]  

(3.116)

In order to obtain classical plasticity with von Mises yield function (cf. [157]), keeping in mind that in the case of elastic isotropy \( \hat{P} \) is symmetric, we set \( \alpha_2 = \alpha_3 = \alpha_4 = 0 \) and \( \alpha_1 = \frac{3}{4} \) in Eq. (3.56) to obtain

\[ f = \hat{f}(\hat{P}, \hat{\xi}, k) = \sqrt{\frac{3}{2}} (\hat{P} - \hat{\xi})_S \cdot (\hat{P} - \hat{\xi})_S - k \]  

(3.117)

It follows from Eqs. (3.59)–(3.62) that

\[ \hat{D}_p = \hat{s} \frac{\partial \hat{f}}{\partial \hat{P}} = \frac{3}{2k} \hat{s}(\hat{P} - \hat{\xi})_S^D \equiv \frac{3}{2k} \hat{s}(\hat{P} - \hat{\xi})_S^D \]  

(3.118)

\[ \hat{W}_p = \hat{\Omega}_p \]  

(3.119)

\[ \hat{K}_p = 0 \]  

(3.120)

where now \( \hat{s} \) is defined classically through

\[ \hat{s} = \sqrt{\frac{2}{3} \hat{D}_p \cdot \hat{D}_p} \]  

(3.121)

According to Eq. (3.119), the material plastic spin \( \hat{W}_p \) and the micropolar plastic (microgyration) spin \( \hat{\Omega}_p \) are equal, but undetermined. Consequently, \( \hat{R}_p \) will be undetermined too. Now, it is convenient to interpret \( \hat{D}_p \) as Oldroyd time derivative of \( \hat{\Gamma}_p \) (see also [157]),

\[ \hat{D}_p = \hat{\Gamma}_p + \hat{L}_p^T \hat{\Gamma}_p + \hat{\Gamma}_p \hat{L}_p \quad , \quad \hat{\Gamma}_p := \frac{1}{2} (1 - \hat{B}_p^{-1}) \]  

(3.122)

This way, the resulting model may be formulated by means of the strain tensors \( \hat{\Gamma}_e, \hat{\Gamma}_p \), and we have

\[ \hat{\Gamma} := F_p^T EF_p = \hat{\Gamma}_e + \hat{\Gamma}_p \quad , \quad E := \frac{1}{2} (F^T F - 1) \]  

(3.123)
3.6.2 Hardening rules

To complete the derivation of the limiting classical model the rules for isotropic and kinematic hardening remain still to be given. It is a straightforward matter to verify from Eqs. (3.63)–(3.66) that isotropic hardening essentially maintains its form

\[ R = \gamma^{(is)} r + R_0 \quad , \quad R_0 = R|_{s=0} = k_0 = k|_{s=0} = R_0 + h \quad , \quad (3.124) \]

\[ \dot{r} = (1 - \beta^{(is)} r) \dot{s} \quad , \quad r|_{s=0} = 0 \quad \Leftrightarrow \quad (3.125) \]

\[ \dot{R} = [\gamma^{(is)} - \beta^{(is)} (R - R_0)] \dot{s} \quad \Leftrightarrow \quad \dot{k} = [\gamma^{(is)} - \beta^{(is)} (k - k_0)] \dot{s} \quad , \quad (3.126) \]

but now \( \dot{s} \) is given as in Eq. (3.121).

Proceeding to establish the resulting kinematic hardening rule, we rewrite Eq. (3.72) by adding the term \( \mathbf{L}_p \dot{\mathbf{Y}} - \mathbf{L}_p \dot{\mathbf{Y}} \) on the left hand side, keeping in mind that \( \dot{\mathbf{e}}_p = \mathbf{L}_p - \boldsymbol{\Omega}_p = \mathbf{D}_p \):

\[ \dot{\mathbf{Y}} - \mathbf{L}_p \dot{\mathbf{Y}} + \dot{\mathbf{Y}} \mathbf{L}_p + \dot{\mathbf{D}}_p \dot{\mathbf{Y}} = \dot{\mathbf{D}}_p - \sqrt{\frac{3}{2}} \dot{s} (2b_1 \dot{\mathbf{Z}}_S + 2b_2 \dot{\mathbf{Z}}_A) \quad , \quad (3.127) \]

or

\[ \dot{\mathbf{Y}} - \mathbf{L}_p \dot{\mathbf{Y}} + \dot{\mathbf{Y}} \mathbf{L}_p = \dot{\mathbf{D}}_p (1 - \mathbf{Y}) - \dot{s} \left\{ (b_1^* + b_2^*) \dot{\mathbf{Z}} + (b_1^* - b_2^*) \dot{\mathbf{Z}}^T \right\} \quad . \quad (3.128) \]

Again, \( \dot{s} \) is defined as in (3.121) and \( b_1^* = \sqrt{\overline{b}_1} \), \( b_2^* = \sqrt{\overline{b}_2} \). From Eq. (3.128) it can be concluded that \( \dot{\mathbf{Y}} \) will be generally nonsymmetric. This will be true even if \( b_1^* = b_2^* = 0 \). Consequently, it is natural to assume the conjugate stress tensor \( \dot{\mathbf{Z}} \) and the related backstress tensor \( \mathbf{\xi} \) as in Eqs. (3.70) and (3.69), respectively. Since \( \dot{\mathbf{Y}}_c \) should not be present in the free energy function, we set \( c_4 = c_5 = c_6 = 0 \), and without loss of generality, we set \( b_{c1} = b_{c2} = 0 \), so that \( \dot{\mathbf{Y}}_c = 0 \), by virtue of (3.120).

3.7 Concluding remarks

In the classical limit of the elastic-plastic model the elastic rotation \( \mathbf{R}_e \) becomes equal to the micropolar elastic rotation \( \mathbf{R}_c \), whereas the plastic material spin \( \mathbf{W}_p \) becomes equal to the plastic microgyration tensor \( \mathbf{\Omega}_p \) and therefore \( \mathbf{R}_p \neq \mathbf{R}_c \) in general. This is different from other approaches in the literature where \( \mathbf{R} = \mathbf{R} \) is often assumed to apply. Also the resulting classical model is characterized by an elasticity law with respect to the Biot stress tensor relative to the plastic intermediate configuration, and a von Mises yield function expressed in terms of Mandel stress tensors. The flow rule represents an associated normality condition, and the isotropic hardening rule remains unchanged. It turns out that the most interesting result concerns kinematic hardening. In fact, if the yield function is an isotropic tensor function of an effective stress tensor, as, e.g., \( \mathbf{P} - \mathbf{\xi} \), then almost all classical plasticity models deal with symmetric back stress tensors. Furthermore, the free energy function is assumed to depend on an internal strain tensor \( \dot{\mathbf{Y}} \) responsible for kinematic hardening, which is also symmetric. Consequently only corotational or upper and lower Oldroyd time derivatives are invoked in the evolution equations governing the response of kinematic hardening (see, e.g., [157]). Opposite to such classical models, in the derived limiting classical model the internal strain \( \dot{\mathbf{Y}} \) is nonsymmetric and the evolution equation for \( \dot{\mathbf{Y}} \) is formulated by means of a mixed Oldroyd time derivative. Note that van der Giessen [63, 64] proposed an interesting plasticity theory, in which the yield function is expressed in terms of Mandel
stress tensors as well. Mixed Oldroyd time derivative is invoked also in this theory, but the evolution equation is formulated direct for the back stress tensor \( \hat{\xi} \). Opposite to this theory, the back stress tensor \( \hat{\xi} \) in the present paper is given as a function of \( \hat{Y} \) and \( \hat{Z}(\hat{Y}) \) and a mixed Oldroyd time derivative is used to specify the evolution of \( \hat{Y} \). Of course, it is of general interest to discuss characteristic properties of the resulting limiting model with reference to other standard classical plasticity models. This will then be the aim of Part II.

Appendix

3.8 Derivation of balance laws for momentum and moment of momentum according to Mindlin’s approach

Having available the definition of the microcontinuum, the kinematical relations and the equations describing conservation of mass (see Sect. 3.3.2), Mindlin’s approach for deriving the balance laws of momentum and of moment of momentum can be extended from small to finite deformations. The conception of this approach may be described as follows. When dealing with materials whose response is governed by higher order stresses, to establish the local equations of motion on a purely geometrical way, it may become quickly hard to follow. Alternatively, one may use Hamilton’s principle to derive these equations. It is emphasized, that this principle concerns only conservative mechanical systems and is equivalent to the local equations of motion, provided all functions involved are sufficiently smooth. However, although the local equations of motion will be derived in the framework of conservative systems, they still apply to every mechanical system governed by similar higher order stresses. Consequently, they can be utilized for the elastic-plastic materials addressed in the present paper. Another important reason for employing this approach is to derive rigorously the local equations of motion for the macrocontinuum by using appropriate averages of the microcontinuum, as we shall see.

3.8.1 Hamilton’s principle for pure elastic materials

Hamilton’s principle for independent variations \( \delta u \) and \( \delta \bar{R} \) of displacement \( u := x - X \) and micropolar rotation \( \bar{R} \), and fixed times \( t_0, t_1 \), reads

\[
\delta \left( \int_{t_0}^{t_1} K dt + \int_{t_0}^{t_1} W_e dt \right) = \delta \int_{t_0}^{t_1} W dt ,
\]

or

\[
\int_{t_0}^{t_1} \delta K dt + \int_{t_0}^{t_1} \delta W_e dt = \int_{t_0}^{t_1} \delta W dt .
\]

Here, \( K \) and \( W_e \) are the total kinetic energy and the work done by external forces for the macrocontinuum, respectively, while the work of the internal forces is designated by \( W \). Variations \( \delta u \) and \( \delta \bar{R} \), as well as quantities \( K, W_e, W \) are defined in the following sections.
### 3.8.2 Variation of $u$ and $\tilde{R}$

Let $\partial R^u_i$ be the part of the boundary where the displacement components $u_i$ are prescribed, $u_i = u_i^0$ on $\partial R^u_i$. Variations $\delta u = \delta u(x, t)$ are defined to be, as sufficiently as needed, smooth functions vanishing on $\partial R^u_i$, i.e., $\delta u_i = 0$ on $\partial R^u_i$. Moreover, $\delta u$ have to vanish everywhere at times $t_0$ and $t_1$, $\delta u \equiv 0$ on $R_{t_0}$ or $R_{t_1}$.

In order to introduce variations $\delta \tilde{R}$, of the micropolar rotation $\tilde{R}$, we assume $\varphi = \varphi_i e_i$ to be the axial vector of the skew-symmetric tensor associated with the micropolar rotation $\tilde{R}$ (cf. Eq. (3.19)):

$$\tilde{R} = \exp(\Phi) = \exp(\text{Spn}(\varphi)) \quad .$$

(3.131)

Let $\partial R^\varphi_i$ be the part of $\partial R_i$ where rotation boundary conditions are prescribed, $\varphi_i = \varphi_i^0$ on $\partial R^\varphi_i$. We designate by $R_{\varphi}$ the value of $R$ for fixed $\varphi$. If we superpose to $R_{\varphi}$ a further rotation $Q = Q(\xi M) = \exp(\xi M)$, then $\tilde{R} = Q R_{\varphi}$. Here, $\xi$ is scalar-valued and $M = M(x, t)$ is skew-symmetric second-order tensor. The variation of $\tilde{R}$ is defined by

$$\delta \tilde{R} = \left. \frac{\partial}{\partial \xi} Q(\xi M) R_{\varphi} \right|_{\xi = 0} \xi \quad .$$

(3.132)

By using the Euler-Rodrigues formula (3.20),

$$\delta \tilde{R} = (\xi M) R_{\varphi} = \delta M R_{\varphi} \quad ,$$

(3.133)

with

$$\delta M = \delta M(x, t) := \xi M = \text{Spn}(\delta m) \leftrightarrow \delta m = \text{axl}(\delta M) \quad .$$

(3.134)

Additionally, the variations $\delta m = \delta m(x, t)$ are required to be, as sufficiently as needed, smooth functions vanishing on $\partial R^\varphi_i$ and satisfying $\delta m \equiv 0$ on $R_{t_0}$ or $R_{t_1}$.

### 3.8.3 Kinetic energy of the macroscopic continuum

The total kinetic energy of the macrocontinuum is given by (cf. [122])

$$K := \int_{R_T} T dV \equiv \int_{R_T} \tau dv \quad ,$$

(3.135)

where $T$ is the density of kinetic energy of the macroscopic continuum at $X$ per unit volume of the reference configuration of the macroscopic continuum, and $\tau$ is the density of kinetic energy of the macroscopic continuum at $x$ per unit volume of the actual configuration of the macroscopic continuum. We define

$$T = T(X, t) := \frac{1}{2} \langle \rho' R(X, X') \rangle_{R_T} \langle (x + x') \cdot (x + x') \rangle_{R_T} = \frac{\theta_R}{2} \langle (x + x') \cdot (x + x') \rangle_{R_T} \quad ,$$

(3.136)

$$\tau = \tau(x, t) := \frac{1}{2} \langle \rho' (x, x', t) \rangle_{R_T} \langle (x + x') \cdot (x + x') \rangle_{R_T} = \frac{\theta_T}{2} \langle (x + x') \cdot (x + x') \rangle_{R_T} \quad ,$$

(3.137)
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where \( \langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_R} \) and \( \langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_t} \) are respectively averages of squares of velocities to be defined appropriately, and use has been made of (3.37) and (3.39). In order that definitions (3.136) and (3.137) are compatible with (3.135), we have to prove that

\[
TdV = \tau dv .
\]  

(3.138)

In addition, we shall show that \( T \) and \( \tau \) obey the representations

\[
T = \frac{\partial R}{2} (\dot{\mathbf{x}} \cdot \mathbf{x}) + \frac{\partial R}{2} \mathbf{R}^T \mathbf{\Theta} ,
\]

(3.139)

\[
\tau = \frac{\partial}{2} (\dot{\mathbf{x}} \cdot \mathbf{x}) + \frac{\partial}{2} \mathbf{\Omega}^T \mathbf{\Theta} ,
\]

(3.140)

where \( \Theta \) and \( \theta \) are Lagrangean and Eulerian second-order tensors, respectively, to be given below. They fulfill the transformation formula

\[
\theta = \mathbf{R} \Theta \mathbf{R}^T .
\]

(3.141)

To prove Eqs. (3.138)–(3.140), we consider two possibilities for the material point \( X' = 0 \) of the microcontinuum. In the first possibility, we assume this point to be the volume centroid of the microcontinuum, i.e.,

\[
\int_{\mathcal{R}_R} \mathbf{X}' dV' = 0 .
\]  

(3.142)

As the deformation of the microcontinuum is homogeneous, we have \( \mathbf{X}' = \mathbf{R}^T \mathbf{x}' \), so that Eq. (3.142) is equivalent to

\[
\int_{\mathcal{R}_t} \mathbf{X}' dV' = 0 ,
\]

(3.143)

where (3.29) has been taken into account. Since \( \mathbf{R} \) is a regular mapping, the linear equation (3.143) possesses only the trivial solution

\[
\int_{\mathcal{R}_t} \mathbf{x}' dV' = 0 .
\]

(3.144)

In other words, the material point of the microcontinuum which is volume centroid in the reference configuration remains volume centroid in the actual configuration as well. From Eq. (3.144),

\[
\int_{\mathcal{R}_t} \dot{\mathbf{x}}' dV' = 0 .
\]

(3.145)

According to the first possibility, \( \langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_R} \) and \( \langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_t} \) are given by the following volume averages:

\[
\langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_R} := \frac{1}{V'} \int_{\mathcal{R}_R} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dV' ,
\]  

(3.146)

\[
\langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_t} := \frac{1}{v'} \int_{\mathcal{R}_t} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dV' .
\]

(3.147)

It follows from Eqs. (3.136) and (3.137) that

\[
T = \frac{\partial R}{2} \left\{ \frac{1}{V'} \int_{\mathcal{R}_R} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dV' \right\} = \frac{\partial R}{2} (\dot{\mathbf{x}} \cdot \mathbf{x}) + \frac{\partial R}{2} \left\{ \frac{1}{V'} \int_{\mathcal{R}_R} \dot{\mathbf{x}}' \cdot \dot{\mathbf{x}}' dV' \right\}
\]

(3.148)
and

\[
\tau = \mathcal{F} \left\{ \frac{2}{v} \int_{R_i} (x + x') \cdot (x + x')' dv' \right\} = \mathcal{F} \left\{ \frac{1}{v} \int_{R_i} \tilde{x}' \cdot \tilde{x}'' dv' \right\}.
\]

(3.149)

It is worth emphasizing that Eq. (3.148) corresponds to the kinetic energy density proposed by Mindlin [122], when "the material is composed wholly of unit cells". Also, it is not difficult to verify (by using relations of Sects. 3.3.1 and 3.3.2) that Eqs. (3.148) and (3.149) satisfy the equivalence relation (3.138).

In order to recast \( T \) and \( \tau \), we define the second-order tensors \( \Theta \) and \( \theta \) by the volume averages

\[
\Theta = \Theta(X) := \frac{1}{V} \int_{R_i'} X' \otimes X' dV' = \Theta^T,
\]

(3.150)

\[
\theta = \theta(x, t) := \frac{1}{v'} \int_{R_i} x' \otimes x' dv' = \theta^T.
\]

(3.151)

Recalling that \( x' = \bar{R}X' \), \( \dot{x}' = \Omega x' \), one can easily deduce on the one hand that Eq. (3.141) holds, and on the other hand that

\[
\frac{1}{V} \int_{R_i} \dot{x}' \cdot \dot{x}' dv' = \frac{1}{V} \int_{R_i} \dot{x}' \cdot \dot{x}' dv' = \hat{R}^T \hat{R} \cdot \Theta - \Omega^T \Omega \cdot \theta.
\]

(3.152)

After inserting into Eqs. (3.148) and (3.149), we obtain Eqs. (3.139) and (3.140).

According to the second possibility, we assume the point of the microcontinuum at \( X \) with \( X' = 0 \) to be the center of mass, i.e.,

\[
\int_{R_i} X' \varphi' dV' = 0,
\]

(3.153)

which is equivalent to

\[
\int_{R_i} \dot{x}' \varphi' dv' = 0.
\]

(3.154)

That means, the material point of the microcontinuum which is center of mass in the reference configuration remains center of mass in every configuration during the motion of the material body. Moreover,

\[
\frac{d}{dt} \int_{R_i} \dot{x}' \varphi' dv' = \int_{R_i} \dot{x}' \varphi' dv' = 0.
\]

(3.155)

These results go back to Eringen (see e.g. [46, p. 31]).

Now, we define \( \langle (x + x') \cdot (x + x')' \rangle_{R_i} \) and \( \langle (x + x') \cdot (x + x')' \rangle_{R_i} \) by the mass averages

\[
\langle (x + x') \cdot (x + x')' \rangle_{R_i} := \frac{1}{\int_{R_i} \varphi' \int_{R_i} \varphi' RV} \int_{R_i} (x + x') \cdot (x + x')' \varphi' R(X, X') dV'
\]

(3.156)

and

\[
\langle (x + x') \cdot (x + x')' \rangle_{R_i} := \frac{1}{\int_{R_i} \chi(X, t) \varphi' \int_{R_i} \varphi' \chi(X, t) dV'} \int_{R_i} \chi(X, t) [(x + x') \cdot (x + x')'] \varphi' (x, x', t) dv'.
\]

(3.157)
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respectively. After inserting into Eqs. (3.136) and (3.137), and making use of Eqs. (3.153)–(3.155) and the relations (cf. Eqs. (3.37) and (3.39))

\[
\dot{\rho RV'} = \int_{R'} \dot{\rho} dV', \quad \dot{\rho v'} = \int_{R'} \chi \dot{\rho} dV',
\]

we conclude that

\[
T = \frac{\rho R}{2} \left\{ \frac{1}{\rho R V'} \int_{R'} (x + x') \cdot (x + x') \dot{\rho} dV' \right\} = \frac{\rho R}{2} (\dot{x} \cdot \dot{x}) + \frac{\rho R}{2} \left\{ \frac{1}{\rho v'} \int_{R'} \chi (x' \cdot x') \dot{\rho} dV' \right\},
\]

and

\[
\tau = \frac{\rho}{2} \left\{ \frac{1}{\rho v'} \int_{R'} \chi (x + x') \cdot (x + x') \dot{\rho} dV' \right\} = \frac{\rho}{2} (\dot{\chi} \cdot \dot{\chi}) + \frac{\rho}{2} \left\{ \frac{1}{\rho v'} \int_{R'} \chi (x' \cdot x') \dot{\rho} dV' \right\}.
\]

It is easy to confirm (by using relations of Sects. 3.3.1 and 3.3.2), on the one hand, that Eqs. (3.159) and (3.160) satisfy Eq. (3.138), and on the other hand that \( T \) and \( \tau \) may be represented by Eqs. (3.139)–(3.141), provided \( \Theta \) and \( \theta \) are now defined by the mass averages

\[
\Theta = \Theta(X) := \frac{1}{\rho RV'} \int_{R'} X' \otimes X' \dot{\rho} dV',
\]

\[
\theta = \theta(x,t) := \frac{1}{\rho v'} \int_{R'} \chi (x' \otimes x') \dot{\rho} dV'.
\]

Note that the tensors \( \Theta \) and \( \theta \) in these equations correspond to the microinertia tensors introduced by Eringen (see e.g. [46, p. 32]). From Eqs. (3.135) and (3.139)

\[
\int_{t_0}^{t_1} \delta K dt = - \int_{t_0}^{t_1} \left\{ \int_{R} (\dot{\rho} \dot{R} \cdot \delta u + \dot{\rho} \Theta \cdot \dot{R}^T \delta R) dV' \right\} dt,
\]

where use is made of partial integration and of the fact that \( \delta u \) and \( \delta R \) vanish at times \( t_0 \) and \( t_1 \).

Clearly, instead of \( \delta R \) one may utilize the axial vector \( \delta m \) in order to rewrite Eq. (3.163). To this end, we recast the term \( \Theta \cdot \dot{R}^T \delta R \) in (3.163) as follows:

\[
\Theta \cdot \dot{R}^T \delta R = (\Omega R) \Theta R^T \cdot \delta M = \{(\Omega R\Theta R^T) - \Omega R(\Theta R^T)\} \cdot \delta M = \{(\Omega \theta) - \Omega \theta \Omega^T\} \cdot \delta M = (\Omega \theta) \cdot \delta M = (\Omega \theta)_{ij} e_{jik} \delta m_k.
\]

Following Eringen [46, p. 33], we define a "micro-rotation inertia vector" \( \sigma \) by

\[
\sigma := (\Omega \theta)_{ij} e_{jik} e_k
\]

so that

\[
\Theta \cdot \dot{R}^T \delta R = \sigma \cdot \delta m
\]
After some algebraic manipulations,
\[ \sigma = j\omega , \quad j := (\text{tr}\theta)1 - \theta , \]
which has been introduced by Eringen (see e.g. [46, p. 33]).

This way, Eq. (3.163) takes the form
\[ \int_{t_0}^{t_1} \delta K dt = - \int_{t_0}^{t_1} \left\{ \int_{\mathcal{R}_t} (\theta\ddot{x} \cdot \delta u + \theta\dot{\sigma} \cdot \delta m) dv \right\} dt . \]  

### 3.8.4 Work of the internal forces

The work of the internal forces will be stored in the material as potential energy \( W \),
\[ W := \int_{\mathcal{R}_t} \theta R \Psi dV \equiv \int_{\mathcal{R}_t} \varphi \Psi dv , \]
with \( \Psi \) being given by Eq. (3.35). Now we define the stress tensors
\[ \tilde{T} := \theta R \frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}} , \quad S := \tilde{R} \tilde{T}^T , \quad T := \frac{1}{\det F} S , \]
and the couple stress tensors
\[ \tilde{T}_c := \theta R \frac{\partial \tilde{\Psi}}{\partial \tilde{K}} , \quad S_c := \tilde{R} \tilde{T}_c \tilde{R}^T , \quad T_c := \frac{1}{\det F} S_c \tilde{V}^T . \]

Then,
\[ \delta W = \int_{\mathcal{R}_t} (\tilde{T} \cdot \delta \tilde{\epsilon} + \tilde{T}_c \cdot \delta \tilde{K}) dV . \]

After some lengthy calculations, where use is made of integration by parts and the divergence theorem,
\[ \int_{\mathcal{R}_t} \tilde{T} \cdot \delta \tilde{\epsilon} dV = \int_{\mathcal{R}_t} T \cdot (\delta M^T + (\delta F)F^{-1}) dV \]
\[ = \int_{\mathcal{R}_t} (\mathbf{T}n) \cdot \delta u d\mathbf{a} - \int_{\mathcal{R}_t} \{(\text{div}\mathbf{T}) \cdot \delta u + t_T \cdot \delta m\} dv , \]  
\[ \int_{\mathcal{R}_t} \tilde{T}_c \cdot \delta \tilde{K} dV = \int_{\mathcal{R}_t} T_c \cdot \text{grad}\delta m dv \]
\[ = \int_{\partial \mathcal{R}_t} (\mathbf{T}_c n) \cdot \delta m d\mathbf{a} - \int_{\mathcal{R}_t} (\text{div}\mathbf{T}_c) \cdot \delta m dv , \]
where
\[ t_T := \text{axl}(\mathbf{T} - \mathbf{T}^T) . \]

Substituting (3.173) and (3.174) into (3.172),
\[ \delta W = \int_{\partial \mathcal{R}_t} \{(\mathbf{T}n) \cdot \delta u + (\mathbf{T}_c n) \cdot \delta m\} d\mathbf{a} - \int_{\mathcal{R}_t} \{(\text{div}\mathbf{T}) \cdot \delta u + (t_T + \text{div}\mathbf{T}_c) \cdot \delta m\} dv . \]
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3.8.5 Work of the external forces

As suggested by Mindlin [122], Eq. (3.176) motivates to adopt the following form for $\delta W^e$:

$$
\delta W^e = \int_{\partial\mathcal{R}_t} (t \cdot \delta u + t^c \cdot \delta m) \, da + \int_{\mathcal{R}_t} (b \cdot \delta u + b^c \cdot \delta m) \, dv ,
$$

(3.177)

where $t$, $t^c$ are respectively the surface force (traction) and the couple surface force (couple traction) per unit area of the actual configuration of the macroscopic continuum, and $b$, $b^c$ are respectively the body force and the couple body force per unit volume of the actual configuration of the macroscopic continuum.

3.8.6 Local equations of motion

We now insert Eqs. (3.177), (3.176) and (3.168) into Eq. (3.130) and drop the integration with respect to time to get

$$
\int_{\partial\mathcal{R}_t} (t - Tn) \cdot \delta u \, da + \int_{\partial\mathcal{R}_t} (t^c - T^cn) \cdot \delta m \, da 
+ \int_{\mathcal{R}_t} \{ \text{div} T + b - \varrho \ddot{x} \} \cdot \delta u \, dv + \int_{\mathcal{R}_t} \{ t_T + \text{div} T^c + b^c - \varrho \dot{\sigma} \} \cdot \delta m \, dv = 0
$$

(3.178)

Necessary and sufficient conditions in order for Eq. (3.178) to be satisfied for arbitrary variations $\delta u$ and $\delta m$ are the local equations of motion

$$
\text{div} T + b = \varrho \ddot{x} \quad \text{in} \quad \mathcal{R}_t ,
$$

(3.179)

$$
t_T + \text{div} T^c + b^c = \varrho \dot{\sigma} \quad \text{in} \quad \mathcal{R}_t ,
$$

(3.180)

together with the boundary conditions

$$
T_{ij}n_j = t_i = t^0_i \quad \text{on} \quad \partial \mathcal{R}_t^u = \partial \mathcal{R}_t \setminus \partial \mathcal{R}_t^\varphi ,
$$

(3.181)

$$
(T^c)_{ij}n_j = (t^c)_i = (t^c)^0_i \quad \text{on} \quad \partial \mathcal{R}_t^{(t^c)n} = \partial \mathcal{R}_t \setminus \partial \mathcal{R}_t^{\varphi^c} ,
$$

(3.182)

$$
\delta u_i = 0 \quad \text{on} \quad \partial \mathcal{R}_t^u \quad \text{and} \quad u_i = u^0_i \quad \text{on} \quad \partial \mathcal{R}_t^\varphi ,
$$

(3.183)

$$
\delta m_i = 0 \quad \text{on} \quad \partial \mathcal{R}_t^{\varphi^c} \quad \text{and} \quad \varphi_i = \varphi^0_i \quad \text{on} \quad \partial \mathcal{R}_t^{\varphi^c} .
$$

(3.184)

Concluding, once more it is emphasized that relations (3.179)–(3.184) have been derived here by confining to pure elasticity, but otherwise they are valid for all micropolar materials, irrespective of particular constitutive properties.
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Abstract
The paper is concerned with the limiting classical model which may be approached by a micropolar plasticity theory proposed previously. The aim is to investigate the limiting classical model in comparison with some standard classical plasticity models. The essential differences to such models consist in the constitutive equations governing kinematic hardening. As shown in the paper, this causes different responses mainly in the so-called second-order effects.

4.1 Introduction
Standard classical finite deformation plasticity models are characterized by the multiplicative decomposition of the deformation gradient tensor into elastic and plastic parts, an elasticity law for the stress tensor, a flow rule for the plastic deformation, and constitutive equations governing the hardening response. Plastic flow is postulated to occur whenever so-called loading criteria are satisfied, the latter being defined with the help of the concept of a yield function and the related yield surface. Isotropic and kinematic hardening may be modelled by stress like tensors which appear in the yield function, represented in the stress space. If the theory is thermodynamically consistent formulated, then the yield function depends commonly on the so-called Mandel stress tensor. Also the back stress tensor describing kinematic hardening is assumed to possess the mathematical structure of a Mandel stress tensor (see, e.g., [157] and [162]). For many practical problems it suffices to focus attention to yield and free energy functions, which are scalar valued isotropic tensor functions of their arguments. In this case, symmetric strain and stress tensors are usually employed to model kinematic hardening effects. This imposes to use upper and lower Oldroyd time derivatives in the evolution equations, whenever time derivatives of Oldroyd type come into question. In fact, use of mixed Oldroyd derivatives causes generally not symmetric fluxes.

In this paper we are concerned with the plasticity model obtained as a classical limit of the micropolar plasticity theory proposed by Grammenoudis and Tsakmakis [67, 69]. The limiting model has been derived in Part I of this series of papers and exhibits a kinematic hardening rule invoking mixed Oldroyd time derivatives and non-symmetric internal strain and stress tensorial variables. As mentioned in Part I, van der Giessen [63, 64] proposed also a kinematic hardening rule with a back stress tensor of
4.2 The limiting classical model (LCM)

Using the same notation as in Part I, the limiting classical model may be summarized, relative to the plastic intermediate configuration, as follows:

\[
\begin{align*}
\hat{\Gamma} &= F_p T^{-1} \frac{1}{2}(F_p^T F - 1)F_p^{-1} = \hat{\Gamma}_e + \hat{\Gamma}_p , \quad \hat{\Gamma}_e = \frac{1}{2}(\dot{U}_e^2 - 1) , \quad \hat{\Gamma}_p = \frac{1}{2}(1 - V_p^{-2}) , \\
\hat{S}_B &= R_p^T S F_p T^{-1} = \lambda \{ \text{tr}(U_e - 1) \} 1 + 2\mu(U_e - 1) , \\
\hat{P} &= (1 + 2\Gamma_e)\hat{S} \quad , \quad \hat{S} = F_e^{-1} S F_e T^{-1} = U_e^{-1} \hat{S}_B , \\
f &= f(P, \xi) = \sqrt{\frac{3}{2}(P - \xi_s^T)^D \cdot (P - \xi_s^T)^D - k} , \quad k = \text{const} , \\
\dot{D}_p &= \hat{\Gamma}_p + \hat{\Gamma}_p \hat{I}_p + \hat{\Gamma}_p \hat{L}_p = \hat{s} \frac{\partial f}{\partial P} = \frac{3\hat{s}}{2k}(P - \xi_s^T)^D , \quad \hat{s} = \sqrt{\frac{2}{3} \dot{D}_p \cdot \dot{D}_p} , \\
\hat{\xi} &= (1 - \hat{\hat{Y}}^T) \hat{Z} , \\
\hat{Z} &= c_1(\text{tr} \hat{Y}) 1 + (c_2 + c_3) \hat{Y} + (c_2 - c_3) \hat{Y}^T , \\
\hat{\hat{Y}} - L_p \hat{Y} + Y L_p = \dot{D}_p(1 - \hat{Y}) - \hat{s} \left\{ (b_1^x + b_2^x) \hat{Z} + (b_1^y - b_2^y) \hat{Z}^T \right\} .
\end{align*}
\]

In comparing this model with a standard classical model, small elastic strains are assumed to apply. Then, Eq. (4.2) may be approximated (cf. Part I) by the elasticity law

\[
\hat{S} = \lambda(\text{tr} \hat{\Gamma}_e) 1 + 2\mu \hat{\Gamma}_e .
\]

4.3 A standard classical model (SCM)

As mentioned in the introduction, standard classical plasticity models for finite deformations, are characterized by a symmetric internal strain tensor \( \hat{Y} \) responsible for kinematic hardening effects. Again, \( \hat{Y} \) is a strain tensor relative to the plastic intermediate configuration. Assuming the specific free energy \( \Psi_p^{(\text{kin})} \) to be an isotropic tensor function of \( \hat{Y} \), \( \Psi_p^{(\text{kin})} = \Psi_p^{(\text{kin})}(\hat{Y}) \), the thermodynamically conjugate internal stress tensor \( \hat{Z} := \partial_R \frac{\partial \Psi_p^{(\text{kin})}}{\partial \hat{Y}} \) is also symmetric, and additionally \( \hat{Z} \) is given also as an isotropic tensor function of \( \hat{Y} \). Therefore, \( \hat{Z} \) and \( \hat{Y} \) possess the same principal axes. This implies that the back-stress tensor \( \hat{\xi} \) will always be symmetric, whenever \( \hat{\xi} \) will be represented as an isotropic tensor function of \( \hat{Y} \) and \( \hat{\hat{Z}}(\hat{Y}) \). This is the case when \( \hat{\xi} \) is postulated to obey the mathematical structure of a Mandel stress tensor (see [157, 162]).
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Some standard classical models exhibiting nonlinear kinematic hardening rules of Armstrong-Frederick type have been intensively discussed by Tsakmakis et al. (see e.g. [158, 36, 35, 162]). All constitutive equations are identical to those in Sect. 4.2, except of the kinematic hardening rule. As a typical example we refer to the kinematic hardening rule proposed in [162],

\[
\dot{\xi} = (1 + 2\dot{Y})\dot{Z} ,
\]

\[
\Psi^{(\text{kin})}_{\dot{p}} = \dot{\Psi}^{(\text{kin})}_{\dot{p}}(\dot{Y}) = \frac{1}{2\partial_R} \left\{ c_1 (\text{tr}(\dot{Y}))^2 + c_2 \dot{Y} \cdot \dot{Y} \right\} ,
\]

\[
\dot{Z} = c_1 (\text{tr} \dot{Y}) 1 + c_2 \dot{Y} ,
\]

\[
\dot{Y} = \dot{Y} - \dot{L}_p Y - \dot{Y} \mathbf{L}^T_p = \dot{D}_p - \dot{s}b \dot{Z} .
\]

4.4 Eulerian form of the two models

For implementing the two models into finite element codes like ABAQUS, all equations have to be transformed appropriately into the current configuration. It is emphasized that all physical aspects have already been incorporated in the formulation relative to the plastic intermediate configuration \(R_t\). Therefore, the transformation formulas with respect to the current configuration \(R_t\) will have formal character only and may be defined on the basis of reasons of convenience.

We shall transform the models into \(R_t\) by using the Almansi strain tensor \(A\). Moreover we assume the elastic strains to be small. Then,

\[
A = \frac{1}{2} (1 - F^{-1} F^{-1}) = F^{-1}_e \Gamma F^{-1}_e \approx R_e \hat{\Gamma} R^T_e ,
\]

\[
A = A_e + A_p ,
\]

\[
A_e = \frac{1}{2} (1 - B^{-1}_e) = F^{-1}_e \hat{\Gamma}_e F^{-1}_e \approx R_e \hat{\Gamma}_e R^T_e ,
\]

\[
A_p = F^{-1}_e \hat{\Gamma}_p F^{-1}_e \approx R_e \hat{\Gamma}_p R^T_e ,
\]

which are Eulerian counterparts of Eqs. (4.1). The elasticity law (4.9) may be rewritten as

\[
S \approx \lambda (\text{tr} A_e) 1 + 2\mu A_e .
\]

The definition

\[
\xi := F_e \hat{\xi} F^T_e \approx R_e \hat{\xi} R^T_e
\]

and the relation

\[
S = F^{-1}_e T \hat{\Gamma} F^T_e \approx R_e \hat{\Gamma} R^T_e
\]

enable to obtain for the yield function in (4.4)

\[
f = \bar{f}(S, \xi_S) = \sqrt{\frac{3}{2} (S - \xi_S)^D \cdot (S - \xi_S)^D - k} , \quad k = \text{const} .
\]

We remark that

\[
\dot{A}_p := \dot{A}_p + L^T A_p + A_p L = F^{-1}_e T \hat{D}_p F^{-1}_e \approx R \hat{D}_p R^T_e .
\]
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Thus, the flow rule (4.5) yields

\[ \dot{A}_p \approx \frac{3}{2k}(S - \xi S)^D, \quad \dot{s} \approx \sqrt{\frac{2}{3} \dot{A}_p \cdot \dot{A}_p}. \]  

(4.22)

In order to transform the kinematic hardening rules we distinguish between two cases.

**Limiting classical model**

We define

\[ Z := F_e^{-1}\dot{Z}F_e \approx R_e\dot{Z}R_e^T, \quad Y := F_e\dot{Y}F_e^{-1} \approx R_e\dot{Y}R_e^T, \]  

(4.23)

so that

\[ \dot{Y} - LY + YL^T = F_e(\dot{\bar{Y}} - \bar{L}_p\bar{Y} + \bar{Y}L_p)F_e^{-1} \approx R_e(\dot{\bar{Y}} - \bar{L}_p\bar{Y} + \bar{Y}L_p)R_e^T. \]  

(4.24)

It follows from Eqs. (4.6)–(4.8) and (4.18) that

\[ \xi \approx (1 - Y^T)Z, \]  

(4.25)

\[ Z \approx c_1(\text{tr}Y)1 + (c_2 + c_3)Y + (c_2 - c_3)Y^T, \]  

(4.26)

\[ \dot{Y} - LY + YL^T \approx \dot{\bar{A}}_p(1 - Y) - \dot{s} \left\{ (b_1^* + b_2^*)Z + (b_1^* - b_2^*)Z^T \right\}. \]  

(4.27)

**Standard classical model**

The definitions

\[ Z := F_e^{-1}\dot{Z}F_e \approx R_e\dot{Z}R_e^T, \quad Y := F_e\dot{Y}F_e^{-1} \approx R_e\dot{Y}R_e^T, \]  

(4.28)

imply

\[ \dot{Y} - LY - YL^T = F_e(\dot{\bar{Y}} - \bar{L}_p\bar{Y} - \bar{Y}L_p)F_e^{-1} \approx R_e(\dot{\bar{Y}} - \bar{L}_p\bar{Y} - \bar{Y}L_p)R_e^T \]  

(4.29)

and hence

\[ \xi \approx (1 + 2Y)Z, \]  

(4.30)

\[ Z = c_1(\text{tr}Y)1 + c_2Y, \]  

(4.31)

\[ \dot{Y} - LY - YL^T \approx \dot{\bar{A}}_p - \dot{s}bZ. \]  

(4.32)

4.5 Comparative study of the two models

The two models established above have been implemented into the UMAT-subroutine of the finite element code ABAQUS. For the time integration of the constitutive equations an operator split algorithm according to [145] has been employed (more details may be found in [161]). The common material parameters for both models are chosen to be

\[ \mu = 76923 \text{ MPa}, \]  

51
\[ \lambda = 115384 \text{ MPa} , \]
\[ k = 200 \text{ MPa} , \]

while the material parameters appearing in the kinematic hardening rules are chosen as follows.

**Limiting classical model**

\[ b_1^* = b_2^* = 0.00125 \text{ [MPa]}^{-1} , \]
\[ c_1 = 0 , \]
\[ c_2 = c_3 = 10000 \text{ MPa} . \]

**Standard classical model**

\[ c_1 = 0 , \]
\[ c_2 = 20000 \text{ MPa} , \]
\[ b = 0.0025 \text{ [MPa]}^{-1} . \]

### 4.5.1 Uniaxial tension-compression loading

Strain controlled uniaxial homogeneous tension-compression loadings of a bar in the \( z \)-direction are displayed in Fig. 4.1. \( T_{zz} \) denotes the \( zz \)-Cauchy stress component and \( l = l(t) \), \( l_0 \) are the lengths of the bar in \( z \)-direction at time \( t \) and at the beginning of the deformation process, respectively. It can be seen that there exist only small quantitative differences between the predicted responses. This was the reason for choosing the material parameters as above.

![Figure 4.1: Uniaxial homogenous tension-compression loadings of a bar in the \( z \)-direction.](image-url)
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4.5.2 Tension-compression loading of a notched circular specimen

Strain controlled inhomogenous tension-compression loading can be generated by a notched circular cylinder specimen. The mantle of the specimen is taken to be traction-free, whereas the top boundaries are first elongated by the action of tension, resulting to a global strain $\varepsilon$ of about 15%. Subsequently, the top boundaries of the specimen have been compressed, resulting in a global compression strain $\varepsilon$ of about $-15\%$. Taking into account various symmetry conditions, a quarter of such a specimen is illustrated in Fig. 4.2. We denote the radius of the notch by $\rho$; $R_0$ is the maximal outer radius and $R_{on}$ is the minimal outer radius (radius in the plane through the notch root) of the specimen. Using cylindrical polar coordinates $(R, \Phi, Z)$ and $(r, \phi, z)$ in the undeformed and current configuration, respectively, we have $0 \leq R \leq R_0$, $-L_0 \leq Z \leq L_0$ and $-L(t) \leq z \leq L(t)$ with $L(t = 0) = L_0$. The geometry of the specimen is specified by $L_0 = 80$ mm, $\rho = 4$ mm and $R_{on} = 6$ mm, while the finite element mesh is build up of 244 8-node axisymmetric elements with reduced integration (CAX8R) and 809 nodes. The discretization of the critical radius in the plane through the notch root ($Z = 0$) involves 19 equidistant located nodes.

![Figure 4.2: A quarter of a notched circular specimen.](image)

Radial distributions of the stress components $T_{rr}$, $T_{\phi\phi}$ and $T_{zz}$, in the plane through the notch root ($Z = 0$), are illustrated in Figs. 4.3–4.5 for monotonic tensile loading and $\varepsilon = 15\%$, and in Figs. 4.6–4.8 for tension-compression loading and $\varepsilon = -15\%$. It turns out that all distributions are similar with small quantitative differences.
Figure 4.3: Monotonic tensile loading. $T_{rr}$ stress components in the notch root at $\varepsilon = 15\%$.

Figure 4.4: Monotonic tensile loading. $T_{\varphi\varphi}$ stress components in the notch root at $\varepsilon = 15\%$. 
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Figure 4.5: Monotonic tensile loading. $T_{zz}$ stress components in the notch root at $\varepsilon = 15\%$.

Figure 4.6: Tension-compression loading. $T_{rr}$ stress components in the notch root at $\varepsilon = -15\%$. 
Figure 4.7: Tension-compression loading. $T_{\varphi \varphi}$ stress components in the notch root at $\varepsilon = -15\%$.

Figure 4.8: Tension-compression loading. $T_{zz}$ stress components in the notch root at $\varepsilon = -15\%$. 
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4.5.3 Simple Shear

Simple shear represents a homogenous deformation which involves large amounts of rotation. With respect to Cartesian coordinates \((x, y, z)\), the deformation gradient tensor \(F\) is given by

\[
F_{ij}(t) = \begin{pmatrix}
1 & \gamma(t) & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}
\text{.} \tag{4.33}
\]

The shear strain \(\gamma\) is given by \(\gamma = \tan \Theta\), where \(\Theta = \Theta(t)\) is the angle of shear in the \((x, y)\)-coordinate plane (see Fig. 4.9).

Consider the loading history, where \(\gamma\) is increasing at the beginning until the value 0.5 is reached (loading), and then decreases to the value of −0.3 (reloading). The corresponding stress distributions against \(\gamma\) are displayed in Figs. 4.10–4.13. Whereas the \(\gamma\)-\(T_{xy}\) plots are in principle identical, the two models indicate quantitative and qualitative differences with respect to the second-order effects, i.e., relative to the plots of the normal stresses. The \(\gamma\)-\(T_{xx}\) and \(\gamma\)-\(T_{yy}\) plots are similar, but some quantitative differences are existing. Quantitative as well as qualitative differences are present in the predicted \(\gamma\)-\(T_{zz}\) responses. In particular the \(T_{zz}\) stress components are characterized by different signs. Note that the normal stress components for both models, compared with the shear stress component \(T_{xy}\), are smaller of about one order of magnitude.

![Figure 4.9: Simple shear.](image-url)
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Figure 4.10: Calculated values of the shear stress $T_{xy}$.

Figure 4.11: Calculated values of the shear stress $T_{xx}$. 
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Figure 4.12: Calculated values of the shear stress $T_{yy}$. 

Figure 4.13: Calculated values of the shear stress $T_{zz}$. 

4.5.4 Torsional loading

We consider torsional loading of a circular cylinder with fixed ends. The finite element discretization consists of 75 8-node axisymmetric elements (ABAQUS type CGAX8) and 266 nodes. The outer radius \( r_0 \) and the length \( l \) of the cylinder are chosen to be equal to 0.85 mm. The discretization of the radius involves 31 nodes.

From classical finite deformation elasticity and plasticity it is well known (see, e.g., [127, 91, 165, p. 306]) that for realizing torsional loading with constant length some axial (compression) forces are required to act on the ends of the specimen. This so-called second-order effect is known in the elasticity theory as Poynting-effect. Particularly, a non-constant \( r-T_{zz} \) distribution is necessary in general. In the case of classical plasticity, where the yield function is an isotropic function of its arguments, axial normal stresses are required whenever kinematic hardening is invoked.

All radial distributions of stress components according to the two models, except of the axial stress component \( T_{zz} \), are essentially identical. Consequently, we concentrate ourselves on the predicted \( r-T_{zz} \) responses (\( 0 \leq r \leq r_0 \)) displayed in Figs. 4.14 and 4.15. In these Figures, \( \gamma = \vartheta r_0 \) is the global shear of the cylinder (shear at the outer radius), where \( \vartheta \) is the twist per unit length. It can be seen that for sufficient large amount of shear the maxima of the graphs are at \( r = 0 \) for LCM and at \( r = r_0 \) for SCM (more details may be found in [140, 68]). Moreover, at the neighborhood of the minimum the stress distributions for SCM indicate large amounts of gradients. Thus, significant qualitative differences in the predicted responses are present in the \( r-T_{zz} \) graphs. It is worth emphasizing that, as in the case of simple shear, the axial stress components, compared with the shear stress components, are of about one order of magnitude smaller.

![Figure 4.14](image-url)  
Figure 4.14: Calculated values of the normal stress \( T_{zz} \).
4.6 Concluding remarks

The limiting classical model is characterized by a kinematic hardening law, which is expressed in terms of non-symmetric internal strain and stress tensors. In particular, a mixed Oldroyd time derivative is involved. As mentioned above, standard classical models deal with symmetric internal strain tensors responsible for kinematic hardening. For such models evolution equations involving both, the upper and the lower Oldroyd time derivatives, in connection with back-stress tensors of Mandel type have already been investigated (see, e.g., [157, 162]). It has been recognized, that the main differences occur in the predicted second-order effects. Therefore, it is natural to except that for different kinematic hardening models, including the limiting classical model considered, the most important differences in predicted responses will be present in second-order effects. Indeed, the investigations here confirm this supposition. To complete the investigation of kinematic hardening rules on the basis of Oldroyd time derivatives, it remains still to discuss the other mixed Oldroyd time derivative. Also, it is of interest to find the corresponding micropolar plasticity model. However, the answer of such questions is beyond of the scope of the present paper and will be tackled in a future work.

Figure 4.15: Calculated values of the normal stress $T_{zz}$. 
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Abstract

Experimental evidence for length scale effects in plasticity has been provided, e.g., by Fleck et al. [50]. Results from torsional loadings on copper wires, when appropriately displayed, indicated that, for the same shear at the outer radius, the normalized torque increased with decreasing specimen radius. Modelling of the constitutive behavior in the framework of micropolar plasticity is a possibility to account for length scale effects. The present paper is concerned with this possibility and deals with the theory developed by Grammenoudis and Tsakmakis [67, 69, 70]. Both isotropic and kinematic hardening are present in that theory, with isotropic hardening being captured in a unified manner. Here, we discuss isotropic hardening composed of two parts, responsible for strain and gradient effects, respectively.

5.1 Introduction

It has been recognized experimentally (see, for example, Stelmashenko [151], Fleck et al. [50], Ma and Clarke [115], Poole et al. [135], Stölken and Evans [152]) that materials exhibit strong size effects when characteristic macroscopic dimensions are comparable with some internal length scales inherent to the material behavior. For metals, such effects are in essence observable once plastic deformations have been produced. In order to capture size effects, one has to introduce in some way nonlocality aspects into the constitutive equations governing the response of plastically deformable solids. This may be achieved, for example, by including higher-order gradients of the kinematical and dynamical variables (see, for example, Aifantis [3, 4, 5], Fleck and Hutchinson [51, 52], Toupin [154], Mindlin and Tiersten [123], Mindlin [122], Eringen and Suhubi [49], Eringen [45, 46]).

One particular type of "gradient" theory is the micropolar model, which has been discussed by Eringen [45, 46] and is closely related to the Cosserat continuum [30]. Micropolar models display the property that the Cauchy stress tensor is no longer symmetric and that so-called couple-stress tensors are present, which are thermodynamically conjugate to micropolar curvature tensors. The latter are expressed in terms of the spatial gradient of a microrotation tensor, which is invoked to augment the kinematical degrees of freedom at every material point. In phenomenological plasticity, micropolar theories have been proposed, investigated, and applied by Lippmann [109], Diepolder et al. [37], Besdo [8], and Steinmann [149]. Micropolar crystal plasticity models have been developed by Forest [54] and Forest et al. [53], while Ehlers and Volk [43] made use of micropolar theories to describe constitutive properties of porous media. Moreover, micropolar theories have been employed by de Borst [10], de
5.2 The micropolar plasticity model

Borst and Mühlhaus [12], Dietsche and Willam [38], Tejchman and Wu [153], Mühlhaus and Vardoulakis [118], Steinmann [149], and Steinmann and Willam [150] to study strain-softening material response and related localization phenomena in the framework of rate-independent plasticity.

A constitutive model for finite-deformations micropolar plasticity exhibiting kinematic and isotropic hardening in a thermodynamically consistent way has been proposed by Grammenoudis and Tsakmakis [67, 69, 70]. While kinematic hardening addresses separately effects due to strain and rotation gradients, isotropic hardening in these papers was unified formulated, i.e., the influence of strain and rotation gradient terms on isotropic hardening is not accounted for separately. In particular, the material parameters governing isotropic hardening may be identified from purely homogeneous uniaxial tensile experiments. It has been concluded in Grammenoudis and Tsakmakis [70] that such isotropic hardening rules overestimates the aforementioned experimental results concerning torsional loading, and therefore fail to predict generally the material response appropriately. In contrast, the kinematic hardening rule allows a more accurate fit to the experimental results. Hence, the question arises of when it is possible to predict appropriately the experimental responses for monotonic torsional loading by assuming an isotropic hardening law which accounts separately for effects due to strain and rotations gradients. This question is properly discussed in the present paper by means of parameter studies. As it will be shown, the isotropic hardening proposed herein, which is thermodynamically consistent, is essentially capable to predict appropriately the experimental results. To estimate the capabilities of the model on the basis of fitted material parameters is beyond the scope of the present work, as the currently available numerical approaches take large amounts of time.

5.2 The micropolar plasticity model

Micropolar theories use as independent kinematical variables the deformation gradient tensor $\mathbf{F}$ and the so-called micropolar rotation tensor $\mathbf{\bar{R}}$. Multiplicative decomposition of $\mathbf{F}$ into elastic and plastic parts for classical plasticity has been assumed by Lee (see, e.g., Lee and Liu [101] and Lee [100]). For micropolar plasticity, multiplicative decompositions of $\mathbf{F}$ and $\mathbf{\bar{R}}$, into elastic and plastic parts respectively, were postulated by Steinmann [149]:

$$\mathbf{F} = \mathbf{F}_e \mathbf{F}_p, \quad \mathbf{R} = \mathbf{R}_e \mathbf{R}_p. \quad (5.1)$$

Geometrically, $\mathbf{F}_p$ and $\mathbf{R}_p$ introduce a so-called plastic intermediate configuration, denoted by $\mathbf{\hat{R}}_p$. Based on Eqs. (5.1), a thermodynamically consistent micropolar plasticity theory has been proposed by Grammenoudis and Tsakmakis [67]. Focussing attention on isotropic hardening only, and using the notation introduced in [67], the most relevant constitutive relations of that theory, relative to the plastic intermediate configuration, are given as follows.

Kinematics:

$$\mathbf{F} = \mathbf{R} \mathbf{U} = \mathbf{V} \mathbf{R} \quad \Rightarrow \quad \mathbf{F}_e = \mathbf{R}_e \mathbf{U}_e = \mathbf{V}_e \mathbf{R}_e \quad \Rightarrow \quad \mathbf{F}_p = \mathbf{R}_p \mathbf{U}_p = \mathbf{V}_p \mathbf{R}_p, \quad (5.2)$$
$$\mathbf{F} = \mathbf{R} \mathbf{U} = \mathbf{V} \mathbf{R} \quad \Rightarrow \quad \mathbf{F}_e = \mathbf{R}_e \mathbf{U}_e = \mathbf{V}_e \mathbf{R}_e \quad \Rightarrow \quad \mathbf{F}_p = \mathbf{R}_p \mathbf{U}_p = \mathbf{V}_p \mathbf{R}_p, \quad (5.3)$$
$$\mathbf{L}_p = \mathbf{F}_p \mathbf{F}_p^{-1}, \quad \mathbf{D}_p = \frac{1}{2} (\mathbf{L}_p + \mathbf{L}_p^T), \quad \mathbf{W}_p = \frac{1}{2} (\mathbf{L}_p - \mathbf{L}_p^T), \quad \Omega_p = \dot{\mathbf{R}}_p \mathbf{R}_p^T, \quad (5.4)$$
$$\dot{\mathbf{\epsilon}} = \dot{\mathbf{\epsilon}}_e + \dot{\mathbf{\epsilon}}_p, \quad \dot{\mathbf{\epsilon}}_e = \mathbf{U}_e - 1, \quad \dot{\mathbf{\epsilon}}_p = 1 - \mathbf{V}_p^{-1}, \quad (5.5)$$
$$\mathbf{K} = \mathbf{K}_e + \mathbf{K}_p = \mathbf{R}_p \mathbf{K} \mathbf{R}_p^T, \quad \mathbf{\hat{K}} = \left\{ \mathbf{axl} \left( \mathbf{R}_p^T \frac{\partial \mathbf{R}}{\partial \lambda_k} \right) \right\} \otimes \mathbf{E}_k. \quad (5.6)$$
Stress and couple stress tensors:
\[
S = (\det F)T = R_c T F^T_e = F_c S F^T_e, \quad \hat{P} = (1 + \dot{\epsilon}_e^T)T = \hat{C}_e S, \quad (5.7)
\]
\[
S_c = (\det \hat{V})T_c \hat{V}^{-1} = \hat{R}_c T_c \hat{R}^T_e, \quad \hat{P}_c \equiv \hat{T}_c. \quad (5.8)
\]

Specific free energy:
\[
\Psi(t) = \Psi_e(t) + \Psi_p(t). \quad (5.9)
\]

Elasticity law:
\[
\Psi_e = \hat{\Psi}_e(\dot{\epsilon}_e, \dot{K}_e), \quad \hat{T} = \varrho R \frac{\partial \hat{\Psi}_e}{\partial \dot{\epsilon}_e}, \quad \hat{T}_c = \varrho R \frac{\partial \hat{\Psi}_e}{\partial \dot{K}_e}. \quad (5.10)
\]

Yield function:
\[
f(t) = \hat{f}(\hat{P}, \hat{P}_c, \hat{\xi}, \hat{\xi}_c, k) = \left\{ (\alpha_1 + \alpha_2)\hat{P}^D \cdot \hat{P}^D + (\alpha_1 - \alpha_2)\hat{P}^D \cdot (\hat{P}^T)^D \right.
\]
\[
+ (\alpha_3 + \alpha_4)\hat{P}_c^D \cdot \hat{P}_c^D + (\alpha_3 - \alpha_4)\hat{P}_c^D \cdot (\hat{P}_c^T)^D \right\}^{\frac{1}{2}} - k, \quad (5.11)
\]
\[
k = R + h, \quad h = \text{const.} \geq 0. \quad (5.12)
\]

Flow rules:
\[
\dot{\epsilon}_p = \dot{\epsilon}_p - \hat{\Omega}_p \epsilon_p + \hat{\epsilon}_p \hat{\mathbf{L}}_p = \hat{L}_p - \hat{\Omega}_p = \frac{s_1}{\zeta} \frac{\partial \hat{f}}{\partial \hat{P}}, \quad (5.13)
\]
\[
\dot{K}_p = \dot{K}_p - \hat{\Omega}_p K_p - \hat{K}_p \hat{\Omega}_p^T = \frac{s_2}{\zeta} \frac{\partial \hat{f}}{\partial \hat{P}_c}, \quad (5.14)
\]
\[
s := \sqrt{\dot{\epsilon}_p \cdot \dot{\epsilon}_p + \dot{K}_p \cdot \dot{K}_p} = \sqrt{s_1^2 + s_2^2}, \quad (5.15)
\]
\[
s_1 := \sqrt{\dot{\epsilon}_p \cdot \dot{\epsilon}_p}, \quad s_2 := \sqrt{\dot{K}_p \cdot \dot{K}_p}, \quad (5.16)
\]
\[
\zeta := \sqrt{\frac{\partial \hat{f}}{\partial \hat{P}} + \frac{\partial \hat{f}}{\partial \hat{P}_c}} \frac{\partial \hat{f}}{\partial \hat{P}}. \quad (5.17)
\]

In these relations, plastic incompressibility is assumed to apply, so that \( \det F_p = 1 \) or \( \text{tr} \hat{\mathbf{L}}_p = 0 \). While Eqs. (5.2) represent polar decompositions, this is not the case for Eqs. (5.3). It is important to notice that the second-order tensors \( \hat{U}, \hat{V}, \hat{U}_e, \hat{V}_e, \hat{U}_p \) and \( \hat{V}_p \) do not represent symmetric tensors generally. The micropolar strains \( \dot{\epsilon}_e, \dot{\epsilon}_e, \) and \( \dot{\epsilon}_p \) and the so-called micropolar curvatures \( \hat{K}, \hat{K}_e \) and \( \hat{K}_p \) are second-order tensors, which are generally nonsymmetric. \( \mathbf{T} \) and \( \mathbf{T}_c \) are the Cauchy stress tensor and the Eulerian couple stress tensor, respectively. These stresses enter into the balance laws of momentum.
and moment of momentum, which are not considered here. \( \dot{\hat{\text{P}}} \) and \( \dot{\hat{\text{P}}}_c \) denote so-called Mandel stress and Mandel couple stress tensors, respectively. The specific free energy \( \Psi \) in Eq. (5.9) is additively composed of parts responsible for elasticity and isotropic hardening. Furthermore, \( \Psi \) is stipulated to be an isotropic tensor function of its arguments. The yield function in Eq. (5.11) represents a finite deformation counterpart of a yield function for small deformations proposed by de Borst [11] with \( \alpha_1, \alpha_2, \alpha_3 \) and \( \alpha_4 \), being material parameters. In this, \( k \) is the yield stress and \( h \) denotes a material parameter. Isotropic hardening is modelled by the scalar stress like variable \( R \). If the value of \( R \) at the beginning of the deformation process is assumed to vanish, then \( h \) represents the initial yield stress. The flow rules are associated normality rules, derived as sufficient conditions for the validity of II’iushin’s postulate extended to micropolar materials.

It is important to notice that \( \hat{K}_p \) in Grammenoudis and Tsakmakis [67] is related to some gradient terms relative to the reference configuration and hence should satisfy some kind of compatibility conditions, but such compatibility conditions are not regarded in [67]. Therefore, strictly speaking, that constitutive theory is wrong. However, one can define \( K_p \) to be only a linear map, which otherwise fullfills the same transformations conditions as \( \hat{K}_p \) in [67]. Then, the constitutive theory developed in Grammenoudis and Tsakmakis [67] will be correct, and this version is adopted here.

In Grammenoudis and Tsakmakis [67] isotropic hardening is governed by the Eqs.

\[
\Psi_p^{(is)} = \dot{\Psi}_p^{(is)}(r) = \frac{1}{\varrho R} \left( \frac{1}{2} \gamma^{is} r^2 + R_0 r \right),
\]

\[
R := \varrho R \frac{\partial \dot{\Psi}_p^{(is)}}{\partial r} = \gamma^{is} r + R_0,
\]

\[
R_0 = R|_{s=0}, \quad k_0 := k|_{s=0} = R_0 + h,
\]

\[
\dot{r} = (1 - \beta^{is} r) \frac{\dot{s}}{\zeta}, \quad r|_{s=0} = 0,
\]

where the quantities \( \beta^{is}, \gamma^{is} \), and \( R_0 \) denote material parameters. This form of isotropic hardening rule resamples those for classical plasticity intensively investigated by Chaboche [19, 20]. It may be recognized that the isotropic hardening model (5.18)–(5.21) reflects effects of micropolar strains and curvatures in a unified manner. Indeed, \( \dot{r} \) in (5.21) depends on the increment of the plastic arc length \( \dot{s} \), which in turn is a function of both \( \dot{\hat{\epsilon}}_p \) and \( \hat{K}_p \) (see Eq. (5.15)).

### 5.3 Isotropic hardening accounting separately for strain and rotation gradient effects

The aim of the present paper is to propose an isotropic hardening rule accounting separately for strain and rotation gradient effects.

As shown in Grammenoudis and Tsakmakis [67], in the absence of kinematic hardening the internal dissipation inequality reads

\[
\mathcal{D}_{int} := \dot{\hat{\text{P}}} \cdot \dot{\hat{\epsilon}}_p + \dot{\hat{\text{P}}}_c \cdot \dot{\hat{K}}_p - \varrho R \dot{\Psi}_p^{(is)} \geq 0.
\]

We shall derive evolution equations for the isotropic hardening response as necessary conditions for the validity of the dissipation inequality (5.22).
The model for isotropic hardening adopted in [67] assumes $\Psi_p^{is}$ to be a function of one scalar variable $r$. Now, to account separately for strain and rotation gradient effects, $\Psi_p^{is}$ is chosen to be function of two scalar strains $r_1$ and $r_2$

$$\Psi_p^{is} = \hat{\Psi}_p^{is}(r_1, r_2) = \frac{1}{\theta R} \left( \frac{1}{2} \gamma_1^{is} r_1^2 + \frac{1}{2} \gamma_2^{is} r_2^2 + R_{01} r_1 + R_{02} r_2 \right), \quad (5.23)$$

where $r_1$ and $r_2$ are, respectively, responsible for strain and rotation gradient effects, and $R_{01}$, $R_{02}$, $\gamma_1^{is}$, and $\gamma_2^{is}$ denote nonnegative material parameters.

Following the concepts of irreversible thermodynamics, we introduce thermodynamically conjugate forces by

$$R_1 := \theta R \frac{\partial \hat{\Psi}_p^{is}}{\partial r_1} = \gamma_1^{is} r_1 + R_{01}, \quad (5.24)$$

$$R_2 := \theta R \frac{\partial \hat{\Psi}_p^{is}}{\partial r_2} = \gamma_2^{is} r_2 + R_{02}. \quad (5.25)$$

With the relation

$$R = R_1 + R_2, \quad (5.26)$$

the scalar variable $k$ (see Eq. (5.12)), characteristic for isotropic hardening, is then defined through

$$k = R_1 + R_2 + h, \quad (5.27)$$

with

$$k_0 := k|_{s=0} = R_{01} + R_{02} + h. \quad (5.28)$$

Using the material time derivative of (5.23) and Eqs. (5.24) and (5.25), the dissipation inequality (5.22) can be rewritten as

$$\mathcal{D}^{is}_{int} = \dot{\hat{P}} \cdot \dot{\hat{\epsilon}}_p + \dot{\hat{P}}_c \cdot \dot{\hat{K}}_p - R_1 \dot{r}_1 - R_2 \dot{r}_2 \geq 0. \quad (5.29)$$

Making use of the yield function (5.11) and the normality rule (5.13) and (5.14), the dissipation inequality (5.29) is equivalent to

$$\frac{\dot{s}}{\zeta} - R_1 \dot{r}_1 - R_2 \dot{r}_2 \geq 0. \quad (5.30)$$

In view of (5.27), Eq. (5.30) reads

$$\frac{\dot{s} R_1}{\zeta} + \frac{\dot{s} R_2}{\zeta} - R_1 \dot{r}_1 - R_2 \dot{r}_2 + \frac{\dot{s} h}{\zeta} \geq 0. \quad (5.31)$$

From Eqs. (5.15) and (5.16) one can see that the increment of plastic arc length can be split up into two parts corresponding to strain and micropolar curvature. Note that, if kinematic hardening is also involved, the evolution Eqs. related to micropolar strain and rotation can be rewritten with $\dot{s}_1$ and $\dot{s}_2$ instead of $\dot{s}$, respectively. (For a detailed treatment of kinematic hardening, see Grammenoudis and...
Tsakmakis [67].) Keeping in mind (5.27), and since \( \dot{s}^2 = \dot{s}_1^2 + \dot{s}_2^2 \), and therefore \( \dot{s} \geq \dot{s}_1, \dot{s} \geq \dot{s}_2 \), the following rearranged inequality must hold

\[
R_1 \left( \frac{\dot{s}_1}{\zeta} - \dot{r}_1 \right) + R_2 \left( \frac{\dot{s}_2}{\zeta} - \dot{r}_2 \right) + \frac{\dot{sh}}{\zeta} \geq 0 .
\]  

(5.32)

Because \( \frac{\dot{sh}}{\zeta} \geq 0 \), it suffices to require

\[
R_1 \left( \frac{\dot{s}_1}{\zeta} - \dot{r}_1 \right) + R_2 \left( \frac{\dot{s}_2}{\zeta} - \dot{r}_2 \right) \geq 0
\]

(5.33)

in order to satisfy Eq. (5.22) always. Thus,

\[
R_1 \left( \frac{\dot{s}_1}{\zeta} - \dot{r}_1 \right) \geq 0 , \quad R_2 \left( \frac{\dot{s}_2}{\zeta} - \dot{r}_2 \right) \geq 0
\]

(5.34)

are sufficient conditions for (5.33). This, in turn, will be satisfied if

\[
\frac{\dot{s}_1}{\zeta} - \dot{r}_1 = \beta_1^s \frac{\dot{s}_1}{\zeta} R_1 , \quad \frac{\dot{s}_2}{\zeta} - \dot{r}_2 = \beta_2^s \frac{\dot{s}_2}{\zeta} R_2 ,
\]

(5.35)

or equivalently,

\[
\dot{r}_1 = (1 - \beta_1^s r_1) \frac{\dot{s}_1}{\zeta} , \quad \dot{r}_2 = (1 - \beta_2^s r_2) \frac{\dot{s}_2}{\zeta} ,
\]

(5.36)

(5.37)

(5.38)

where \( \beta_1^s \) and \( \beta_2^s \) are nonnegative material parameters. Eqs. (5.37) and (5.38) together with the initial conditions

\[
r_1|_{s_1=0} = 0 , \quad r_2|_{s_2=0} = 0
\]

(5.39)

represent the evolution law for the isotropic hardening.

In the following section, the capabilities of the isotropic hardening model introduced, which addresses separately strain and rotation gradient effects, will be illustrated with reference to torsional loading. For the field equations and the appropriate boundary conditions a weak form has been established in Grammenoudis and Tsakmakis [69]. This, together with the system of constitutive equations, have been then implemented in the UEL subroutine of the ABAQUS finite element code. The required time integrations are carried out by applying an operator split algorithm of the elastic predictor/plastic corrector type. All the details about the numerical approach employed are reported in [69] and are not repeated here.

**5.4 Experimentally observed results for torsional and uniaxial loadings**

Fleck et al. [50] performed torsional and uniaxial tension experiments on thin polycrystalline copper wires ranging in diameter \( 2a \) from 12 to 170 \( \mu m \). All the wires were annealed, giving grain sizes between
5 and 25 μm. Figure 5.1 displays the measured torsional stresses $Q/a^3$ as a function of the shear at the outer radius $\gamma_0 = \kappa a$, where $Q$ is the torque and $\kappa$ is the twist per unit length of the wire. It is argued that the graphs of the stresses $Q/a^3$ versus $\kappa a$ should coincide if the material response was independent of strain gradients. This was exactly the reason for using the normalized torque in the plots of Fig. 5.1.

Figure 5.1: Distributions of the normalized torque $Q/a^3$ as a function of the shear at the outer radius $\kappa a$ according to Fleck et al. [50].

To exclude other reasons, than strain gradients, Fleck et al. [50] conducted also uniaxial tension tests on copper wires. The measured stress versus strain distributions are shown in Fig. 5.2. The authors concluded that there is only a negligible influence of wire diameter on the tensile behavior. This confirms the fact that in uniaxial tension strain gradients are vanishing and therefore cannot affect the material response. Next we will employ the micropolar plasticity presented above to predict the experimental results displayed in Figs. 5.1 and 5.2.

Figure 5.2: Uniaxial tension responses of copper wires, according to Fleck et al. [50], $\sigma$: true stress, $\varepsilon$: logarithmic strain.
5.5 Predicted responses for torsional loading of circular cylinders

Torsional loading of thin wires is modeled by using circular cylinders under monotonous torsional loading with fixed length. The finite element mesh employed is similar to the mesh used in [70] and consists of 60 eight-node solid elements. The two ends of the cylinders are subject to displacement boundary conditions of torsional type, with the microrotation being equal to the rotation resulting from the imposed deformation field at the ends. The remaining surfaces are supposed to be free of traction and couple traction loading. Geometrically similar circular cylinders are considered, with diameters corresponding to those in Figs. 5.1 and 5.2. The similarity of the cylinders allows the same finite element mesh to be utilized in all cases. (For more details see Grammenoudis and Tsakmakis [70].)

The following results are due to the isotropic hardening model accounting separately for strain and rotation gradient effects. Since uniaxial tension is a homogenous process, no rotation gradients are involved and the material parameters governing the response of the isotropic hardening variable \( R_1 \) can be determined from the experimental data in Figure 5.2 by using standard algorithms. In particular, the values \( \beta_1^{is} \) and \( \gamma_1^{is} \) have been established, to be 16 and 2,700 MPa, respectively, while we have assumed \( \alpha_1 = 1, \alpha_2 = 0.5, \) and \( R_{10} = R_{20} = 0 \) MPa (see also Grammenoudis and Tsakmakis [70]).

It was argued in Grammenoudis and Tsakmakis [70] that it is reasonable to expect that the size effects predicted by the constitutive model will be governed essentially by the yield function and the hardening rules, the effect of the elasticity law being negligible. Of course, imposed boundary conditions for micropolar rotations may also affect size effects, but such investigations are beyond the scope of the present paper. Consequently, we will concentrate ourselves to the yield function and the isotropic hardening rule. However, the precise determination of material parameters \( \alpha_3, \alpha_4, \beta_2^{is} \) and \( \gamma_2^{is} \) is a difficult task and requires a lot of finite element calculations with long processing unit (CPU) times. Therefore, we content ourselves with only a study of the influence of these parameters on predicting size effects. The remaining material parameters, as well as the elasticity laws, are chosen as in Grammenoudis and Tsakmakis [70].

Figure 5.3 illustrates the predicted responses for the smallest (diameter 12\( \mu \)m) and the largest specimen (diameter 170\( \mu \)m). Evidently, it can be recognized that the constitutive theory is principally able to predict size effects. In Grammenoudis and Tsakmakis [70] it was concluded that, for the chosen material parameters, the kinematic hardening model is more suitable for describing the experimental results than the assumed isotropic hardening model capturing isotropic hardening effects in a unified manner. So, the overestimation of the experimental results was regarded as a characteristic feature of the assumed constitutive theory for isotropic hardening. From Fig. 5.3 one can conclude that the micropolar plasticity model equipped with isotropic hardening, accounting separately for strain and rotation gradient effects, is now able, in principle, to predict appropriately the experimental results reported in Fig. 5.1. This is in good agreement with classical models where the mechanical response due to monotonous loading may be described on a similar way by both the model of isotropic and the model of kinematical hardening. Also, Figs. 5.4–5.7 suggest that the parameters \( \gamma_2^{is} \) and \( \beta_2^{is} \) in Eqs. (5.25) and (5.38) affect, as one may expect, the response in the same way as do the classical parameters \( \gamma_1^{is} \) and \( \beta_1^{is} \) in the law (5.24) and (5.37). The results in Figs. 5.4–5.7 are for parameter values \( \beta_2^{is} \in \{8, 12, 20, 100, 200\} \) and \( \gamma_2^{is} \in \{900, 1, 800, 2, 700, 3, 500\} \) MPa as well as the smallest and the largest specimens. As the numerical simulations require large CPU times, only small amounts of shear strain are considered. Clearly, the parameters \( \alpha_3 \) and \( \alpha_4 \) in the yield function (5.11) affect the predicted size effects too. Indeed, as shown in Figs. 5.8 and 5.9 for the special case \( \alpha_3 = \alpha_4 \), we obtain smaller values for the normalized torque for larger the adopted values of \( \alpha_3 \).
However, some unexpected behaviour may arise, when predicted responses for all five specimens (diameters $2a = 12, 15, 20, 30, \text{ and } 170\mu m$) are illustrated in the same diagram as shown in Fig. 5.10. It may be seen that the distance between the predicted responses for the larger specimens is smaller than the corresponding experimental data in Fig. 5.1. Moreover, the graph of the specimen with diameter $30\mu m$ covers a part of the graph of the specimen with diameter $170\mu m$. This latter effect is also displayed for the two largest specimens in Fig. 5.11, and was also observed in Grammenoudis and Tsakmakis [70] for the case of combined isotropic and kinematic hardening. Further calculations with finer meshes, not reported here, suggest that these results are independent on the chosen mesh. Also, all numerical operators employed, including the operator-split part for the local time integrations, are robust and stable, ensuring essentially quadratic convergence.

Figure 5.3: Predicted torsional responses for the smallest (diameter: $12\mu m$) and the largest specimen (diameter: $170\mu m$) for the set of material parameters $\beta^i = 200, \gamma^i = 2,700$ MPa and $\alpha^i = 10,000\text{mm}^{-2}$. 
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Figure 5.4: Predicted torsional responses for the largest specimen (diameter: 170\(\mu m\)) and varying values of the parameter \(\gamma^i_{2s}\). The other plasticity parameters are fixed at \(\beta^i_{2s} = 16\) and \(\alpha_3 = \alpha_4 = 10,000 mm^{-2}\).

Figure 5.5: Predicted torsional responses for the largest specimen (diameter: 170\(\mu m\)) and varying values of the parameter \(\beta^i_2\). The other plasticity parameters are fixed at \(\gamma^i_2 = 2,700\ \text{MPa}\) and \(\alpha_3 = \alpha_4 = 10,000 mm^{-2}\).
Figure 5.6: Predicted torsional responses for the smallest specimen (diameter: 12µm) and varying values of the parameter $\gamma_{\frac{1}{2}}$. The other plasticity parameters are fixed at $\beta_{\frac{1}{2}} = 16$ and $\alpha_3 = \alpha_4 = 10,000 mm^{-2}$.

Figure 5.7: Predicted torsional responses for the smallest specimen (diameter: 12µm) and varying values of the parameter $\beta_{\frac{1}{2}}$. The other plasticity parameters are fixed at $\gamma_{\frac{1}{2}} = 2,700$ MPa and $\alpha_3 = \alpha_4 = 10,000 mm^{-2}$.
5.5 Predicted responses for torsional loading of circular cylinders

Figure 5.8: Predicted torsional responses for the largest specimen (diameter: 170µm) and varying values of the parameters $\alpha_3 = \alpha_4$. The other plasticity parameters are fixed at $\beta_2^{is} = 20$ and $\gamma_2^{is} = 2$, 700 MPa.

Figure 5.9: Predicted torsional responses for the smallest specimen (diameter: 12µm) and varying values of the parameters $\alpha_3 = \alpha_4$. The other plasticity parameters are fixed at $\beta_2^{is} = 20$ and $\gamma_2^{is} = 2$, 700 MPa.
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Figure 5.10: Predicted torsional responses for all five specimens (diameters $2a = 12, 15, 20, 30,$ and $170\mu m$) for the set of material parameters $\beta_2^s = 200, \gamma_2^s = 2,700 MPa$ and $\alpha_3 = \alpha_4 = 10,000 mm^{-2}$.

Figure 5.11: Predicted torsional responses for the specimen with diameter $30\mu m$ and the the largest specimen (diameter: $170\mu m$) for the set of material parameters $\beta_2^s = 200, \gamma_2^s = 1,800 MPa$ and $\alpha_1 = \alpha_2 = 0.75, \alpha_3 = \alpha_4 = 15,000 mm^{-2}$.
5.6 Concluding remarks

Thermodynamically consistent isotropic hardening models, which account separately for strain and rotation gradients in micropolar plasticity, have been established. Generally, the models are able to predict size effects in material behaviour more realistic than isotropic hardening laws capturing the influence of strains and rotation gradients in a unified manner. However, with increasing dimensions of specimens, some irregularities become observable in the predicted responses. It is claimed that this does not arise from the numerical approach applied. It may be that the reason lies in the chosen values of the material parameters, e.g., those present in the yield function. At time it is not clear if this reflects some unfortunate choice of material parameters or is the effect of the adopted constitutive theory and, in particular, the effect of the variables chosen to formulate the theory or even the chosen yield function. Such questions can be answered adequately after developing more efficient finite element schema, which require shorter calculation times than the schema used herein. Also, from the results in Figs. 5.4–5.7, one could expect that for some sets of material parameters, e.g., with large values of $\beta_2^a$, or for small amount of isotropic hardening $R_2$, the proposed model will be able to predict adequately the observed experimental data for torsional loading. However, to answer this question precisely, one has to calculate the material parameters by using some professional identification algorithms. This will be the object of future work.

Finally, it has to be mentioned that there are further gradient models, such as those proposed by Aifantis [4], which allow modeling of size effects for torsional loading. However, the aim of the present paper is not to compare different gradient models with each other by discussing predicted responses, but rather to investigate the capabilities of the micropolar models.
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6 Continuum damage models based on energy equivalence. Part I: Isotropic material response
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An energy equivalence method for modeling damage effects in material response is proposed. In the present article, the main issues of the method are discussed for the less complicated case of isotropic constitutive functions. Otherwise, the material response addressed is supposed to be (rate-independent) elasto-plastic exhibiting isotropic and kinematic hardening. In order to make clear the difference to other continuum damage models, it suffices to deal here with isotropic damage expressed in terms of a scalar state variable. Our approach is based on the concept of effective stress and effective strain combined with a principle of energy equivalence as explained in the article. As a result, both the yield function and the evolution equations governing the hardening response of the damaged material are obtained from a given undamaged model material. Characteristic properties of the damage theory proposed are illustrated by comparing predicted responses with those according to damage models based on the principle of strain equivalence.

6.1 Introduction

Continuum damage mechanics relies upon the works of Kachanov [92] and Robotnov [136], who considered creep rupture of metals under uniaxial loading. These works have been later extended in the framework of irreversible thermodynamics in order to describe general three-dimensional loading processes (see e.g. the literature cited in Skrzypek [146] and Chaboche [21]). There are three concepts for modelling damage effects within the continuum damage approach. The first one is the concept of effective stress combined with the strain equivalence hypothesis, which is attributed to Lemaitre and Chaboche (see e.g. [102]-[17]). The second one is the concept of effective strain combined with the stress equivalence hypothesis which has been introduced by Simo and Ju [143, 144]. The last concept, first introduced by Cordebois and Sidoroff [29], makes use of the notions of effective strain and effective stress and requires the principle of energy equivalence.

Generally, continuum damage models use the assumption that the unknown response functions for the real damaged material may be established from that ones for an undamaged fictitious material. The response functions for the latter are expressed in terms of effective stress and effective strain variables and are supposed to be known. Cordebois and Sidoroff [29] discussed the energy equivalence principle
6.2 Preliminaries – elasto-plastic constitutive models

for the case of pure elastic mechanical behavior. Interesting extensions to elastic-plastic materials were then proposed by Chow and Lu [24, 111] as well as Forster et al. [57]. Only isotropic hardening is considered in Chow and Lu [24] and an equivalence for the incremental plastic work is postulated. According to the assumptions made, the yield function for the real material is known and the effective accumulated plastic strain is gained by the principle. The latter is used to formulate the isotropic hardening rule for the real material. Both, isotropic and kinematic hardening are assumed to be present in the theory of Forster et al. [57]. Equivalence is defined for the free energy functions responsible for elasticity and for the energy stored in the material due to hardening, as well as for the dissipation potentials. The yield function for the real material is identical to that one for the undamaged material but expressed in terms of effective stresses.

An energy equivalence principle for modelling damage effects in material response is proposed in our papers. In Part I, we are concerned with (rate-independent) elasto-plasticity coupled with damage. In opposite to other continuum damage theories, we do generally not assume the yield function for the real material to be known or to be established from that one for the undamaged material by expressing the latter in terms of effective stresses only. Essential features of our approach can be summarized as follows. We postulate an equivalence for the material functions governing the plastic and the hardening powers. As a result, we obtain for the real material a family of yield functions, as well as the evolution equations for the hardening variables. In order to explain ideas as simple as possible, we restrict the presentation in Part I only to isotropic damage modelled by one scalar variable. Note that for isotropic damage, the strain equivalence principle has been turned out to be well established. Therefore, we shall discussed typical properties of our theory by comparing results with those derived by a corresponding theory in the framework of strain equivalence. The results are obtained numerically by employing the finite element method. For the case of a notched specimen under tension only some quantitative differences between the predicted responses may become visible. Anisotropic damage will be discussed in Part II.

Closing this section, we remark that damage theories on the basis of energy equivalence have the advantage, apart from physical aspects, to deal directly with symmetric stiffness tensors in the free energy functions when anisotropy is involved. This will be denoted in Part II of our article. Also, essential results according to the theory proposed here have been developed previously in Reckwerth and Tsakmakis [137]. However, since there are some arguments that there are not formulated clearly, or even they are incorrect, the present article offers a rigorous motivation for our continuum damage models.

6.2 Preliminaries – elasto-plastic constitutive models

Throughout the article, the underlying deformations are assumed to be small. We denote by $E$ the linearized strain tensor, while the Cauchy stress tensor is denoted by $T$. Only isothermal deformation processes with homogeneous temperature distribution will be considered, and the second law of thermodynamics is assumed in the form of the Clausius-Duhem inequality. Since the formulation is not affected by a space dependence, an explicit reference to space will be dropped. Commonly the same symbol is used to designate a function and the value of that function at a point. However, if we deal with different representations of the same function, then different symbols will often be used. We write $\dot{\varphi}(t)$ for the material time derivative of a function $\varphi(t)$, where $t$ is the time. Moreover, second-order tensors are denoted by bold-face letters, whereas fourth-order tensors are represented by bold-face
calligraphic letters. For two second-order tensors \( \mathbf{A} \) and \( \mathbf{B} \), we write \( \text{tr}\mathbf{A} \) for the trace of \( \mathbf{A} \), \( \mathbf{A}^T \) for the transpose of \( \mathbf{A} \), \( \mathbf{A} \cdot \mathbf{B} = \text{tr}(\mathbf{AB}^T) \) for the inner product between \( \mathbf{A} \) and \( \mathbf{B} \), \( \|\mathbf{A}\| = \sqrt{\mathbf{A} \cdot \mathbf{A}} \) for the Euclidian norm of \( \mathbf{A} \), as well as \( \mathbf{A} \otimes \mathbf{B} \) for the tensor product between \( \mathbf{A} \) and \( \mathbf{B} \). We will use the symbol \( \mathbf{1} \) for the second-order identity tensor, so that \( \mathbf{A}^D = \mathbf{A} - \frac{1}{3}(\text{tr}\mathbf{A})\mathbf{1} \) is the deviator of \( \mathbf{A} \), while \( \mathcal{E} \) is the fourth-order identity tensor operating in the space of all symmetric second-order tensors.

The (undamaged) elasto-plastic materials with isotropic and kinematic hardening we deal with in the present article are characterized by the following equations:

\[
\mathbf{E} = \mathbf{E}_e + \mathbf{E}_p \quad ,
\]

\[
\dot{\Psi}(\mathbf{E}_e, \mathbf{Y}, r) = \dot{\Psi}_e(\mathbf{E}_e) + \dot{\Psi}_p(\mathbf{Y}, r) \quad ,
\]

\[
\dot{\Psi}_e(\mathbf{E}_e) = \frac{1}{2\Theta} \mathbf{E}_e \cdot \mathcal{C}[\mathbf{E}_e] \quad ,
\]

\[
\mathcal{C} := 2\mu \mathcal{E} + \lambda \mathbf{1} \otimes \mathbf{1} \quad ,
\]

\[
\dot{\Psi}_p(\mathbf{Y}, r) = \dot{\Psi}^{\text{kin}}_p(\mathbf{Y}) + \dot{\Psi}^{\text{is}}_p(r) \quad ,
\]

\[
\dot{\Psi}^{\text{kin}}_p(\mathbf{Y}) = \frac{c}{2\rho} \mathbf{Y} \cdot \mathbf{Y} \quad ,
\]

\[
\dot{\Psi}^{\text{is}}_p(r) = \frac{\gamma}{2\rho} r^2 \quad ,
\]

\[
\xi := \frac{\partial \dot{\Psi}^{\text{kin}}_p}{\partial \mathbf{Y}} = c\mathbf{Y} \quad ,
\]

\[
R := \frac{\partial \dot{\Psi}^{\text{is}}_p}{\partial r} = \gamma r \quad ,
\]

\[
r(t = 0) = 0 \quad , \quad R(t = 0) = 0 \quad ,
\]

\[
\tilde{F}(\mathbf{T}, \xi, R) := \tilde{f}(\mathbf{T} - \xi, R) - k_0 \quad ,
\]

\[
\tilde{f}(\mathbf{T} - \xi, R) := \sqrt{\frac{3}{2}} (\mathbf{T} - \xi)^D \cdot (\mathbf{T} - \xi)^D - R \quad ,
\]

\[
\tilde{F} = 0 \quad \Leftrightarrow \quad \tilde{f} = k_0 \quad : \quad \text{yield condition} \quad ,
\]

\[
\text{plastic loading} \quad \Leftrightarrow \quad \tilde{F} = 0 \quad \& \quad \left( \frac{d}{dt} \tilde{F} \right)_{E_p=\text{const}} > 0 \quad ,
\]

Flow rule:

\[
\dot{\mathbf{E}}_p = \begin{cases} 
\dot{\tilde{f}}_p(\dot{s}, \mathbf{T}, \xi, R) = \frac{\dot{s}}{\zeta} \frac{\partial \tilde{f}}{\partial \mathbf{T}} = \frac{\dot{s}}{\zeta} \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \xi)} = \frac{3\dot{s}}{2\zeta} \frac{(\mathbf{T} - \xi)^D}{R + k_0} & \text{for plastic loading} \quad , \\
0 & \text{otherwise} \quad ,
\end{cases}
\]

\[
\dot{s} = \sqrt{\frac{2}{3}} \text{tr} \mathbf{E}_p \cdot \mathbf{E}_p \quad ,
\]

\[
\zeta = \tilde{f}_\xi(\mathbf{T} - \xi, R) := \sqrt{\frac{2}{3}} \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \xi)} \quad ,
\]

Clausius-Duhem inequality:

\[
\mathbf{T} \cdot \dot{\mathbf{E}} - \frac{d}{dt} \dot{\Psi} = \mathbf{T} \cdot \dot{\mathbf{E}}_e + \mathbf{T} \cdot \dot{\mathbf{E}}_p - \frac{d}{dt} \dot{\Psi}_e - \frac{d}{dt} \dot{\Psi}_p \geq 0 \quad ,
\]

\[
\mathbf{T} = \frac{\partial \tilde{\Psi}_e}{\partial \mathbf{E}_e} = \mathcal{C}[\mathbf{E}_e] \quad : \quad \text{elasticity law} \quad .
\]
Dissipation inequality:

\[ \tilde{D} := T \cdot \dot{E}_p - \varrho \frac{d}{dt} \tilde{\Psi} = T \cdot \dot{E}_p - \xi \cdot \dot{Y} - R \dot{r} = (T - \xi) \cdot \dot{E}_p - R \dot{r} + \xi \cdot (\dot{E}_p - \dot{Y}) \geq 0 \]  \quad (6.20)

Kinematic hardening rule:

\[ \dot{Y} = \dot{f}_Y (\dot{s}, T, \xi, R) = \dot{E}_p - b \frac{\dot{s}}{\zeta} \xi . \]  \quad (6.21)

Isotropic hardening rule:

\[ \dot{r} = \dot{f}_r (\dot{s}, T, \xi, R) = (1 - \beta R) \frac{\dot{s}}{\zeta} . \]  \quad (6.22)

Equation (6.1) is the decomposition of the strain tensor \( \dot{E} \) into elastic and plastic parts, \( \tilde{\Psi} \) is the specific free energy function, \( \varrho \) is the mass density and \( \mu, \lambda \) are the elasticity parameters. Isotropic and kinematic hardening are described by the state variables \( r \) and \( Y \), which represent a scalar strain \( (r \geq 0) \) and a second order strain tensor, respectively. From (6.8) and (6.9), we recognize that \( \xi \) and \( R \) are thermodynamically conjugated stresses to \( Y \) and \( r \), respectively. Often, \( \xi \) is called the back stress tensor. In Equations (6.6)–(6.11), \( \gamma, c, k_0 \) are material parameters. Equations (6.11)–(6.13) define the yield condition, with \( k := k_0 + R \) and \( k_0 \) denoting the yield stress and the initial yield stress respectively. It is worth noticing that the initial value of isotropic hardening is assumed vanishing, \( R(t = 0) = 0 \). Nonvanishing initial values are important when modeling the energy stored in some metallic materials due to rearrangements of dislocations during plastic flow (cf. also Chaboche [19, 20]), but this problem is not addressed in our papers. Stresses \( (T - \xi, \xi, R) \) which do not contradict Equation (6.13) are called admissible plastic states. Plastic strain \( \dot{E}_p \) is governed by the flow rule, which has the form of an associated normality rule. For the chosen yield function the scalar \( \zeta \) is constant equal to 1, but in other examples it will be function of state variables. In the case of rate-independent plasticity, we deal with in this article, the scalar multiplier \( \dot{s} \) has to be determined from the so-called consistency condition \( \frac{d}{dt} \tilde{F} = 0 \). Plastic flow is involved if the loading criteria (6.14) are satisfied. Using standard arguments, one may prove that the elasticity law (6.19) and the dissipation inequality (6.20) are sufficient conditions for the validity of the Clausius-Duhem inequality (6.18). Finally, (6.21) and (6.22) are evolution equations governing the response of the kinematic and isotropic hardening, respectively, with \( \beta, b \) being non-negative material parameters. To see that (6.21) and (6.22) do not contradict the dissipation inequality, we insert in (6.20) the flow rule (6.15) and the material time derivatives of (6.6) and (6.7), to obtain

\[ \frac{\dot{s}}{\zeta} k_0 + R \left( \frac{\dot{s}}{\zeta} - \dot{r} \right) + \xi \cdot (\dot{E}_p - \dot{Y}) \geq 0 \]  \quad (6.23)

Since \( \frac{\dot{s}}{\zeta} \geq 0 \), we have \( \frac{\dot{s}}{\zeta} k_0 \geq 0 \). We recall that \( r \geq 0 \) has to hold, which implies \( R \geq 0 \), in view of (6.9). Therefore, the relations

\[ R \left( \frac{\dot{s}}{\zeta} - \dot{r} \right) \geq 0 \]  \quad (6.24)

\[ \xi \cdot (\dot{E}_p - \dot{Y}) \geq 0 \]  \quad (6.25)

are sufficient conditions for (6.23) to hold. On the other hand, these inequalities are always satisfied, provided

\[ \dot{E}_p - \dot{Y} = b \frac{\dot{s}}{\zeta} \xi , \]  \quad (6.26)
\[
\frac{\dot{s}}{\zeta} - \dot{r} = \beta \frac{\dot{s}}{\zeta} R,
\]

(6.27)
latter being identical to (6.21) and (6.22), respectively. Note that the evolution Equation (6.21), together with homogeneous initial conditions, render \(Y\), and therefore \(\xi\) too, to be deviatoric.

Alternatively, and equivalently, one may introduce a so-called dissipation potential
\[
\tilde{\varphi}(T - \xi, \xi, R) = \sqrt{\frac{3}{2}} (T - \xi)^D \cdot (T - \xi)^D - R + \frac{\beta}{2} R^2 + \frac{b}{2} \xi \cdot \xi,
\]

(6.28)
where \(\tilde{\varphi}(T - \xi, \xi, R)\) is a continuously differentiable convex scalar valued function. The surface \(\tilde{\varphi}(T - \xi, \xi, R) = \text{const}\) encloses a range of admissible plastic states \((T - \xi, \xi, R)\), including the origin \((0, 0, 0)\). Thus, the dissipation inequality (6.20) is automatically satisfied, provided the normality conditions
\[
\dot{E}_p = \frac{\dot{s}}{\zeta} \partial \tilde{\varphi}(T - \xi, \xi, R) \partial (T - \xi),
\]

(6.29)
\[
\dot{E}_p - \dot{Y} = \frac{\dot{s}}{\zeta} \partial \tilde{\varphi}(T - \xi, \xi, R) \partial \xi \Leftrightarrow \dot{Y} = \dot{E}_p - b \frac{\dot{s}}{\zeta} \xi,
\]

(6.30)
\[
\dot{r} = \frac{\dot{s}}{\zeta} \partial \tilde{\varphi}(T - \xi, \xi, R) \partial R = (1 - \beta R) \frac{\dot{s}}{\zeta},
\]

(6.31)
hold. Actually, apart from formal differences, this is the approach advocated by Lemaitre and Chaboche [107].

Before going any further, it should be mentioned, that the plasticity model defined by (6.1)–(6.22) has been discussed intensively by Chaboche [19, 20] and is often attributed to him. Also, the evolution Equation (6.21) is equivalent to the so-called Armstrong-Frederick hardening rule. Finally, it is instructive to thought of the plastic power \(T \cdot \dot{E}_p\), and the rates of energy stored in the material due to kinematic hardening \(\xi \cdot \dot{Y}\), and due to isotropic hardening \(R \dot{r}\), to be given by constitutive functions \(\tilde{w}_p\), \(\tilde{w}_{\text{kin}}\), and \(\tilde{w}_{\text{is}}\) of \((\dot{s}, T, \xi, R)\) respectively:
\[
\tilde{w}_p(\dot{s}, T, \xi, R) := T \cdot \tilde{f}_p(\dot{s}, T, \xi, R) = \frac{\dot{s}}{\zeta} T \cdot \frac{\partial \tilde{f}(T - \xi, R)}{\partial (T - \xi)},
\]

(6.32)
\[
\tilde{w}_{\text{kin}}(\dot{s}, T, \xi, R) := \xi \cdot \tilde{f}_Y(\dot{s}, T, \xi, R) = \xi \cdot \left(\tilde{f}_p(\dot{s}, T, \xi, R) - b \frac{\dot{s}}{\zeta} \xi\right),
\]

(6.33)
\[
\tilde{w}_{\text{is}}(\dot{s}, T, \xi, R) := R \tilde{f}_r(\dot{s}, T, \xi, R) = R(1 - \beta R) \frac{\dot{s}}{\zeta}.
\]

(6.34)

### 6.3 Basic assumptions

The continuum damage approach (see e.g. [19, 21]) makes the assumption that the set of state variables occurring in Section 6.2 is amplified by damage variables. For the aim of the present article, it suffices to confine on isotropic damage captured by a scalar valued variable \(D \in [0, 1]\). The values \(D = 0\) and \(D = 1\) correspond to the undamaged state and the complete local rupture, respectively, while \(D \in (0, 1)\) reflects a partially damaged state.

Common features in a large number of theories of continuum damage mechanics are the decomposition of strain
\[
E = E_e + E_p.
\]

(6.35)
as well as the existence of a specific free energy, which admits the representations
\[ \Psi(t) = \Psi(E_e, Y, r, D) = \Psi_e(t) + \Psi_p(t) \quad \Psi_p(t) = \Psi_p^{kin}(t) + \Psi_p^{is}(t) \quad (6.36) \]
\[ \Psi_e(t) = \bar{\Psi}_e(E_e, D) \quad \Psi_p^{kin}(t) = \bar{\Psi}_p^{kin}(Y, D) \quad \Psi_p^{is}(t) = \bar{\Psi}_p^{is}(r, D) \quad (6.37) \]

Sufficient conditions for the Clausius-Duhem inequality
\[ \bar{D} := T \cdot \dot{E} - \varrho \dot{\Psi}_e - \varrho \dot{\Psi}_p^{kin} - \varrho \dot{\Psi}_p^{is} \geq 0 \quad (6.38) \]
to hold, are the elasticity law
\[ T = \varrho \frac{\partial \bar{\Psi}_e}{\partial E_e} \quad (6.39) \]

and the dissipation inequality
\[ \bar{D}_d := T \cdot \dot{E}_p - \bar{\Psi}_p^{kin} - \bar{\Psi}_p^{is} - \varrho \frac{\partial \bar{\Psi}}{\partial D} \dot{D} \geq 0 \quad (6.40) \]

where
\[ \bar{\Psi} := \varrho \frac{\partial \bar{\Psi}_p^{kin}}{\partial Y} \quad R := \varrho \frac{\partial \bar{\Psi}_p^{is}}{\partial D} \quad (6.41) \]
Clearly,
\[ \bar{D}_{dp} := T \cdot \dot{E}_p - \xi \cdot \dot{Y} - \bar{\Psi}_p^{kin} - \bar{\Psi}_p^{is} - \varrho \frac{\partial \bar{\Psi}}{\partial D} \dot{D} \geq 0 \quad (6.42) \]
\[ \bar{D}_{dd} := -\varrho \frac{\partial \bar{\Psi}}{\partial D} \dot{D} \geq 0 \quad (6.43) \]
are sufficient conditions for (6.40). Plastic flow is defined to occur whenever the condition for plastic loading
\[ F(t) = \bar{F}(T, \xi, R, D) = \bar{f}(T - \xi, R, D) - k_0 \quad (6.44) \]
plastic loading \( \Leftrightarrow \) \( F = 0 \) \& \( \bar{F} \) \( \text{E}_p \) \( \text{const} > 0 \) \( (6.45) \)

applies, where \( \bar{F}(T, \xi, R, D) \) denotes the yield function. During plastic flow, evolution equations
\[ \dot{E}_p = \bar{f}_p(\dot{s}, T, \xi, R, D) \quad (6.46) \]
\[ \dot{Y} = \bar{f}_Y(\dot{s}, T, \xi, R, D) \quad (6.47) \]
\[ \dot{r} = \bar{f}_r(\dot{s}, T, \xi, R, D) \quad (6.48) \]
are assumed to hold, where \( \dot{s} = \sqrt{2 \varrho \dot{E}_p \cdot \dot{E}_p} \), as in classical plasticity, has to be determined from the consistent condition \( \bar{F} = 0 \). Especially, we suppose the flow rule (6.46) to be represented by an associated normality rule,
\[ \dot{E}_p = \frac{\dot{s}}{\zeta} \frac{\partial \bar{F}}{\partial T} = \frac{\dot{s}}{\zeta} \frac{\partial \bar{f}}{\partial (T - \xi)} \quad (6.49) \]
with
\[ \zeta = \bar{f}_\zeta(T - \xi, R, D) := \sqrt{\frac{2}{3} \frac{\partial \bar{f}}{\partial (T - \xi)} \cdot \frac{\partial \bar{f}}{\partial (T - \xi)}} \quad (6.50) \]
Similar to the theory without damage (see Section 6.2), (6.42) may be satisfied always by requiring normality conditions

\[ \dot{E}_p = \frac{s}{\xi} \frac{\partial \tilde{\varphi}}{\partial (T - \xi)} , \quad \dot{E}_p - \dot{Y} = \frac{s}{\xi} \frac{\partial \tilde{\varphi}}{\partial \xi} , \quad \dot{r} = -\frac{s}{\xi} \frac{\partial \tilde{\varphi}}{\partial R} , \]

(6.51)

where \( \tilde{\varphi} \) is a scalar valued function of \( (T - \xi, \xi, R, D) \),

\[ \varphi(t) = \tilde{\varphi}(T - \xi, \xi, R, D) , \]

(6.52)

representing an appropriate convex dissipation potential, with

\[ \frac{\partial \tilde{\varphi}(T - \xi, \xi, R, D)}{\partial (T - \xi)} = \frac{\partial \tilde{F}(T, \xi, R, D)}{\partial T} . \]

(6.53)

The question now arises how to construct constitutive functions for the real (damaged) material from that ones in Section 6.2, which are supposed to govern the response of an undamaged fictitious material. For answering this question the strain equivalence and the energy equivalence principles are often used. Regarding isotropic damage, the theory based on the strain equivalence principle has been proved to be a very simple and efficient tool for modeling the constitutive behavior of ductile materials. Therefore, it is of interest here to compare responses predicted by this theory with those predicted by the constitutive theory established according to the energy equivalence principle, to be introduced later. To this end, we shall sketch briefly in the next section a model, which results from the strain equivalence principle and may be attributed to Chaboche [21]. In order to render the present work self-contained we shall derive this model from the constitutive relations given in Section 6.2.

### 6.4 Principle of strain equivalence

Continuum damage models which rest upon the strain equivalence principle, and are coupled with plastic material behavior, have been initiated and intensively investigated by Lemaitre and Chaboche [107]. Here, we shall apply a version of this principle to obtain from the model in Section 6.2 an elasto-plasticity theory coupled with damage effects. The essential features can be summarized as follows.

First we define effective stress variables \( T^{ef}, \xi^{ef}, R^{ef} \) by

\[ T^{ef} := \frac{T}{1 - D} , \quad \xi^{ef} := \frac{\xi}{1 - D} , \quad R^{ef} := \frac{R}{1 - D} . \]

(6.54)

Strain equivalence requires, on the one hand, the effective strain variables to be equal to the strain variables itself,

\[ E^{ef} \equiv E_e , \quad E_p^{ef} \equiv E_p , \quad Y^{ef} \equiv Y , \quad r^{ef} \equiv r . \]

(6.55)

On the other hand, the constitutive equations for the real material arise from that of the fictitious (model) material, thereby replacing appropriately the strain and stress variables with the corresponding effective variables. In other words, from (6.19), (6.8)–(6.10), it follows that

\[ T^{ef} = C[E^{ef}_e] \equiv C[E_e] , \]

(6.56)
\[ \xi_{ef} = cY_{ef} \equiv cY, \tag{6.57} \]
\[ R_{ef} = \gamma e_{ef} \equiv \gamma r, \tag{6.58} \]
\[ \text{or} \]
\[ T = (1 - D)\mathcal{C}[E_e], \tag{6.59} \]
\[ \xi = (1 - D)cY, \tag{6.60} \]
\[ R = (1 - D)\gamma r. \tag{6.61} \]

Equations (6.59)–(6.61) together with (6.39), (6.41) imply
\[ \bar{\Psi}_e(E_e, D) = 1 - D \frac{2\tilde{s}}{2\tilde{E}_p \cdot \mathcal{C}[E_e]} \cdot \mathcal{C}[E_e], \tag{6.62} \]
\[ \bar{\Psi}_p^{kin}(Y, D) = 1 - D \frac{2\tilde{s}}{2\tilde{E}_p \cdot \mathcal{C}[E_e]} \cdot \mathcal{C}[E_e], \tag{6.63} \]
\[ \bar{\Psi}_i^p(r, D) = 1 - D \frac{2\tilde{s}}{2\tilde{E}_p \cdot \mathcal{C}[E_e]} \cdot \mathcal{C}[E_e]. \tag{6.64} \]

Equations (6.11), (6.12) furnish for the yield function \( \bar{F} \) in (6.44)
\[ \bar{f}(T - \xi, R, D) = \tilde{f}(T_{\xi} - \xi_{ef}, R_{ef}) = \sqrt{3} \frac{2}{2\tilde{E}_p \cdot \mathcal{C}[E_e]} \cdot (T_{\xi} - \xi_{ef}D - R_{ef}) \tag{6.65} \]
so that
\[ F(t) = F(T, \xi, R, D) = f(T - \xi, R, D) - k_0 = \sqrt{\frac{3}{2} \frac{(T_{\xi} - \xi_{ef})^D}{1 - D} \cdot (T_{\xi} - \xi_{ef}D - R_{ef})} - \frac{R}{1 - D} - k_0. \tag{6.66} \]

Furthermore, the dissipation function \( \bar{\varphi} \) in (6.52) follows from \( \bar{\varphi} \) in (6.28), the latter being expressed in terms of effective variables:
\[ \bar{\varphi}(T - \xi, \xi, R, D) = \tilde{\varphi}(T_{\xi} - \xi_{ef}, \xi_{ef}, R_{ef}) \]
\[ = \sqrt{\frac{3}{2} \frac{(T_{\xi} - \xi_{ef})^D}{1 - D} \cdot (T_{\xi} - \xi_{ef}D - R_{ef}) + \beta}{2 (R_{ef})^2} + \frac{b}{2} \xi_{ef} \cdot \xi_{ef} \]
\[ = \sqrt{\frac{3}{2} \frac{(T - \xi)^D}{1 - D} - \frac{R}{1 - D} + \frac{\beta}{2} \frac{R^2}{(1 - D)^2} + \frac{1}{2} \frac{b}{(1 - D)^2} \xi \cdot \xi} \tag{6.67} \]

It is not difficult to prove that for fixed \( D \), \( \bar{f} \) in (6.66) and \( \bar{\varphi} \) in (6.67) are convex functions of their arguments and that the surface \( \bar{\varphi}(T - \xi, \xi, R, D) = \text{const} \) encloses a range of admissible plastic states \( (T - \xi, \xi, R) \), including the origin \((0, 0, 0)\). Thus, in view of (6.50)
\[ \dot{E}_p = 3\tilde{s} \frac{(T - \xi)^D}{2(k_0 + R_{1-D})}, \tag{6.68} \]
\[ \dot{s} = \sqrt{3} \frac{2}{2\tilde{E}_p \cdot \mathcal{C}[E_e]}, \tag{6.69} \]
\[ \zeta = \bar{f}_e(T - \xi, R, D) := \sqrt{\frac{2}{3 \partial f}} \cdot \frac{\partial f}{\partial(T - \xi)} = \frac{1}{1 - D}, \tag{6.70} \]

77
\[ \dot{Y} = \dot{E}_p - b \dot{s} \frac{\xi}{1 - D} = \dot{E}_p - b \dot{s} Y , \]  
(6.71) 
\[ \dot{r} = \left(1 - \beta \frac{R}{1 - D}\right) \dot{s} = (1 - \beta \gamma r) \dot{s} . \]  
(6.72) 

It still remains to check inequality (6.43). Keeping in mind (6.62)–(6.64),
\[ -\dot{\psi} \frac{\partial \bar{\psi}}{\partial D} = \frac{1}{2} (E \varepsilon \cdot C [E \varepsilon] + c Y \cdot Y + \gamma r^2) = \dot{\psi} (E \varepsilon, Y, r) , \]  
(6.73) 
which is always non-negative. This means that (6.43) will be satisfied in every case, provided 
\[ \dot{D} \geq 0 . \]  
(6.74) 

In other words, any evolution equation rendering \( D \) to be a monotonically increasing function of time, will be compatible with (6.43).

It is a straightforward matter to show that for uniaxial tensile loading conditions, this model furnish the relations
\[ \varepsilon = \varepsilon_e + \varepsilon_p \]  
(6.75) 
\[ \sigma = (1 - D) E \varepsilon_e \]  
(6.76) 
\[ \sigma - \frac{3}{2} \xi = R + (1 - D) k_0 \]  
(6.77) 
\[ \xi = (1 - D) c y \]  
(6.78) 
\[ R = (1 - D) \gamma r \]  
(6.79) 
\[ \dot{y} = (1 - b c y) \varepsilon_p \]  
(6.80) 
\[ \dot{r} = (1 - \beta \gamma r) \varepsilon_p . \]  
(6.81) 

Here \( E = \frac{\mu(3\lambda + 2\mu)}{\lambda + \mu} \) is the Young’s modulus, while \( \sigma, \varepsilon, \varepsilon_e, \varepsilon_p, \xi, y \) are the uniaxial components of \( T, E, E_e, E_p, \xi, Y \), respectively. In order to obtain an insight into essential features of the model, we accomplish (6.75)–(6.81) with the simple damage law
\[ D = \left(\frac{\varepsilon_p}{\alpha}\right)^2 , \]  
(6.82) 
as indicated by Chaboche [21]. Figure 6.1 shows the strain-stress response according to these equations, for the material parameters given in Table 6.1. The case of ideal plasticity \( (R = y = 0) \) is also represented, for which (6.75)–(6.81) yield
\[ \varepsilon_e = \frac{k_0}{E} = \text{const} \]  
(6.83) 
during plastic flow. It is readily seen, that for plasticity with isotropic and kinematic hardening, the elastic strain during plastic flow becomes
\[ \varepsilon_e = \frac{3 c y}{2 E} + \frac{\gamma (r + r_0)}{E} + \frac{k_0}{E} . \]  
(6.84) 

We recognize from (6.80), (6.81) that \( r, y \) are monotonically increasing functions of \( \varepsilon_p \). Consequently, \( \varepsilon_e \) is a monotonically increasing function of \( \varepsilon_p \) as well, independent of the material parameters involved.
6.5 Proposed energy equivalence principle

Table 6.1: Material parameters used in (6.75)–(6.81) in order to produce the strain-stress response with isotropic and kinematic hardening illustrated in Fig 6.1.

<table>
<thead>
<tr>
<th>$E$ [MPa]</th>
<th>$k_0$ [MPa]</th>
<th>$r_0$</th>
<th>$c$ [MPa]</th>
<th>$\gamma$ [MPa]</th>
<th>$b$ [MPa]</th>
<th>$\beta$ [MPa]</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200000</td>
<td>200</td>
<td>0</td>
<td>30000</td>
<td>30000</td>
<td>10</td>
<td>10</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Figure 6.1: Strain-stress graphs for uniaxial tensile loading. The constitutive theory is based on the strain equivalence principle according to Chaboche [21].

in the hardening rules. As $\varepsilon_\sigma \leq \alpha$, in view of (6.82), we infer from (6.84) that, during plastic flow, $\varepsilon_e$ will remain bounded.

Before going any further, we remark that the model in this section has been discussed by Lämmer and Tsakmakis [110] with reference to further models derived from the strain equivalence principle. Also, it has been shown how the theory may be extended to finite deformations in a thermodynamically consistent way.

6.5 Proposed energy equivalence principle

Following Cordebois and Sidoroff [29], Chow and Lu [24] and Forster et al. [57], we introduce effective variables $T^{ef}$, $E^{ef}$, $\xi^{ef}$, $Y^{ef}$, $R^{ef}$, $r^{ef}$, $s^{ef}$, and determine the constitutive equations for the real
material as follows. In order to deal with general defined effective variables, we set

\[ T^{ef} := \frac{T}{m}, \quad E^{ef}_e := hE_e, \quad (6.85) \]

\[ \xi^{ef} := \frac{\xi}{m}, \quad Y^{ef} := hY, \quad (6.86) \]

\[ R^{ef} := \frac{R}{m}, \quad r^{ef} := hr, \quad (6.87) \]

where \( m, h \) are functions of \( D \),

\[ m = m(D), \quad h = h(D). \quad (6.88) \]

Whereas \( m(D) \) is supposed to be given, \( h(D) \) has to be determined from the assumed energy equivalence principle. In particular, we choose

\[ m = (1 - D)^{q/2}, \quad (6.89) \]

with \( q \) being a non-negative material parameter.

In all the aforementioned papers, the yield function for the real material is supposed to be known in terms of effective stresses, \( \dot{\sigma}^{ef} \), which can be determined from the adopted energy equivalence, or it is not necessary at all to known it explicitly. In contrast to such approaches, in our theory we assume \( \dot{\sigma}^{ef} \) to be known and we shall determine the yield function for the real material from the energy equivalence principle to be defined below. To be more specific, we set

\[ \dot{\sigma}^{ef} / \tau^{ef} := g / \zeta, \quad (6.90) \]

with (cf. Equations (6.17) and (6.70))

\[ \zeta^{ef} := \tilde{\zeta}(T^{ef} - \xi^{ef}, R^{ef}), \quad \zeta = \bar{\zeta}(T - \xi, R, D), \quad (6.91) \]

and \( g \) being given as a function of state variables. In this article, we make the ansatz

\[ g = g(D) = (1 - D)^{a/2}, \quad (6.92) \]

where \( a \) denotes a material parameter.

Then, we get \( m \) and \( h \), \( \bar{\Psi}_e, \bar{\Psi}^{kin}_p, \bar{\Psi}^{is}_p \), by postulating

\[ \bar{\Psi}_e(E_e, D) = \bar{\Psi}_e(E^{ef}_e) = \frac{1}{2\eta}E^{ef}_e \cdot C[E^{ef}_e], \quad (6.93) \]

\[ \bar{\Psi}^{kin}_p(Y, D) = \bar{\Psi}^{kin}_p(Y^{ef}) = \frac{c}{2\eta}Y^{ef} \cdot Y^{ef}, \quad (6.94) \]

\[ \bar{\Psi}^{is}_p(r, D) = \bar{\Psi}^{is}_p(r^{ef}) = \frac{\gamma}{2\eta}(r^{ef})^2, \quad (6.95) \]

combined with the relations

\[ T^{ef} = \frac{\partial \bar{\Psi}_e(E^{ef}_e)}{\partial E^{ef}_e} = C[E^{ef}_e], \quad (6.96) \]

\[ \xi^{ef} = \frac{\partial \bar{\Psi}^{kin}_p(Y^{ef})}{\partial Y^{ef}} = cY^{ef}, \quad (6.97) \]
6.5 Proposed energy equivalence principle

\[ R^{e^f} = η \frac{∂\tilde{Ψ}^{is}_{p}(r^{e^f})}{∂r^{e^f}} = γ^{e^f} . \]  

(6.98)

It is emphasized, that through Equations (6.93)–(6.95) we do not set the values of the free energies of the real material, subject to the real deformation process, at any time equal to the corresponding values of the free energy functions of the fictitious material, subject to some specific deformation processes. All what we do is that we determine the form of the functions \( \tilde{Ψ}_e, \tilde{Ψ}^{kin}_{p}, \tilde{Ψ}^{is}_{p} \), from that one of the functions \( \tilde{Ψ}_e, \tilde{Ψ}^{kin}_{p}, \tilde{Ψ}^{is}_{p} \), respectively, by way of Equations (6.93)–(6.95).

From Equations (6.93)–(6.98), as well as Equations (6.39) and (6.41), we conclude that, on the one hand

\[ \frac{∂\tilde{Ψ}_e}{∂E_e} = h \frac{∂\tilde{Ψ}_e}{∂E^{e^f}_{e}} , \quad \frac{∂\tilde{Ψ}_e}{∂D} = \frac{∂h}{∂D} \frac{∂\tilde{Ψ}_e^{e^f}_{e}}{∂E_e} \cdot E_e , \]  

(6.99)

\[ \frac{∂\tilde{Ψ}^{kin}_{p}}{∂Y} = h \frac{∂\tilde{Ψ}^{kin}_{p}}{∂Y^{e^f}_{e}} , \quad \frac{∂\tilde{Ψ}^{kin}_{p}}{∂D} = \frac{∂h}{∂D} \frac{∂\tilde{Ψ}^{kin}_{p}}{∂Y^{e^f}_{e}} \cdot Y , \]  

(6.100)

\[ \frac{∂\tilde{Ψ}^{is}_{p}}{∂r} = h \frac{∂\tilde{Ψ}^{is}_{p}}{∂r^{e^f}} , \quad \frac{∂\tilde{Ψ}^{is}_{p}}{∂D} = \frac{∂h}{∂D} \frac{∂\tilde{Ψ}^{is}_{p}}{∂r^{e^f}} \cdot r , \]  

(6.101)

and therefore

\[ h(D) = m(D) = (1 - D)^{\frac{q}{2}} . \]  

(6.102)

On the other hand,

\[ \tilde{Ψ}_e(E_e, D) = \frac{(1 - D)^{q}}{2\eta} E_e \cdot C[E_e] , \]  

(6.103)

\[ \tilde{Ψ}^{kin}_{p}(Y, D) = \frac{(1 - D)^{q}}{2\eta} cY \cdot Y , \]  

(6.104)

\[ \tilde{Ψ}^{is}_{p}(r, D) = \frac{(1 - D)^{q}}{2\eta} γr^2 \]  

(6.105)

and

\[ T = η \frac{∂\tilde{Ψ}_e}{∂E_e} = (1 - D)^{q} C[E_e] \]  

(6.106)

\[ ξ = η \frac{∂\tilde{Ψ}^{kin}_{p}}{∂Y} = (1 - D)^{q} cY \]  

(6.107)

\[ R = η \frac{∂\tilde{Ψ}^{is}_{p}}{∂r} = (1 - D)^{q} γr \]  

(6.108)

At this stage, it is appropriate to discuss why \( s^{e^f} \) in Equation (6.90) is defined unlike the effective strains in Equations (6.85)–(6.87). This may be justified as follows. With respect to metallic materials, energy can be stored in the material only by means of lattice distorsion. For given loading conditions, damage will affect the internal distribution of the state variables and the local geometry of the material (e.g., by changing the face of microcracks, microvoids, etc.), but otherwise the way the damaged material will store energy will remain the same as for the undamaged material. This is reflected by Equations (6.93)–(6.95). On the other side, the physical mechanisms generating plastic flow (e.g., movement of dislocations) will be the same for both the real and the undamaged material. This is accounted
for by assuming the flow rule in Equation (6.49) to possess the same structure as in Equation (6.15). But one may expect that the presence of damage will disturb the local geometry of the material so that it will produce conditions e.g., for movement of dislocations, which are somewhat different from those of the undamaged material at the same material point. This is interpreted so that plastic flow for the real material will exhibit a different intensity from that one for the undamaged material, which is realized by using a definition in Equation (6.90) different from that ones in Equations (6.93)–(6.95).

Let the stress powers $\mathbf{T} \cdot \dot{\mathbf{E}}_p$, $\mathbf{\xi} \cdot \dot{\mathbf{Y}}$, $\mathbf{R} \dot{\mathbf{r}}$ be represented as functions of state variables:

\[
\begin{align*}
\tilde{\mathbf{w}}_p(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) := &\mathbf{T} \cdot \dot{\mathbf{E}}_p(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) = \frac{\dot{s}}{\zeta} \mathbf{T} \cdot \frac{\partial \tilde{f}(\mathbf{T}, \mathbf{\xi}, R, D)}{\partial \mathbf{T}}, \\
\tilde{\mathbf{w}}_{\text{kin}}(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) := &\mathbf{\xi} \cdot \dot{\mathbf{Y}}(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) = \frac{\partial \tilde{f}(\mathbf{T}, \mathbf{\xi}, R, D)}{\partial \mathbf{\xi}}, \\
\tilde{\mathbf{w}}_{\text{is}}(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) := &\mathbf{R} \dot{\mathbf{r}}(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D).
\end{align*}
\]  

(6.109) (6.110) (6.111)

We accomplish our energy equivalence principle by assuming that the real material dissipates stress power in a manner similar to that of the undamaged material, the latter being expressed in terms of effective variables. That is, we postulate for the power functions the equivalence

\[
\begin{align*}
\tilde{\mathbf{w}}_p(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) &= \mathbf{\bar{w}}_p(\dot{s}^{\text{ef}}, \mathbf{T}^{\text{ef}}, \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}}), \\
\tilde{\mathbf{w}}_{\text{kin}}(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) &= \mathbf{\bar{w}}_{\text{kin}}(\dot{s}^{\text{ef}}, \mathbf{T}^{\text{ef}}, \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}}), \\
\tilde{\mathbf{w}}_{\text{is}}(\dot{s}, \mathbf{T}, \mathbf{\xi}, R, D) &= \mathbf{\bar{w}}_{\text{is}}(\dot{s}^{\text{ef}}, \mathbf{T}^{\text{ef}}, \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}}).
\end{align*}
\]  

(6.112) (6.113) (6.114)

Again it has to be remarked, that we do not assume that besides the real material there exists a fictitious one, which produces e.g., plastic stress power equal to that one produced by the real material, at any time. But it is assumed that there exists a fictitious material, whose constitutive functions describing stress powers, $\mathbf{\bar{w}}_p$, $\mathbf{\bar{w}}_{\text{kin}}$, $\mathbf{\bar{w}}_{\text{is}}$, are related to the constitutive functions, $\mathbf{\tilde{w}}_p$, $\mathbf{\tilde{w}}_{\text{kin}}$, $\mathbf{\tilde{w}}_{\text{is}}$, describing corresponding stress powers for the real material, on the way stipulated by (6.112)–(6.114).

\subsection{6.5.1 Yield function – flow rule}

After incorporating (6.32), (6.109), and (6.44) into (6.112),

\[
\frac{\dot{s}}{\zeta} \mathbf{T} \cdot \frac{\partial \tilde{f}(\mathbf{T} - \mathbf{\xi}, R, D)}{\partial (\mathbf{T} - \mathbf{\xi})} = \frac{\dot{s}^{\text{ef}}}{\zeta^{\text{ef}}} \mathbf{T}^{\text{ef}} \cdot \frac{\partial \tilde{f}(\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}})}{\partial (\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}})},
\]  

(6.115)

or, by virtue of (6.90) and (6.85),

\[
\mathbf{T} \cdot \frac{\partial \tilde{f}(\mathbf{T} - \mathbf{\xi}, R, D)}{\partial (\mathbf{T} - \mathbf{\xi})} = \frac{g}{m} \mathbf{T} \cdot \frac{\partial \tilde{f}(\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}})}{\partial (\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}})},
\]  

(6.116)

which is satisfied if

\[
\frac{\partial \tilde{f}(\mathbf{T} - \mathbf{\xi}, R, D)}{\partial (\mathbf{T} - \mathbf{\xi})} = \frac{g}{m} \frac{\partial \tilde{f}(\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}})}{\partial (\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}})}.
\]  

(6.117)

A solution of this differential equation reads

\[
\tilde{f}(\mathbf{T} - \mathbf{\xi}, R, D) = g \tilde{f}(\mathbf{T}^{\text{ef}} - \mathbf{\xi}^{\text{ef}}, \mathbf{R}^{\text{ef}}) = g \left\{ \sqrt{\frac{3}{2}} \frac{(\mathbf{T} - \mathbf{\xi})^D}{m} - \frac{\mathbf{R}}{m} \right\}. 
\]  

(6.118)
The yield function in (6.44) obtains then the form
\[
\bar{F}(T, \xi, R, D) = \frac{g}{m} \left\{ \sqrt{\frac{3}{2}} (T - \xi)^D \cdot (T - \xi)^D - R \right\} - k_0
\]
\[
= (1 - D)^{-n} \left\{ \sqrt{\frac{3}{2}} (T - \xi)^D \cdot (T - \xi)^D - R \right\} - k_0,
\]
(6.119)
the flow rule in (6.49) becomes
\[
\dot{E}_p = \sqrt{\frac{3}{2} \frac{s}{\|T - \xi\|^2}} \frac{\partial \bar{F}(\dot{s}, T, \xi, R, D)}{\partial (T - \xi)} - b \dot{s} \xi m, \quad (6.120)
\]
and \( \zeta \) reads
\[
\zeta = \frac{g}{m} = (1 - D)^{-n}.
\]
(6.121)
A family of yield functions \( \bar{F} \), parametrized by \( n \), has been introduced by Equation (6.119). This is an important result which makes transparent the differences to other approaches in the context of energy equivalence methods. A discussion of possible values for the parameter \( n \) is given in Section 6.6.

### 6.5.2 Hardening rules

We insert in (6.113) the relations (6.33) and (6.110), to get
\[
\xi \cdot \bar{f}_Y(\ddot{s}, T, \xi, R, D) = \xi^e \cdot \bar{f}_Y(\dot{s}^e, T^e, \xi^e, R^e),
\]
(6.122)
This may be recast as
\[
\xi \cdot \bar{f}_Y(\ddot{s}, T, \xi, R, D) = \frac{\xi}{m} \cdot \left\{ \dot{E}_p - \frac{b \dot{s} \xi}{m} \right\}
\]
\[
= \xi \cdot \left\{ \frac{\dot{s}^e}{m \xi^e} \frac{\partial \bar{f}(T^e - \xi^e, R^e)}{\partial (T^e - \xi^e)} - b \dot{s} \xi \frac{\xi^e}{m} \right\}
\]
\[
= \xi \cdot \left\{ \frac{\dot{E}_p - b \dot{s} \xi}{m} \right\},
\]
(6.123)
which implies
\[
\bar{f}_Y(\ddot{s}, T, \xi, R, D) = \dot{E}_p - b \dot{s} \xi m,
\]
(6.124)
and therefore
\[
\dot{Y} = \dot{E}_p - b \dot{s} \xi m = \dot{E}_p - bcm \dot{s} Y.
\]
(6.125)
The corresponding equation for isotropic hardening may be gained from (6.114) on a similar way,
\[
R \ddot{f}_r(\ddot{s}, T, \xi, R, D) = R^e \frac{\partial \bar{f}_r(s^e, T^e, \xi^e, R^e)}{\partial (T^e - \xi^e)}
\]
(6.126)
from which
\[
\dot{r} = \left( 1 - \frac{\beta R}{m} \right) \ddot{s} = (1 - \beta \gamma m \gamma r) \ddot{s}.
\]
(6.127)
6.5.3 Dissipation inequality – dissipation potential

First, we shall examine compatibility of the derived evolution equations with the dissipation inequality (6.42). For doing this, we need the expressions \((T - \xi) \cdot \dot{E}_p, R \dot{r}, \xi \cdot (\dot{E}_p - \dot{Y})\), for which, after some algebraic manipulations, we obtain

\[
(T - \xi) \cdot \dot{E}_p = \frac{m}{g} k_0 \dot{s} + R \dot{s},
\]

\[
R \dot{r} = R \dot{s} - \beta R \frac{m}{s} \dot{s},
\]

\[
\xi \cdot (\dot{E}_p - \dot{Y}) = b \frac{\dot{s} \xi \cdot \xi}{m}.
\]

On substituting into (6.42),

\[
D_{dp} = \left\{ \frac{m}{g} k_0 + \beta \frac{R^2}{m} + b \frac{\xi \cdot \xi}{m} \right\} \dot{s},
\]

which is always non-negative. Also to prove inequality (6.43), we calculate, from (6.103)–(6.105),

\[
-\frac{\partial \bar{\Psi}}{\partial D} = \frac{g(1 - D)q^{-1}}{2} \{ \mathbf{E}_e \cdot \mathbf{C} \mathbf{E}_e \} + c \mathbf{Y} \cdot \mathbf{Y} + \gamma r^2 \geq 0.
\]

Again, it is sufficient to require

\[
\dot{D} \geq 0
\]

in order to ensure the validity of (6.43), and therefore the validity of the whole dissipation inequality (6.40).

It is not difficult to see that the flow rule (6.120), the kinematic hardening rule (6.125) and the isotropic hardening rule (6.127) can alternatively be derived from (6.52), with \(\bar{\varphi}\) given by

\[
\bar{\varphi}(T - \xi, \xi, R, D) := g \left\{ \sqrt{\frac{3}{2} (T - \xi e^f D - R e^f) \cdot (T - \xi e^f) D - R e^f + \beta \frac{R^2}{2} (R e^f)^2 + b \frac{\xi e^f \cdot \xi e^f}{2m} \right\}
\]

\[
= \frac{g}{m} \left\{ \sqrt{\frac{3}{2} (T - \xi D - R + \frac{\beta}{2m} R^2 + b \frac{\xi \cdot \xi}{2m} \right\} .
\]

As far as the dissipation function \(\bar{\varphi}\) is concerned, a characteristic property of our model is the dependence of \(\bar{\varphi}\) upon the scalar multiplier \(g(D)\). If one chooses \(2n = q = 1(\Rightarrow g(D) = 1)\), then \(\bar{\varphi}\) in (6.134) reduces essentially to the dissipation potential introduced by Forster et al. [57].

6.6 Discussion of the model

The resulting model from the proposed energy equivalence is now summarized:

\[
\mathbf{E} = \mathbf{E}_e + \mathbf{E}_p,
\]

\[
\mathbf{T} = (1 - D)^q \mathbf{C} |\mathbf{E}_e|,
\]
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\[ \xi = (1 - D)^q c Y , \quad R = (1 - D)^q \gamma r , \]

\[ F = \tilde{F}(T, \xi, R, D) = (1 - D)^{-n} \left\{ \sqrt{\frac{3}{2} (T - \xi)^D \cdot (T - \xi)^D - R} \right\} - k_0 , \]

(6.137)

(6.138)

(6.139)

plastic loading \( \Leftrightarrow F = 0 \) & (\( \dot{F} \))_{E_p = \text{const}} > 0 ,

(6.140)

(6.141)

(6.142)

(6.143)

Characteristics properties of the model may be highlighted by considering uniaxial tensile loading. For this case, one finds from (6.135)–(6.143) that during plastic flow the following equations hold:

\[ \varepsilon = \varepsilon_e + \varepsilon_p , \]
\[ \sigma = (1 - D)^q E \varepsilon_e , \]
\[ \xi = (1 - D)^q c Y , \]
\[ R = (1 - D)^q \gamma r , \]

\[ \sigma - \frac{3}{2} \xi = R + (1 - D)^n k_0 , \]
\[ \dot{\gamma} = \left[ 1 - bc(1 - D)^q \right] \dot{\varepsilon}_p , \]
\[ \dot{\gamma} = \left[ 1 - \beta \gamma(1 - D)^q \right] \dot{\varepsilon}_p , \]

(6.144)

(6.145)

(6.146)

(6.147)

(6.148)

(6.149)

(6.150)

where we have used the same nomenclature as in Section 6.4. To make the analysis as simple as possible, we first concentrate to the damage law (6.82). To see if \( \varepsilon_e \) will be remain bounded also for this model, we solve from (6.145)–(6.148) for \( \varepsilon_e \):

\[ \varepsilon_e = \frac{3c}{2E} y + \frac{\gamma}{E} r + \frac{k_0}{E} (1 - D)^{n-q} . \]

(6.151)

Clearly, for ideal plasticity, Equation (6.151) reduces to

\[ \varepsilon_e = \frac{k_0}{E} (1 - D)^{n-q} . \]

(6.152)

Since \( \varepsilon_p \leq \alpha, y \) and \( r \) will be remain bounded, in view of (6.149), (6.150). Therefore, as \( D \to 1, \varepsilon_e \) will remain bounded too, if and only if \( n \geq q \). We believe that, at least for metallic materials, the elastic strain should be bounded as \( D \to 1 \). Hence, we will focus attention on cases \( n \geq q \). (Some parameter studies for \( q = 1 \) and the damage law (6.82) have been reported in [137].)

6.6.1 Comparison of the models according to strain and energy equivalence

In order to compare the model according to the proposed energy equivalence principle with the model according to the strain equivalence principle, we set \( n = q = 1 \). For this case, the resulting elastic
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strain (6.151) is identical to that one for the model due the strain equivalence principle in Equation (6.84). Moreover, the only differences between the two models consist in the evolution equations governing kinematic and isotropic hardening, while uniaxial responses predicted by the two models are nearly identical. The question may then arise, whether this is true for arbitrary loading processes indicating inhomogeneous deformations. To clarify this question, we assume equal material parameters for both models, as given in Table 6.2. In the calculations, we use the more realistic evolution law

\[ \dot{D} = \alpha_1 \left( -\frac{\partial \Psi}{\partial D} \right)^p \left( 1 - D \right)^K \dot{s}, \]  

(6.153)

where \( \alpha_1, p, K \) are non-negative material parameters. Equation (6.153) goes back to Lemaitre [104], who introduced such laws in order to model ductile damage.

Table 6.2: Material parameters used for calculating the responses in Figures 6.2 and 6.3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E )</td>
<td>200000</td>
</tr>
<tr>
<td>( k_0 )</td>
<td>400</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>0</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>10000</td>
</tr>
<tr>
<td>( b )</td>
<td>10</td>
</tr>
<tr>
<td>( \beta )</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>1</td>
</tr>
<tr>
<td>( q )</td>
<td>0</td>
</tr>
</tbody>
</table>

To avoid the well-known problem of mesh dependencies in the softening regime, we focus attention to viscoplasticity, which regularizes the equations of plasticity. A simple case of viscoplasticity arises by defining \( \dot{s} \) to be given by

\[ \dot{s} = \frac{(\langle F \rangle^m \eta)^*}{\eta}, \]  

(6.154)

rather then to be determined from the consistency condition \( \dot{\hat{F}} = 0 \). In (6.154), \( \langle x \rangle \) denotes the function

\[ \langle x \rangle := \begin{cases} 
    x & \text{if } x \geq 0 \\
    0 & \text{if } x < 0 
\end{cases}, \]  

(6.155)

for real \( x \). In the ensuing analysis, the material parameters \( m^* \) and \( \eta \) are chosen to be \( m^* = 2.5 \), \( \eta = 2 \cdot 10^8 (MPa) s \). As can be seen in Figure 6.2, the uniaxial responses for the two constitutive models are nearly identical. Next we consider a notched circular cylinder tensile specimen, subjected to prescribed displacement along the upper boundaries. The predicted responses have been calculated by employing the ABAQUS finite element code. This provides a user subroutine, in which the two models have been implemented. The finite element mesh and the imposed loading used, are shown in Figure 6.4. Because of various symmetry conditions, only a quarter of the specimen has been meshed with 117 eight-node axial symmetric solid elements. Figure 6.3 illustrates for the two models the radial distribution of the damage variable \( D \), with \( r \) being the radius in the plane through the notch root. The results are referred to the overall resulting strain (global strain) \( e^* = \frac{L - L_0}{L_0} \), where \( L, L_0 \) are the current and initial length of the inhomogeneously deformed specimen. It can be seen that for \( e^*_0 = 0.2\% \) both models predict identical radial distributions. Some noticeable quantitative differences between the response predicted by the two models may be recognized for \( e^*_2 = 0.356\% \) and \( \frac{\dot{e}_{\gamma}^*}{\dot{e}_{\gamma}^*} = 0.6 \).

As mentioned in the Introduction, the strain equivalence principle has been turned out to be well established for isotropic damage. From the results above we recognize that, for the range of material
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σ [MPa]

: according to the strain equivalence theory

: according to the energy equivalence theory proposed

Figure 6.2: Uniaxial tensile responses predicted by the two models.

Figure 6.3: Radial distribution of the damage variable D through the notch root for $\varepsilon^*_1 = 0.2\%$ and $\varepsilon^*_2 = 0.323\%$. 
Figure 6.4: Circular notched specimen. The assigned material parameters are given in Table 6.2.
parameters considered, the two theories predict comparable responses. Thus, when isotropic damage effects are addressed, both theories can be employed equally to describe material behavior. However, whenever anisotropic damage is concerned, continuum damage models based on energy equivalence principles seem to be more suitable, for symmetric stiffness tensors are involved in a natural way in the models based on energy principles. Therefore, we shall employ in Part II the energy equivalence method developed here to formulate anisotropic damage effects in material response. Beforehand, it is of interest to elucidate how material parameters affect the form of strain-stress responses predicted by the model resulting from the proposed energy equivalence principle.

6.6.2 Parameter studies

We recall that \( n \geq q \) ensures bounded elastic strains as \( D \to 1 \). On the other hand, \( n > 1 \) may be considered to be not a realistic assumption for metallic materials. To support this supposition, we confine ourself once more to the case of ideal plasticity, for which Equation (6.152) applies. If \( n > q \), then \( \lim \varepsilon_e \to 0 \) as \( D \to 1 \). This contradicts our expectation that \( \varepsilon_e \) should be constant until local rupture. In other words, we believe that the lattice distortion of the elastic ideal plastic material will remain constant during plastic flow, independent of the damage evolution. Hence, one might conclude that for metallic materials \( n = q \) should be chosen.

The parameter studies illustrated in Figures 6.5–6.11 are referred to the damage law (6.153). Accordingly, damage evolution is coupled to plastic flow. More sophisticated damage laws have been proposed e.g. in Lemaitre [106], but to elaborate these in the present context is beyond of the scope.

Figure 6.5: \( \varepsilon-\sigma \)-graphs corresponding to the material parameters \( n = q = 1, \alpha = 50, k = 9, p \in \{2, 3, 4, 5, 6\} \).

Figures 6.5–6.11 reveal that for \( n = q > 1 \) the \( \varepsilon-\sigma \)-graphs are concave everywhere or may exhibit concave and convex regions, depending on the values of the material parameters in the evolution law for damage. If \( n = q = 1 \), however, then the graphs remain concave everywhere independent on the values of the materials parameters on the damage evolution law.
Figure 6.6: $\varepsilon$-\(\sigma\)-graphs corresponding to the material parameters \(n = q = 1, \alpha = 50, k = 20, p \in \{1, 2, 3, 4, 5, 6\}\).

Figure 6.7: $\varepsilon$-\(\sigma\)-graphs corresponding to the material parameters \(n = q = 1, \alpha = 1, k = 9, p \in \{1, 2, 3, 4\}\).
Figure 6.8: $\varepsilon$-$\sigma$-graphs corresponding to the material parameters $n = q = 1$, $\alpha = 1$, $k = 20$, $p \in \{1, 2, 3, 4, 5\}$.

Figure 6.9: $\varepsilon$-$\sigma$-graphs corresponding to the material parameters $n = q = 4$, $\alpha = 1$, $k = 9$, $p \in \{2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15\}$.
Figure 6.10: $\varepsilon$-$\sigma$-graphs corresponding to the material parameters $n = q = 4$, $\alpha = 1$, $k = 20$, $p \in \{1, 2, 3, 7, 8, 9, 10, 11, 12, 13, 14, 15\}$.

Figure 6.11: $\varepsilon$-$\sigma$-graphs corresponding to the material parameters $n = q = 4$, $\alpha = 50$, $k = 9$, $p \in \{3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15\}$.
6.7 Concluding remarks

An energy equivalence principle for isotropic damage has been proposed, which furnishes, among others, a family of yield functions parameterized by \( n \). Effective stress and strain variables are parameterized by \( q \). Plausibility arguments seem to impose for metallic materials the condition \( n = q \). The most important feature in our approach was the definition of the effective variable \( \dot{s}^{ef} \) in Equations (6.90), combined with the equivalence of the stress powers in Equations (6.112)–(6.114). For rate-independent plasticity, one can achieve the same results by requiring alternatively the equivalence

\[
\bar{w}_p(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \bar{w}_p(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) ,
\]

(6.156)

\[
\bar{w}_{kin}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \bar{w}_{kin}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) ,
\]

(6.157)

\[
\bar{w}_{is}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \bar{w}_{is}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) ,
\]

(6.158)

where \( \chi \) is a scalar valued function of state variables. After inserting e.g., in Equation (6.156), we get

\[
\dot{s}_T \cdot \frac{\partial \bar{f}(T - \xi, R, D)}{\partial (T - \xi)} = \frac{\dot{s}^{ef}}{m} \cdot \frac{\partial \bar{f}(T^{ef} - \xi^{ef}, R^{ef})}{\partial (T^{ef} - \xi^{ef})} .
\]

(6.159)

It is now convenient to define \( \dot{s}^{ef} \) by

\[
\dot{s}^{ef} := g \frac{\dot{s}}{\zeta} \chi ,
\]

(6.160)

with \( g \) given by (6.92). It is then straightforward to prove that conditions (6.156)–(6.158) together with (6.160) lead to the same results derived in the previous sections, without being necessary to specify \( \chi \) further. Also the physical motivation for postulating (6.156)–(6.158) and (6.160) is in line with that given after Equation (6.108). Actually, this form of the energy equivalence principle has been proposed in Reckwerth and Tsakmakis [137]. However, when viscoplasticity with dynamic recovery terms in the hardening laws is addressed, the two methods are no more equivalent to each other and the function \( \chi \) has to be defined explicitly. Since, in such cases the equivalence conditions (6.156)–(6.158) and (6.160) provide more flexibility for modeling constitutive properties, we shall adopt in Part II this version of the principle.
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Abstract

Anisotropic viscoplasticity coupled with anisotropic damage is modeled in a thermodynamically consistent way. Isotropic and kinematic hardening are present in the viscoplasticity part of the model and the evolution equations for the hardening variables incorporate both, static and dynamic recovery terms. Damage effects are captured in the framework of the concept of effective stress and effective strain combined with the principle of energy equivalence as adopted in Part I. The theory is employed to determine stress distributions for a single-crystal superalloy under complex loading histories. The results are compared with experimental measurements in order to examine the capabilities of the proposed theory.

7.1 Introduction

A continuum damage theory based on the hypothesis of energy equivalence has been introduced in Part I for isotropic constitutive properties. The main difference to other approaches was that the yield function was not assumed to be known, even if it is expressed in terms of effective variables. Actually, the form of the yield function results from the energy equivalence principle together with the constitutive relations for the underlying fictitious model material. For the sake of simplicity only rate-independent plasticity has been discussed essentially in Part I. In the present article we shall extend the theory to take into account, on the one hand, viscoplasticity with static recovery terms in the evolution equations for the hardening variables. On the other hand, anisotropic material properties are assumed to exist in both the viscoplastic part and the damage part of the model. A general structure of anisotropy is considered, formulated with the aid of fourth-order tensors in the elasticity law, the yield function and the kinematic hardening law. But it is straightforward to extend the formulations to cover other kinds of anisotropy. The specific form of cubic anisotropy is elaborated, in order to refer to experimental measurements. Following well-established methods in the literature, damage anisotropy is modeled by using the concept of the damage effect tensor in the definition of the so-called effective variables. The resulting system of constitutive equations is employed to calculate stress distributions for a single-crystal superalloy subject to complex loading histories. Comparison with experimental data enables to estimate the capabilities of the proposed theory. Throughout the article, the nomenclature
and the fundamental assumptions of Section 6.2 in Part I apply, while component representations are referred to a Cartesian coordinate system.

7.2 Viscoplasticity part of the model

7.2.1 General anisotropic structure

In the absence of damage, the constitutive properties of the material to be modeled are supposed to be captured by the following system of equations describing viscoplasticity:

\[
\mathbf{E} = \mathbf{E}_e + \mathbf{E}_p ,
\]
\[
\tilde{\Psi}(\mathbf{E}_e, \mathbf{Y}, r) = \tilde{\Psi}_e(\mathbf{E}_e) + \tilde{\Psi}_p(\mathbf{Y}, r) ,
\]
\[
\tilde{\Psi}_e(\mathbf{E}_e) = \frac{1}{2\rho} \mathbf{E}_e \cdot \mathbf{C}[\mathbf{E}_e] ,
\]
\[
C_{ijkl} = C_{jikl} = C_{klij} ,
\]
\[
\tilde{\Psi}_p(\mathbf{Y}, r) = \tilde{\Psi}_p^{\text{kin}}(\mathbf{Y}) + \tilde{\Psi}_p^{\text{is}}(r) ,
\]
\[
\tilde{\Psi}_p^{\text{kin}}(\mathbf{Y}) = \frac{1}{2\rho} \mathbf{Y} \cdot \mathbf{N}[\mathbf{Y}] ,
\]
\[
\tilde{\Psi}_p^{\text{is}}(r) = \gamma \frac{r^2}{2\rho} ,
\]
\[
\xi := \rho \frac{\partial \tilde{\Psi}_p^{\text{kin}}}{\partial \mathbf{Y}} = \mathbf{N}[\mathbf{Y}] ,
\]
\[
R := \rho \frac{\partial \tilde{\Psi}_p^{\text{is}}}{\partial r} = \gamma r ,
\]
\[
r(t = 0) = 0 , \quad R(t = 0) = 0 ,
\]
\[
\tilde{F}(\mathbf{T}, \xi, R) := \tilde{f}(\mathbf{T} - \xi, R) - k_0 : \text{ yield function} ,
\]
\[
\tilde{f}(\mathbf{T} - \xi, R) := \sqrt{\frac{3}{2}} (\mathbf{T} - \xi)^D \cdot \mathbf{K}[(\mathbf{T} - \xi)^D] - R = \sqrt{\frac{3}{2}} (\mathbf{T} - \xi) \cdot \mathbf{K}[\mathbf{T} - \xi] - R ,
\]
\[
\mathbf{K}_{ijkl} = \mathbf{K}_{jikl} = \mathbf{K}_{klij} \quad \Leftrightarrow \quad \mathbf{K} = \mathbf{K}^T , \quad \mathbf{K}_{ijij} = 0 \quad \Leftrightarrow \quad \mathbf{K}[1] = 0 ,
\]
\[
\dot{s} = \frac{(\tilde{F}(\mathbf{T}, \xi, R))^{\text{max}}}{\eta} .
\]

Flow rule:

\[
\dot{\mathbf{E}}_p = \tilde{f}_p(\dot{s}, \mathbf{T}, \xi, R) := \frac{\dot{s}}{\zeta} \frac{\partial \tilde{F}}{\partial \mathbf{T}} = \frac{\dot{s}}{\zeta} \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \xi)} = \frac{3\dot{s}}{2\zeta} \frac{\mathbf{K}[\mathbf{T} - \xi]}{f + R} ,
\]
\[
\dot{s} = \sqrt{\frac{2}{3}} \dot{\mathbf{E}}_p \cdot \dot{\mathbf{E}}_p ,
\]
\[
\xi = \tilde{f}_\xi(\mathbf{T} - \xi, R) := \sqrt{\frac{2}{3}} \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \xi)} \cdot \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \xi)} = \frac{1}{f + R} \sqrt{\frac{3}{2}} \frac{\mathbf{K}[\mathbf{T} - \xi]}{\mathbf{K}[\mathbf{T} - \xi]} .
\]
Clausius-Duhem inequality:
\[ \mathbf{T} \cdot \mathbf{\dot{E}} - \rho \frac{d}{dt} \tilde{\Psi} = \mathbf{T} \cdot \mathbf{\dot{E}} + \mathbf{T} \cdot \mathbf{\dot{E}}_p - \rho \frac{d}{dt} \tilde{\Psi}_e - \rho \frac{d}{dt} \tilde{\Psi}_p \geq 0 \quad , \]
(7.19)
\[ \mathbf{T} = \rho \frac{\partial \tilde{\Psi}_e}{\partial \mathbf{E}_e} = \mathbf{C}[\mathbf{E}_e] \quad : \text{elasticity law} \quad . \]
(7.20)

Dissipation inequality:
\[ \mathcal{D} := \mathbf{T} \cdot \mathbf{\dot{E}}_p - \rho \frac{d}{dt} \tilde{\Psi}_p = \mathbf{T} \cdot \mathbf{\dot{E}}_p - \mathbf{\dot{\xi}} \cdot \mathbf{Y} - \mathbf{R} \cdot \mathbf{\dot{r}} = (\mathbf{T} - \mathbf{\xi}) \cdot \mathbf{\dot{E}}_p - \mathbf{R} \cdot \mathbf{\dot{r}} + \mathbf{\dot{\xi}} \cdot (\mathbf{\dot{E}}_p - \mathbf{\dot{Y}}) \geq 0 \quad . \]
(7.21)

Kinematic hardening rule:
\[ \mathbf{\dot{Y}} = \tilde{f}_Y(\mathbf{s}, \mathbf{T}, \mathbf{\xi}, \mathbf{R}) = \mathbf{\dot{E}}_p - \frac{\dot{s}}{\zeta} \mathbf{Q}[\mathbf{\xi}] - ||\mathbf{\xi}||^w \mathbf{B}[\mathbf{\xi}] \quad , \]
(7.22)
\[ \mathbf{Q}_{ijkl} = \mathbf{Q}_{jikl} = \mathbf{Q}_{klij} \quad , \quad \mathbf{Q}_{ijkk} = 0 \quad , \]
(7.23)
\[ \mathbf{B}_{ijkl} = \mathbf{B}_{jikl} = \mathbf{B}_{klij} \quad , \quad \mathbf{B}_{ijkk} = 0 \quad . \]
(7.24)

Isotropic hardening rule:
\[ \dot{\mathbf{r}} = \tilde{f}_r(\mathbf{s}, \mathbf{T}, \mathbf{\xi}, \mathbf{R}) = (1 - \beta \mathbf{R}) \frac{\dot{s}}{\zeta} - \pi \mathbf{R} \omega \quad . \]
(7.25)

Equation (7.1) is the decomposition of the strain tensor \( \mathbf{E} \) into elastic and plastic parts, \( \tilde{\Psi} \) is the specific free energy function, \( \rho \) is the mass density and \( \mathbf{C} \) the fourth-order elasticity tensor. Compared to Part I, differences are present in the free energy functions \( \tilde{\Psi}_e \), \( \tilde{\Psi}_\text{kin} \), the yield function \( \tilde{F} \) (respectively \( \tilde{f} \)) and the evolution equations for the hardening variables. The components of the fourth-order tensors \( \mathbf{C}, \mathbf{N}, \mathbf{K}, \mathbf{Q}, \mathbf{B} \) as well as \( \mathbf{w}, \mathbf{\pi}, \mathbf{\omega} \) represent material parameters. Especially, \( \mathbf{C}, \mathbf{K} \) are supposed to be positive definite, while \( \mathbf{N}, \mathbf{Q}, \mathbf{B} \) denote positive semi-definite tensors. According to Equation (7.15), plastic flow occurs whenever a positive overstress \( \tilde{F} \) exists, with \( m^*, \eta \) and \( \langle \rangle \) being material parameters and scalar valued function as explained in Section 6.6.1 of Part I. The yield surface \( \tilde{f} = k_0 \) represents essentially a so-called quadratic criterion, anisotropy being induced by the tensor \( \mathbf{K} \). Such quadratic criteria have been used in modelling anisotropic plasticity for example by [130, 132, 133]. In order to check up compatibility of the hardening rules with the second law (7.19), we substitute Equation (7.16) into (7.19), to get
\[ \mathcal{D} = \frac{\dot{s}}{\zeta} (\mathbf{T} - \mathbf{\xi}) \cdot \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \mathbf{\xi})} - \mathbf{R} \cdot \mathbf{\dot{r}} + \mathbf{\dot{\xi}} \cdot (\mathbf{\dot{E}}_p - \mathbf{\dot{Y}}) \quad . \]
(7.26)
This can be recasted by introducing the function
\[ \tilde{h}(\mathbf{T} - \mathbf{\xi}) := \sqrt{\frac{3}{2}} (\mathbf{T} - \mathbf{\xi}) \cdot \mathbf{K}[\mathbf{T} - \mathbf{\xi}] \equiv \tilde{f} + \mathbf{R} \quad , \]
(7.27)
with the property
\[ \frac{\partial \tilde{h}}{\partial (\mathbf{T} - \mathbf{\xi})} = \frac{\partial \tilde{f}}{\partial (\mathbf{T} - \mathbf{\xi})} \quad . \]
(7.28)
As \( \tilde{h} \) is a convex function of \( (\mathbf{T} - \mathbf{\xi}) \), we have
\[ \tilde{h}(\mathbf{0}) - \tilde{h}(\mathbf{T} - \mathbf{\xi}) - \{\mathbf{0} - (\mathbf{T} - \mathbf{\xi})\} \cdot \frac{\partial \tilde{h}(\mathbf{T} - \mathbf{\xi})}{\partial (\mathbf{T} - \mathbf{\xi})} > 0 \quad , \]
(7.29)
or
\[
\frac{\partial \tilde{h}}{\partial (T - \xi)} \cdot (T - \xi) > \tilde{h}(T - \xi) \quad ,
\]
and therefore
\[
\frac{\partial \tilde{f}}{\partial (T - \xi)} \cdot (T - \xi) > \tilde{f} + R \quad .
\]
After inserting into (7.26),
\[
\tilde{D} > \frac{\dot{\xi}}{\zeta} \tilde{f} + R \left( \frac{\dot{\xi}}{\zeta} - \dot{\nu} \right) + \xi \cdot (\dot{E}_p - \dot{Y}) \quad .
\]
During plastic flow we have \( \tilde{f} \geq k_0 \), so that \( \dot{\xi} \tilde{f} \geq 0 \). Consequently,
\[
\xi \cdot (\dot{E}_p - \dot{Y}) \geq 0 \quad ,
\]
\[
R \left( \frac{\dot{\xi}}{\zeta} - \dot{\nu} \right) \geq 0 \quad .
\]
are sufficient conditions for the dissipation inequality \( \tilde{D} \geq 0 \). Latter are always satisfied if
\[
\dot{E}_p - \dot{Y} = \frac{\dot{\xi}}{\zeta} Q[\xi] + \|\xi\| w B[\xi] \quad ,
\]
\[
\frac{\dot{\xi}}{\zeta} - \dot{\nu} = \beta \frac{\dot{\xi}}{\zeta} R + \pi R^2 \quad ,
\]
which are identical to Equations (7.22) and (7.25), respectively. Of course, some other non-negative scalar functions of \( \xi \) and \( R^2 \) could be utilized in (7.35) and (7.36) instead of \( \|\xi\| w \) and \( R^2 \), respectively, but this is not pursuit here. The first terms on the right side of (7.35) and (7.36) denote dynamic recovery terms, while the second terms represent static recovery terms. As in Part I, the stress powers \( T \cdot \dot{E}_p, \xi \cdot \dot{Y} \) and \( R \dot{\nu} \) may be thought to be given by constitutive functions \( \tilde{w}_p, \tilde{w}_{kin} \) and \( \tilde{w}_{is} \), respectively:
\[
\tilde{w}_p(s, T, \xi, R) := T \cdot \tilde{f}_p(s, T, \xi, R) = \frac{\dot{s}}{\zeta} T \cdot \frac{\partial \tilde{f}(T - \xi, R)}{\partial (T - \xi)} \quad ,
\]
\[
\tilde{w}_{kin}(s, T, \xi, R) := \xi \cdot \tilde{f}_Y(s, T, \xi, R) = \xi \cdot \left\{ \tilde{f}_p(s, T, \xi, R) - \frac{\dot{s}}{\zeta} Q[\xi] - \|\xi\| w B[\xi] \right\} \quad ,
\]
\[
\tilde{w}_{is}(s, T, \xi, R) := R \tilde{f}_r(s, T, \xi, R) = R \left\{ (1 - \beta R) \frac{\dot{s}}{\zeta} - \pi R^2 \right\} \quad .
\]

7.2.2 Cubic symmetry

For later reference we discuss here the specific form of the tensors \( \mathbf{C}, \mathbf{N}, \mathbf{K}, \mathbf{Q}, \mathbf{B} \) for the case of cubic symmetry. Let \( \chi \) be any one of these tensors and \( \mathbf{S}, \mathbf{P} \) symmetric second-order tensors, so that
\[
\mathbf{P} = \chi [\mathbf{S}] \quad .
\]
Using vector notation,
\[
P_i = \chi_{ij} S_j \quad ,
\]
where the vectors $P_i, S_j$ are given by

$$
P_i = \begin{pmatrix}
P_{11} \\
P_{22} \\
P_{33} \\
P_{23} \\
P_{13} \\
P_{12}
\end{pmatrix}, \quad S_j = \begin{pmatrix}
S_{11} \\
S_{22} \\
S_{33} \\
S_{23} \\
S_{13} \\
S_{12}
\end{pmatrix},
$$

and the $6 \times 6$ Matrix $\chi_{ij}$ has components

$$
\chi_{ij} = \begin{pmatrix}
\chi_{11} & \chi_{12} & \chi_{13} & \chi_{14} & \chi_{15} & \chi_{16} \\
\chi_{12} & \chi_{22} & \chi_{23} & \chi_{24} & \chi_{25} & \chi_{26} \\
\chi_{13} & \chi_{23} & \chi_{33} & \chi_{34} & \chi_{35} & \chi_{36} \\
\chi_{14} & \chi_{24} & \chi_{34} & \chi_{44} & \chi_{45} & \chi_{46} \\
\chi_{15} & \chi_{25} & \chi_{35} & \chi_{45} & \chi_{55} & \chi_{56} \\
\chi_{16} & \chi_{26} & \chi_{36} & \chi_{46} & \chi_{56} & \chi_{66}
\end{pmatrix}.
$$

(7.43)

If the material possess cubic symmetry, then there are Cartesian coordinates $\{x'_i\}$ relative to which $\chi_{ij}$ has the form

$$
\chi_{ij} = \begin{pmatrix}
\chi_{11} & \chi_{12} & 0 & 0 & 0 & 0 \\
\chi_{12} & \chi_{11} & \chi_{12} & 0 & 0 & 0 \\
\chi_{12} & \chi_{11} & \chi_{12} & 0 & 0 & 0 \\
0 & 0 & 0 & \chi_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & \chi_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & \chi_{44}
\end{pmatrix}.
$$

(7.44)

Moreover, the components of $\mathbf{N'}, \mathbf{K}, \mathbf{Q}, \mathbf{B}$ exhibit the condition $\chi_{11} + 2\chi_{12} = 0$, in view of (7.7), (7.14), (7.23), (7.24).

Viscoplasticity for materials with cubic symmetry has been modeled also by [130, 132, 133]. Differences to these works consist in the equation for $\dot{s}$ and the equations for isotropic and kinematic hardening. Otherwise the concepts adopted here are similar to that ones for viscoplasticity advocated by Chaboche and fall into the framework of irreversible thermodynamics. It is worth noting that, as elucidated by [131], quadratic yield criteria seem to be inconvenient to describe accurately some torsional loadings of single crystals with cubic symmetry. But generally the material responses predicted in several tests were very encouraging, as reported by [130]. We decided to develop our theory with reference to a quadratic yield criterion, in order to get as simple as possible formulations. Nonquadratic criteria will be involved in further work.

### 7.3 Coupling with damage – energy equivalence principle

Within continuum damage mechanics, anisotropic damage can conveniently be reflected by using as variables second-order damage tensors (see Skrzypek [146], Chaboche [21] and the literature cited there). Accordingly, we amplify the set of variables in the previous sections by adding the symmetric second-order damage tensor $\mathbf{D}$. Let $D_i, i = 1, 2, 3$ be the eigenvalues of $\mathbf{D}$. In the undamaged state $\mathbf{D} = 0$. In the case of local rupture anyone $D_i$ approaches 0, which may be captured by $\det(1 - \mathbf{D}) \to 0$. 
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Then, the material behavior may be characterized by the following constitutive relations:

\[ E = E_e + E_p. \] (7.45)

Free energy functions:

\[
\Psi(t) = \tilde{\Psi}(E_e, Y, r, D) = \Psi_e(t) + \Psi_p(t), \quad \Psi_e(t) = \Psi_{kin}^{e}(t) + \Psi_{is}^{e}(t), \quad \Psi_p(t) = \Psi_{kin}^{p}(t) + \Psi_{is}^{p}(r, D). \] (7.46)

Conjugate forces \( \xi, R, \Omega \):

\[
\xi := \varrho \frac{\partial \tilde{\Psi}_{kin}^{p}}{\partial Y}, \quad R := \varrho \frac{\partial \tilde{\Psi}_{is}^{p}}{\partial r}, \quad \Omega := -\varrho \frac{\partial \tilde{\Psi}}{\partial D},
\]

\[ r(t = 0) = 0, \quad R(t = 0) = 0. \] (7.49)

Yield function:

\[ F(t) = \tilde{F}(T, \xi, R, D) = f(T - \xi, R, D) - k_0 \geq 0 \] (7.50)

Evolution laws:

\[
\dot{\bar{E}}_p = \tilde{f}_p(\dot{s}, T, \xi, R, D) := \dot{s} \frac{\partial \tilde{F}}{\zeta \partial T} = \dot{s} \frac{\partial \tilde{f}}{\zeta \partial(T - \xi)},
\]

\[ Y = \tilde{f}_Y(\dot{s}, T, \xi, R, D), \quad \dot{r} = \tilde{f}_r(\dot{s}, T, \xi, R, D), \]

\[ \dot{s} = \sqrt{\frac{2}{3}} \frac{\tilde{E}_p \cdot \dot{\tilde{E}}_p}{\bar{E}_p} = \left( \frac{\tilde{F}(T, \xi, R, D) m^*}{\eta} \right), \]

\[ \zeta = \tilde{f}_\zeta(T - \xi, R, D) := \sqrt{\frac{2}{3}} \frac{\partial \tilde{f}}{\partial(T - \xi)} \cdot \frac{\partial \tilde{f}}{\partial(T - \xi)}. \] (7.51) (7.52) (7.53) (7.54) (7.55)

Clausius-Duhem inequality:

\[ \bar{D} := T \cdot \dot{E} - \varrho \tilde{\Psi}_e - \varrho \tilde{\Psi}_{kin}^{p} - \varrho \tilde{\Psi}_{is}^{p} \geq 0. \] (7.56)

Elasticity law:

\[ T = \varrho \frac{\partial \tilde{\Psi}_e}{\partial E_e}. \] (7.57)

Dissipation inequality:

\[ \bar{D}_d := T \cdot \dot{E}_p - \xi \cdot \dot{Y} - R \dot{r} - \varrho \frac{\partial \tilde{\Psi}}{\partial D} \cdot \dot{D} \geq 0. \] (7.58)

Separation of \( \bar{D}_d \):

\[ \bar{D}_{dp} := T \cdot \dot{E}_p - \xi \cdot \dot{Y} - R \dot{r} = (T - \xi) \cdot \dot{E}_p - R \dot{r} + \xi \cdot (\dot{E}_p - \dot{Y}) \geq 0, \] (7.59)

\[ \bar{D}_{dd} := -\varrho \frac{\partial \tilde{\Psi}}{\partial D} \cdot \dot{D} = \Omega \cdot \dot{D} \geq 0. \] (7.60)
Stress powers:

\[
\bar{w}_p(\dot{s}, T, \xi, R, D) := T \cdot \bar{f}_p(\dot{s}, T, \xi, R, D) = \frac{\dot{s} + \partial f(T - \xi, R, D)}{\partial (T - \xi)} ,
\]

(7.61)

\[
\bar{w}_{\text{kin}}(\dot{s}, T, \xi, R, D) := \xi \cdot \bar{f}_Y(s, T, \xi, R, D) ,
\]

(7.62)

\[
\bar{w}_{\text{is}}(\dot{s}, T, \xi, R, D) := R \cdot \bar{f}_r(\dot{s}, T, \xi, R, D) .
\]

(7.63)

It is perhaps of interest to remark that \(\dot{E}_p\), as defined in (7.51) and (7.54), is a function of state variables only (it does not depend on rates). Therefore, using standard arguments in thermodynamics, the elasticity law (7.57) and the dissipation inequality (7.58) are necessary and sufficient conditions for the validity of the Clausius-Duhem-inequality (7.56). On the other hand, (7.59) and (7.60) are only sufficient conditions for the dissipation inequality (7.58). The aim now is to find out the unknown functions \(\bar{\Psi}, \bar{f}_p, \bar{f}_Y, \bar{f}_r\) with the help of the energy equivalence principle.

### 7.3.1 Energy equivalence principle

A general energy equivalence principle for modeling damage effects has been proposed in Part I, which for the constitutive functions of the present article requires for the free energy functions and the stress powers the relations

\[
\tilde{\Psi}_e(E_e, D) = \bar{\Psi}_e(E_e^{ef}) = \frac{1}{2q} E_e^{ef} \cdot C[ E_e^{ef} ] ,
\]

(7.64)

\[
\tilde{\Psi}_p^{(\text{kin})}(Y, D) = \bar{\Psi}_p^{\text{kin}}(Y^{ef}) = \frac{1}{2q} Y^{ef} \cdot N[Y^{ef}] ,
\]

(7.65)

\[
\tilde{\Psi}_p^{(\text{is})}(r, D) = \bar{\Psi}_p^{\text{is}}(r^{ef}) = \frac{\gamma}{2q} (r^{ef})^2
\]

(7.66)

and

\[
\tilde{w}_p(\dot{s}, T, \xi, R, D) = \chi \cdot \tilde{w}_p(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) ,
\]

(7.67)

\[
\tilde{w}_{\text{kin}}(\dot{s}, T, \xi, R, D) = \chi \cdot \tilde{w}_{\text{kin}}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) ,
\]

(7.68)

\[
\tilde{w}_{\text{is}}(\dot{s}, T, \xi, R, D) = \chi \cdot \tilde{w}_{\text{is}}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) ,
\]

(7.69)

where \(\chi\) is assumed to here to be scalar valued function of \(D\), and in particular of \(\det(1 - D)\). Clearly, in the absence of damage \(\chi = 1\) must be satisfied. We choose

\[
\chi = (\det(1 - D))^{-l}
\]

(7.70)

with \(l \geq 0\). Furthermore, we set

\[
\dot{s}^{ef} = \frac{\dot{s}}{\zeta} \chi ,
\]

(7.71)

with

\[
g = \frac{\det(1 - D)^{\frac{n - 2g}{\theta} - g}}{\theta} .
\]

(7.72)
7.3 Coupling with damage – energy equivalence principle

\[ \zeta^{ef} = f_{\zeta} (T^{ef} - \xi^{ef}, R^{ef}) , \quad \zeta = f_{\zeta} (T - \xi, R, D) . \]  

To accomplish the energy equivalence principle, it remains to introduce proper effective stress and strain variables. When assigning effective counterparts to second-order tensorial variables, like the stress tensor, a common method in continuum damage mechanics is to employ so-called damage effect tensors (cf. e.g., [146, 21]). These are functions of \( D \), and represent regular fourth-order tensors, which act on the tensorial state variable to generate the effective one. Authors advocating continuum damage mechanics argue that \( D \) reflects on the macroscopic level some volume averages or even averages itself, which summarize measures of defects on the microscale, like “nucleation and coalescence of voids, cavities and microcracks” (see [25]). The anisotropy effect of damage on the material behavior is then induced by the damage effect tensor. Especially, we deal with the following definitions of effective variables here:

\[ T^{ef} := M^{-1}[T] , \quad E^{ef} := H[E^{e}] , \]  
\[ \xi^{ef} := M^{-1}[\xi] , \quad Y^{ef} := H[Y] , \]  
\[ R^{ef} := \frac{R}{m} , \quad r^{ef} := hr , \]  

where

\[ M = M(D) , \quad H = H(D) , \quad m = m(D) , \quad h = h(D) . \]  

The damage effect tensor \( M \) and the damage effect scalar \( m \) are supposed to be given functions of \( D \), whereas the damage effect tensor \( H \) and the scalar \( h \) must be determined on the basis of the energy equivalence principle. The precise form of \( M(D) \) is a matter of convenience and, combined with the evolution law of \( D \), should reflect appropriately the experimental observations. Interesting contributions to the definition of \( M \) can be found, among others, in [29, 25, 23, 164, 169]. Keeping in mind Equations (6.89) and (6.92) of Part I, we choose here

\[ M_{ijmn} = \frac{1}{2} \left[ \left( (1 - D)^\frac{4}{3} \right)_{im} \left( (1 - D)^\frac{4}{3} \right)_{jn} + \left( (1 - D)^\frac{4}{3} \right)_{jm} \left( (1 - D)^\frac{4}{3} \right)_{in} \right] , \]  
\[ m(D) = \{ \det(1 - D) \}^{\frac{2}{3}} . \]  

It can readily shown, that

\[ M_{ijmn} = M_{jimm} = M_{ijmm} , \]  
\[ M_{ijmn} = M_{mnij} \Rightarrow M = M^T , \]  

and that, for a symmetric second-order tensor \( X = X^T \),

\[ M[X] = (1 - D)^\frac{2}{3} X (1 - D)^\frac{2}{3} , \]  
\[ M^{-1}[X] = (1 - D)^{-\frac{2}{3}} X (1 - D)^{-\frac{2}{3}} . \]  

Consequently,

\[ T^{ef} = (1 - D)^{-\frac{2}{3}} T (1 - D)^{-\frac{2}{3}} , \]  
\[ \xi^{ef} = (1 - D)^{-\frac{2}{3}} \xi (1 - D)^{-\frac{2}{3}} . \]  

Evidently, the particular case of isotropic damage is included for \( 1 - D = (1 - D)1 \Rightarrow \det(1 - D) = (1 - D)^3 \), from which we recover the relations of Part I. In the ensuing analysis, no use is made of the symmetry \( M = M^T \), in order to address more general cases. Note that the reason for operating here with \( M \) defined by (7.78) (respectively (7.82)), is the simple form of \( M^{-1}[X] \) in Equation (7.83).
7 Continuum damage models based on energy equivalence. Part II

7.3.2 Free energy functions

Invoking the relations

\[ T^{ef} = \dot{\Omega} \frac{\partial \tilde{\Psi}_e(E^{ef})}{\partial E^{ef}} = C[E^{ef}] , \]  
\[ \xi^{ef} = \dot{\Omega} \frac{\partial \tilde{\Psi}_p^{kin}(Y^{ef})}{\partial Y^{ef}} = \mathcal{N}[Y^{ef}] , \]  
\[ R^{ef} = \dot{\Omega} \frac{\partial \tilde{\Psi}_p^{is}(r^{ef})}{\partial r^{ef}} = \gamma r^{ef} , \]

and using the identities

\[ \frac{\partial \hat{\Psi}_e}{\partial (E^{e})_{ij}} = \frac{\partial \hat{\Psi}_e}{\partial (E^{ef})_{kl}} H^{kl}_{ij} , \quad \frac{\partial \hat{\Psi}_e}{\partial D_{ij}} = \frac{\partial \hat{\Psi}_e}{\partial (E^{ef})_{kl}} \partial D_{ij}^{kl} , \]  
\[ \frac{\partial \tilde{\Psi}_p^{kin}}{\partial (Y^{ef})_{ij}} = \frac{\partial \tilde{\Psi}_p^{kin}}{\partial Y^{ef}} h , \quad \frac{\partial \tilde{\Psi}_p^{kin}}{\partial D_{ij}} = \frac{\partial \tilde{\Psi}_p^{kin}}{\partial (Y^{ef})_{kl}} \partial D_{ij}^{kl} , \]

which are referred to an orthonormal basis system, it can be seen that

\[ \mathcal{H}(D) = \mathcal{M}^T(D) , \quad h(D) = m(D) , \]

and

\[ \tilde{\Psi}_e(E_e, D) = \frac{1}{2\dot{\Omega}} E_e \cdot \mathcal{C} \mathcal{M} \mathcal{M}^T[E_e] = \frac{1}{2\dot{\Omega}} (1 - D)^{\frac{3}{2}} E_e (1 - D)^{\frac{3}{2}} \cdot \mathcal{C} [(1 - D)^{\frac{3}{2}} E_e (1 - D)^{\frac{3}{2}}] , \]  
\[ \tilde{\Psi}_p^{kin}(Y, D) = \frac{1}{2\dot{\Omega}} Y \cdot \mathcal{N} \mathcal{M} \mathcal{M}^T[Y] = \frac{1}{2\dot{\Omega}} (1 - D)^{\frac{3}{2}} Y (1 - D)^{\frac{3}{2}} \cdot \mathcal{N} [(1 - D)^{\frac{3}{2}} Y (1 - D)^{\frac{3}{2}}] , \]  
\[ \tilde{\Psi}_p^{is}(r, D) = \frac{m^2}{2\dot{\Omega}} \gamma r^2 = \frac{\{\det(1 - D)\}^{\frac{3}{2}}}{2\dot{\Omega}} \gamma r^2 . \]

Consequently,

\[ T = \dot{\Omega} \frac{\partial \hat{\Psi}_e}{\partial E_e} = \mathcal{M} \mathcal{C} \mathcal{M}^T[E_e] , \]  
\[ \xi = \dot{\Omega} \frac{\partial \tilde{\Psi}_p^{kin}}{\partial Y} = \mathcal{N} \mathcal{M} \mathcal{M}^T[Y] , \]  
\[ R = \dot{\Omega} \frac{\partial \tilde{\Psi}_p^{is}}{\partial r} = \frac{\{\det(1 - D)\}^{\frac{3}{2}}}{m^2} \gamma r . \]

7.3.3 Yield function – flow rule

On substituting in Equation (7.67),

\[ \frac{\dot{s}}{\zeta} T : \frac{\partial \mathcal{J}(T - \xi, R, D)}{\partial (T - \xi)} = \frac{\dot{s}^{ef}}{\chi \xi^{ef}} T^{ef} : \frac{\partial \mathcal{J}(T^{ef} - \xi^{ef}, R^{ef})}{\partial (T^{ef} - \xi^{ef})} , \]  

104
or, by virtue of (7.71), (7.74)

\[ T \cdot \frac{\partial \bar{f}(T - \xi, R, D)}{\partial (T - \xi)} = gT \cdot M^{T-1} \frac{\partial \bar{f}(T^{ej} - \xi^{ej}, R^{ej})}{\partial (T^{ej} - \xi^{ej})} \]  

(7.100)

Latter is satisfied if

\[ \frac{\partial \bar{f}(T - \xi, R, D)}{\partial (T - \xi)} = gM^{T-1} \frac{\partial \tilde{f}(T^{ef} - \xi^{ef}, R^{ef})}{\partial (T^{ef} - \xi^{ef})} \]  

(7.101)

which possesses a solution

\[ \bar{f}(T - \xi, R, D) = g\tilde{f}(T^{ef} - \xi^{ef}, R^{ef}) = g \sqrt{\frac{3}{2}} \left( T^{ef} - \xi^{ef} \right) \cdot M^{T-1}K^{M^{-1}}[T - \xi] - \frac{R}{m} \]  

(7.102)

Altogether, we get for the yield function

\[ \bar{F}(T, \xi, R, D) = g \sqrt{\frac{3}{2}} \left( T - \xi \right) \cdot M^{T-1}K^{M^{-1}}[T - \xi] - \frac{R}{m} - k_0 \]  

(7.103)

The flow rule reads

\[ \dot{E}_p = \sqrt{\frac{3}{2}} \frac{\left\| M^{T-1}K^{M^{-1}}[T - \xi] \right\|}{\sqrt{\left\| M^{T-1}K^{M^{-1}}[T - \xi] \right\|}} \]  

(7.104)

and \( \zeta \) becomes

\[ \zeta = g \frac{\left\| M^{T-1}K^{M^{-1}}[T - \xi] \right\|}{\sqrt{\left\| M^{T-1}K^{M^{-1}}[T - \xi] \right\|}} \]  

(7.105)

We recall that \( \eta \) enters in function \( g \) as parameter, so that Equation (7.103) represents a family of yield functions parameterized by \( \eta \).

### 7.3.4 Hardening rules

It is not difficult to show, by using similar mathematical operations as in the last section (cf. also Section 6.5.2 in Part I), that relations (7.68), (7.69) furnish the hardening rules

\[ \dot{Y} = \dot{E}_p - g \frac{\dot{s}}{\zeta} M^{T-1}QM^{M^{-1}}[\xi] - \frac{1}{\chi} \left\| M^{M^{-1}}[\xi] \right\|^\omega M^{T-1}BM^{-1}[\xi] \]  

(7.106)

\[ \dot{r} = \left( 1 - \beta \frac{R}{m} \right) \frac{g \dot{s}}{m \zeta} - \frac{1}{\chi m} \left( \frac{R}{m} \right)^{\omega} \]  

(7.107)
We are now going to examine compatibility of the hardening rules with inequality (7.59). Keeping in mind that \(K\), and hence \(\mathbf{M}^{-1}K\mathbf{M}^{-1}\) too, is positive definite, and by using similar mathematical steps as between Equation (7.27) and Equation (7.31), it is readily established that

\[
(T - \xi) \cdot \frac{\partial \bar{f}}{\partial(T - \xi)} > \bar{f} + g \frac{R}{m} .
\]  

(7.108)

On substituting this in (7.59)

\[
\bar{D}_{dp} \geq \left( \bar{f} + g \frac{R}{m} \right) \frac{\dot{s}}{\zeta} - R \dot{r} + \xi \cdot (\dot{E}_p - \dot{Y}) ,
\]  

(7.109)

or

\[
\bar{D}_{dp} \geq \bar{f} \frac{\dot{s}}{\zeta} + R \left( g \frac{\dot{s}}{m \zeta} - \dot{r} \right) + \xi \cdot (\dot{E}_p - \dot{Y}) .
\]  

(7.110)

After inserting from (7.106), (7.107), and recalling that \(Q, B\) are positive semidefinite tensors,

\[
\bar{D}_{dp} = \frac{\bar{f} \dot{s}}{\zeta} + \beta \left( g \frac{R}{m} \right)^2 \frac{\dot{s}}{\zeta} + \frac{\pi}{\chi} \frac{R}{m} \omega^{+1} \\
+ g \frac{\dot{s}}{\zeta} \xi \cdot \mathbf{M}^{-1} \mathbf{Q} \mathbf{M}^{-1} [\xi] \\
+ \frac{1}{\chi} ||\mathbf{M}^{-1} [\xi]||^w \xi \cdot \mathbf{M}^{-1} \mathbf{B} \mathbf{M}^{-1} [\xi] \geq 0 ,
\]  

(7.111)

which proves inequality (7.59).

### 7.3.5 Evolution equation for damage

Inequality (7.60) will be satisfied always, if

\[
\dot{D} = \frac{\partial \varphi_D}{\partial \Omega} , \quad \varphi_D = \varphi_D (\Omega; T, \xi, R, D) ,
\]  

(7.112)

where \(\varphi_D\) is a complex scalar valued function of \(\Omega\). The surface \(\varphi_D = 0\) in \(\Omega\)-space is assumed to surround a range, which includes the point \(\Omega = 0\), so that the scalar product \(\frac{\partial \varphi_D}{\partial \Omega} \cdot \Omega\) will be non-negative. For the purposes of the present work, we assume

\[
\varphi_D = \sqrt{\Omega \cdot \mathbf{Q}_c [\Omega]} \frac{\langle \chi_c(T) \rangle r_c}{A_c} (\det(1 - D))^{-k_c} ,
\]  

(7.113)

\[
\chi_c(T) := \alpha_c T_M + \beta_c (\text{tr} T) + (1 - \alpha_c - \beta_c) \sqrt{\frac{3}{2}} T : \mathbf{M}_c[T] ,
\]  

(7.114)

so that

\[
\dot{D} = \frac{\mathbf{Q}_c [\Omega]}{\sqrt{\Omega \cdot \mathbf{Q}_c [\Omega]}} \frac{\langle \chi_c(T) \rangle r_c}{A_c} (\det(1 - D))^{-k_c} ,
\]  

(7.115)

where \(\alpha_c, \beta_c, A_c, r_c, k_c\) are material parameters, \(\alpha_c + \beta_c + \gamma_c = 1\), \(T_M\) denotes the maximum principal tensile stress and \(\mathbf{Q}_c, \mathbf{M}_c\) are fourth-order tensors with components representing material parameters. Evolution Equation (7.112), together with damage potential functions of the form (7.113) have
been introduced by Chaboche and coworkers (see e.g. [60, 61]) in order to model creep damage. One might interpret Equation (7.115) to generalize 1D creep damage laws of Kachanov and Rabotnov (see Chaboche [21]). According to (7.113)–(7.115), damage evolution occurs whenever the damage criterion \( \chi_c > 0 \) is satisfied. Function \( \chi_c(T) \) is a generalization of a corresponding damage criterion function proposed by Hayhurst [83]. Indeed, if \( T \cdot M_c[T] = T^D \cdot T^D \), then \( \chi_c(T) \) in (7.114) reduces to the proposal of Hayhurst. In general cases, \( M_c \) is supposed to indicate the same symmetry conditions as \( K \) in Equation (7.14).

An important aspect in our approach is that \( D \) appears in both parts of the free energy function, namely in \( \Psi_e \) and \( \Psi_p \). This entails an additive decomposition of the driving force \( \Omega \) (cf. Equations (7.93)–(7.95)):

\[
\Omega = \Omega_e + \Omega^\text{kin}_p + \Omega^\text{is}_p .
\]

We shall now establish the terms on the right side of (7.116). In doing this, the derivative

\[
\mathcal{D} := \frac{\partial (1 - D)^{q/4}}{\partial D}
\]

has to be determined, where \( \mathcal{D} \) indicates the symmetries

\[
\mathcal{D}_{i j m n} = D^i_{j m n} = D_{i j m n} .
\]

If \( q/4 \) is an integer, then \( \mathcal{D} \) can be calculated in a straightforward manner:

\[
\begin{align*}
\frac{q}{4} = 1 : & \quad D_{i j m n} = -\mathcal{E}_{i j m n} , \\
\frac{q}{4} = 2 : & \quad D_{i j m n} = -\{\mathcal{E}_{i k m n}(1 - D)_{k j} + (1 - D)_{i k}\mathcal{E}_{k j m n}\} , \\
\frac{q}{4} = 3 : & \quad D_{i j m n} = -\{\mathcal{E}_{i k m n}(1 - D)_{k r}(1 - D)_{r j} \\
& \quad + (1 - D)_{i k}\mathcal{E}_{k r m n}(1 - D)_{r j} \\
& \quad + (1 - D)_{i k}(1 - D)_{k r}\mathcal{E}_{r j m n}\} ,
\end{align*}
\]

If \( q/4 \) is not an integer, then closed relations may be derived with respect to the eigenvectors \( d_i \), \( i = 1, 2, 3 \), of \( D \). Let

\[
D = \sum_{i=1}^{3} D_i d_i \otimes d_i
\]

be the spectral representation of \( D \), so that

\[
\begin{align*}
\Phi := (1 - D)^{q/4} & = \sum_{i=1}^{3} \theta(D_i) d_i \otimes d_i , \\
\theta(D_i) & := (1 - D)^{q/4} .
\end{align*}
\]

Denote by \( D^*_{i j m n} \) the components of \( \mathcal{D} \) with respect to the basis induced by \( \{d_i\} \),

\[
\mathcal{D} = D^*_{i j m n} d_i \otimes d_j \otimes d_m \otimes d_n ,
\]
and write $\theta'(x) = \frac{d\theta(x)}{dx}$. Then, as Ogden [134] demonstrated, the only nonvanishing components of $\mathbf{D}$ on the basis induced by $\{\mathbf{d}_i\}$ are given by

$$D_{iii}^* = \theta'(\lambda_i), \quad i = 1, 2, 3,$$

$$D_{ijij}^* = \begin{cases} \frac{1}{2} \frac{\theta'(D_j)}{D_j - D_i} & \text{for } D_j \neq D_i, \ i \neq j, \\ \frac{1}{2} \theta'(D_i) & \text{for } D_j = D_i, \ i \neq j. \end{cases}$$

Having established tensor $\mathbf{D}$, the driving forces $\Omega_e$, $\Omega_p^{kin}$, $\Omega_p^{is}$ follow from Equations (7.93)–(7.95):

$$\Omega_e_{mn} = -\rho \frac{\partial \Phi_e}{\rho \partial D_{mn}} = -\{D_{krmn}(E_e)_{rs} \Phi_{sl} + \Phi_{kr}(E_e)_{rs} D_{slmn}\} C_{klij} \Phi_{ip}(E_e)_{pq} \Phi_{qj},$$

$$\Omega_p^{kin}_{mn} = -\rho \frac{\partial \Phi_p^{kin}}{\rho \partial D_{mn}} = -\{D_{krmn}(Y_e)_{rs} \Phi_{sl} + \Phi_{kr}(Y_e)_{rs} D_{slmn}\} N_{klij} \Phi_{ip} Y_{pq} \Phi_{qj},$$

$$\Omega_p^{is}_{mn} = -\rho \frac{\partial \Phi_p^{is}}{\rho \partial D_{mn}} = \frac{q \tau^2}{6} [\det(1 - D)]^\frac{q}{3} ((1 - D)^{-1})_{mn}.$$

### 7.4 Examples

Parameter studies for isotropic damage in Part I demonstrated that whenever $n = q = 1$ the $\varepsilon$-$\sigma$-graphs are not sensible with respect to the damage evolution law and indicate everywhere a concave form. Nevertheless, in favor of a simple formulation, we set in the sequence $n = q = 4$. In fact, this choice allows a simple form for the tensors $\mathbf{M}^{-1}$ and $\mathbf{D}$, so that tedious representations relative to the basis induced by the eigenvectors of $\mathbf{D}$ can be avoided. On the whole, it is expected that this will suffice to elucidate the abilities of the constitutive theory.

The resulting model for $n = q = 4$ reads as follows:

$$E = E_e + E_p,$$

$$T = \mathbf{M} \mathbf{C} \mathbf{M}^T[E_e],$$

$$\xi = \mathbf{M} \mathbf{N} \mathbf{M}^T[T],$$

$$R = m^2 \gamma T,$$

$$\mathbf{M}[\mathbf{X}] = (1 - \mathbf{D}) \mathbf{X} (1 - \mathbf{D}),$$

$$m = (\det(1 - \mathbf{D}))^\frac{q}{2},$$

$$g = (\det(1 - \mathbf{D}))^{-\frac{q}{3}},$$

$$\chi = (\det(1 - \mathbf{D}))^{-l},$$

$$F = g \left\{ \frac{3}{2} (T - \xi) \cdot \mathbf{M}^{T-1} \mathbf{K} \mathbf{M}^{-1} |T - \xi| - \frac{R}{m} \right\} - k_0,$$

$$\dot{E}_p = \frac{3}{2} \frac{\mathbf{M}^{T-1} \mathbf{K} \mathbf{M}^{-1} |T - \xi|}{\|\mathbf{M}^{T-1} \mathbf{K} \mathbf{M}^{-1} |T - \xi|\|},$$

$$\dot{s} = \frac{(F)^m}{\eta},$$

(7.131) (7.132) (7.133) (7.134) (7.135) (7.136) (7.137) (7.138) (7.139) (7.140) (7.141)
\[
\zeta = g \frac{||M^T \mathcal{K} M^{-1} |T - \xi||}{\sqrt{|T - \xi| \cdot M^T \mathcal{K} M^{-1} |T - \xi||}}, \tag{7.142}
\]

\[
\dot{Y} = \dot{E}_p - g \frac{s}{\zeta} M^{T-1} Q M^{-1} |\xi| - \frac{1}{\chi} ||M^{-1} |\xi||^w M^{T-1} BM^{-1} |\xi| \tag{7.143}
\]

\[
\dot{r} = \left(1 - \beta \frac{R}{m}\right) g \frac{s}{m \zeta} - \frac{\pi}{\chi m} \left(\frac{R}{m}\right)^\omega, \tag{7.144}
\]

\[
\dot{D} = \frac{Q_c[\Omega]}{\sqrt{\Omega : Q_c[\Omega]}} \frac{(\chi_c(T))^{r_e}}{A_e} (\det(1 - D))^{-k_c}, \tag{7.145}
\]

\[
\chi_c(T) := \alpha_e T_M + \beta_e (\text{tr} T) + (1 - \alpha_e - \beta_e) \sqrt{\frac{3}{2} T : M_e [T]}, \tag{7.146}
\]

\[
\Omega = \Omega_e + \Omega_p^{\text{kin}} + \Omega_p^{\text{is}}, \tag{7.147}
\]

\[
(\Omega_e)_{mn} = \{\mathcal{E}_{krmn}(E_e)^{rs}(1 - D)_{sl} + (1 - D)_{kr}(E_e)^{rs}\mathcal{E}_{slmn}\}K_{ij}(1 - D)_{ip}(E_e)_{pq}(1 - D)_{jq}, \tag{7.148}
\]

\[
(\Omega_p^{\text{kin}})_{mn} = \{\mathcal{E}_{krmn}Y_s(1 - D)_{sl} + (1 - D)_{kr}Y_{rs}\mathcal{E}_{slmn}\}K_{ij}(1 - D)_{ip}Y_{pq}(1 - D)_{jq}, \tag{7.149}
\]

\[
(\Omega_p^{\text{is}})_{mn} = \frac{2\gamma r^2}{3} [\det(1 - D)]^{\frac{1}{3}} ((1 - D)^{-1})_{mn}. \tag{7.150}
\]

This model has been implemented into the Finite Element code ABAQUS. Predicted responses for a Ni-base single-crystal superalloy and corresponding experimental results are displayed in Figures 7.3–7.8. Cubic symmetry is assumed to apply (cf. [133, 132, 130]), and the values of the material parameters used in the calculations are given in Table 7.1. Note that these values are chosen and not determined on the basis of some professional optimization method. Application of such methods is very expensive (see e.g. [89]) and is beyond of the scope of the present article.

Figure 7.1: Angles $\varphi_1$ and $\varphi_2$ indicate the loading axis which coincides with the specimen axis.
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<table>
<thead>
<tr>
<th>Material parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Elasticity law</strong></td>
<td></td>
</tr>
<tr>
<td>$C_{11}$ [MPa]</td>
<td>97000</td>
</tr>
<tr>
<td>$C_{12}$ [MPa]</td>
<td>47000</td>
</tr>
<tr>
<td>$C_{44}$ [MPa]</td>
<td>10000</td>
</tr>
<tr>
<td><strong>Kinematic hardening</strong></td>
<td></td>
</tr>
<tr>
<td>$N_{11}$ [MPa]</td>
<td>10000</td>
</tr>
<tr>
<td>$N_{12}$ [MPa]</td>
<td>0</td>
</tr>
<tr>
<td>$N_{44}$ [MPa]</td>
<td>3000</td>
</tr>
<tr>
<td>$Q_{11}$ [MPa$^{-1}$]</td>
<td>0.058</td>
</tr>
<tr>
<td>$Q_{12}$ [MPa$^{-1}$]</td>
<td>0</td>
</tr>
<tr>
<td>$Q_{44}$ [MPa$^{-1}$]</td>
<td>0.005</td>
</tr>
<tr>
<td><strong>Isotropic hardening</strong></td>
<td></td>
</tr>
<tr>
<td>$\gamma$ [MPa]</td>
<td>4100</td>
</tr>
<tr>
<td>$\beta$ [MPa$^{-1}$]</td>
<td>710</td>
</tr>
<tr>
<td>$k_0$ [MPa]</td>
<td>77.67</td>
</tr>
<tr>
<td><strong>Recovery terms</strong></td>
<td></td>
</tr>
<tr>
<td>$B_{11}$ [MPa$^{-1}$]</td>
<td>2$^{-11}$</td>
</tr>
<tr>
<td>$B_{12}$ [MPa$^{-1}$]</td>
<td>0</td>
</tr>
<tr>
<td>$B_{44}$ [MPa$^{-1}$]</td>
<td>2$^{-11}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>1</td>
</tr>
<tr>
<td><strong>Yield surface</strong></td>
<td></td>
</tr>
<tr>
<td>$K_{11}$</td>
<td>1</td>
</tr>
<tr>
<td>$K_{12}$</td>
<td>0</td>
</tr>
<tr>
<td>$K_{44}$</td>
<td>0.495</td>
</tr>
<tr>
<td><strong>Visco-plasticity</strong></td>
<td></td>
</tr>
<tr>
<td>$\eta$ [MPa$^n$ s]</td>
<td>7, 4$^{12}$</td>
</tr>
<tr>
<td>$m^*$</td>
<td>3.45</td>
</tr>
<tr>
<td><strong>Damage law</strong></td>
<td></td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\beta_c$</td>
<td>0</td>
</tr>
<tr>
<td>$n$</td>
<td>4</td>
</tr>
<tr>
<td>$A_c$</td>
<td>3, 5$^{16}$</td>
</tr>
<tr>
<td>$r_c$</td>
<td>5.12</td>
</tr>
<tr>
<td>$k_c$</td>
<td>3</td>
</tr>
<tr>
<td>$M_{c11}$</td>
<td>0.001</td>
</tr>
<tr>
<td>$M_{c12}$</td>
<td>0</td>
</tr>
<tr>
<td>$M_{c44}$</td>
<td>1$^{-6}$</td>
</tr>
<tr>
<td>$Q_{c11}$</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{c12}$</td>
<td>0</td>
</tr>
<tr>
<td>$Q_{c44}$</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Tabelle 7.2: Orientation of the loading axis with respect to crystallographic axes

<table>
<thead>
<tr>
<th>specimen</th>
<th>creep stress</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>nearly [001]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CL1$</td>
<td>42°</td>
<td>3, 5°</td>
<td>nearly [001]</td>
<td></td>
</tr>
<tr>
<td>$CL2$</td>
<td>44,9°</td>
<td>50,7°</td>
<td>nearly [111]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>specimen</th>
<th>creep stress</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>nearly [001]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CR1$</td>
<td>140 MPa</td>
<td>32°</td>
<td>9, 1°</td>
<td>nearly [001]</td>
</tr>
<tr>
<td>$CR2$</td>
<td>95 MPa</td>
<td>10,3°</td>
<td>9,5°</td>
<td>nearly [001]</td>
</tr>
<tr>
<td>$CR3$</td>
<td>190 MPa</td>
<td>1°</td>
<td>6,4°</td>
<td>nearly [001]</td>
</tr>
<tr>
<td>$CR4$</td>
<td>140 MPa</td>
<td>42,8°</td>
<td>52,7°</td>
<td>nearly [111]</td>
</tr>
<tr>
<td>$CR5$</td>
<td>155 MPa</td>
<td>42,6°</td>
<td>53,2°</td>
<td>nearly [111]</td>
</tr>
<tr>
<td>$CR6$</td>
<td>128 MPa</td>
<td>42,6°</td>
<td>53,2°</td>
<td>nearly [111]</td>
</tr>
</tbody>
</table>
Uniaxial tension and compression loading conditions, at constant temperature of $1050^\circ C$, have been applied on specimens with circular cross-sectional area. The loading direction with respect to crystallographic axes is indicated by means of angles $\varphi_1$, $\varphi_2$ (see Figure 7.1). For the conducted experiments these angles are given in Table 7.2. First we consider strain controlled uniaxial cyclic loading, the corresponding specimens being denoted by $CL1$ and $CL2$. The loading history is displayed in Figure 7.2, where $z$ signifies the loading axis. Experimental results and predicted responses are shown in Figures 7.3–7.7. The remaining tests (Figures 7.7 and 7.8) are concerned with creep loadings at different stress levels. In spite of the fact that the material parameters are not identified on the basis of some professional optimization algorithms, Figures 7.3–7.7 confirm the capabilities of the model in predicting the experimental results without significant discrepancies. Only for creep loading near $[111]$ orientation (Figure 7.8) there are some significant qualitative and quantitative differences between measured and predicted responses. Especially, the predicted responses seem to indicate a concave form in the neighborhood of the Point $O$, whereas the corresponding form of the experimental results appears to be convex. It is perhaps of interest to note that qualitative differences between experimental results and predicted responses for $[111]$ oriented specimens subject to torsional loading have been also reported by [131]. These authors have argued that the differences for torsional loading arise from the quadratic yield criterion. In fact, if no quadratic criteria are employed the differences disappear. Whether the discrepancies in Figure 7.8 arise from a likely bad supposition of the material parameters or from the quadratic yield criterion adopted or from somewhat others is a question beyond of the scope of the present article and will be discussed in future work.

![Figure 7.2: Uniaxial strain controlled loading history (specimens CL1 and CL2). The strain rate amounts $0,0018\frac{1}{min}$ while all relaxation times are equal to 10 h.](image-url)
Figure 7.3: Strain-stress distribution for specimen $CL1$ (near [001] orientation) according to the loading history of Figure 7.2.

Figure 7.4: Time-stress distribution for specimen $CL1$ (near [111] orientation) according to the loading history of Figure 7.2.
Figure 7.5: Strain-stress distribution for specimen \( CL2 \) (near \([111]\) orientation) according to the loading history of Figure 7.2.

Figure 7.6: Time-stress distribution for specimen \( CL2 \) (near \([111]\) orientation) according to the loading history of Figure 7.2.
7.4 Examples

Figure 7.7: Creep loading near [001] orientation. The specimens are subject to constant stresses of 140\(\text{MPa}(\text{CR1})\), 95\(\text{MPa}(\text{CR2})\) and 190\(\text{MPa}(\text{CR3})\), respectively.

Figure 7.8: Creep loading near [111] orientation. The specimens are subject to constant stresses of 140\(\text{MPa}(\text{CR4})\), 155\(\text{MPa}(\text{CR5})\) and 128\(\text{MPa}(\text{CR6})\), respectively.
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Abstract

Anisotropic viscoplasticity coupled with anisotropic damage has been modeled in previous works by using the energy equivalence principle appropriately adjusted. Isotropic and kinematic hardening are present in the viscoplastic part of the model and the evolution equations for the hardening variables incorporate both, static and dynamic recovery terms. The main difference to other approaches consists in the formulation of the energy equivalence principle for the plastic stress power and the rate of hardening energy stored in the material. As a practical consequence a yield function has been established, which depends, besides effective stress variables, on specific functions of damage. The present paper addresses the capabilities of the model in predicting responses of deformation processes with complex specimen geometry. In particular, multiple notched circular specimens and plates with multiple holes under cyclic loading conditions are considered. Comparison of predicted responses with experimental results confirm the convenience of the proposed theory for describing anisotropic damage effects.

8.1 Introduction

Continuum damage models rely upon the assumption that the unknown response functions for the real damaged material may be established from that ones for an undamaged fictitious material. The response functions for the latter, which are supposed to be known, have to be expressed, in some way, in terms of so-called effective stress and effective strain variables. Cordebois and Sidoroff [29] discussed the energy equivalence principle for the case of pure elastic mechanical behaviour. Extensions to elastic-plastic materials were proposed e.g. by Chow and Lu [24, 211] as well as Saanouni, Forster and Hatira [57]. Only isotropic hardening is considered in Chow and Lu [24] and an equivalence for the incremental plastic work is postulated. According to the assumptions made, the yield function for the real material is known and the effective accumulated plastic strain is gained from the principle. The latter is used to formulate the isotropic hardening rule for the real material. Both, isotropic and kinematic hardening are assumed to be present in the theory of Saanouni, Forster and Hatira [57]. Equivalence is defined for the free energy functions responsible for elasticity and for the energy stored in the material due to hardening, as well as for the dissipation potentials. The yield function for the real material is identical to that one for the undamaged material but expressed in terms of effective stresses.
8.2 Constitutive model

A somewhat different energy equivalence approach for modeling damage effects in viscoplasticity has been elaborated in Grammenoudis, Reckwerth and Tsakmakis [76, 77]. In opposite to other continuum damage theories, in this approach the yield function for the real material is generally not assumed to be known or to be established from that one for the undamaged material by expressing the latter in terms of effective stresses only. Besides equivalence of the free energy functions, it is postulated an equivalence for the material functions governing the plastic and the hardening powers. As a result, a family of yield functions for the real material and the evolution equations for the hardening variables are obtained. The resulting constitutive model has been employed in Grammenoudis, Reckwerth and Tsakmakis [77] to calculate stress distributions for a single-crystal superalloy subject to complex axial loading histories. Comparison with experimental data demonstrated the capabilities of the model to predict such loading histories adequately. In the present paper we shall show that the established model enables to predict appropriately real material behaviour of the single-crystal superalloy also for complex specimen geometry and strong inhomogeneous stress distributions. To this end, multiple notched circular specimens and plates with multiple holes under cyclic loading conditions are considered.

8.2 Constitutive model

8.2.1 Fictitious undamaged material

Throughout the paper we concentrate on small deformations and we use the same nomenclature as in Grammenoudis, Reckwerth and Tsakmakis [76, 77]. The undamaged, fictitious material is supposed to be governed by the following system of viscoplastic constitutive equations:

\[ \mathbf{E} = \mathbf{E}_e + \mathbf{E}_p, \]
\[ \tilde{\Psi}(\mathbf{E}_e, \mathbf{Y}, r) = \tilde{\Psi}_e(\mathbf{E}_e) + \tilde{\Psi}_p(\mathbf{Y}, r), \]
\[ \tilde{\Psi}_e(\mathbf{E}_e) = \frac{1}{2\rho} \mathbf{E}_e \cdot \mathbf{C}[\mathbf{E}_e], \]
\[ \mathbf{T} = \frac{\partial \tilde{\Psi}_e}{\partial \mathbf{E}_e} = \mathbf{C}[\mathbf{E}_e], \]
\[ C_{ijkl} = C_{jikl} = C_{klij}, \]
\[ \tilde{\Psi}_p(\mathbf{Y}, r) = \tilde{\Psi}_p^{\text{kin}}(\mathbf{Y}) + \tilde{\Psi}_p^{\text{is}}(r), \]
\[ \tilde{\Psi}_p^{\text{kin}}(\mathbf{Y}) = \frac{1}{2\rho} \mathbf{Y} \cdot \mathbf{N}[\mathbf{Y}], \]
\[ \tilde{\Psi}_p^{\text{is}}(r) = \frac{\gamma}{2\rho} r^2, \]
\[ \xi := \rho \frac{\partial \tilde{\Psi}_p^{\text{kin}}}{\partial \mathbf{Y}} = \mathbf{N}[\mathbf{Y}], \]
\[ R := \rho \frac{\partial \tilde{\Psi}_p^{\text{is}}}{\partial r} = \gamma r, \]
\[ r(t = 0) = 0, \quad R(t = 0) = 0, \]
\[ \tilde{F}(\mathbf{T}, \xi, R) := \tilde{f}(\mathbf{T} - \xi, R) - k_0 , \]
\[ \tilde{f}(\mathbf{T} - \xi, R) := \sqrt{\frac{3}{2}} (\mathbf{T} - \xi)^D \cdot \mathbf{K}[\mathbf{T} - \xi] - R \equiv \sqrt{\frac{3}{2}} (\mathbf{T} - \xi) \cdot \mathbf{K}[\mathbf{T} - \xi] - R, \]
Equation (8.1) is the decomposition of the (linearized) strain tensor \( \mathbf{E} \) into elastic and plastic parts and \( \Psi \) is the specific free energy function with \( \Psi_{\text{ps}} \), \( \Psi_{\text{ps}}^{\text{kin}} \) and \( \Psi_{\text{ps}}^{\text{is}} \) being responsible for effects due to elasticity, kinematic and isotropic hardening, respectively. Further, \( \mathbf{T} \) denotes the Cauchy stress tensor, \( \rho \) is the mass density and the components of the forth-order tensors \( \mathbf{C}, \mathbf{N}, \mathbf{K}, \mathbf{Q}, \mathbf{B} \), as well as \( w, \pi, \omega \), represent material parameters. According to Equation (8.14), plastic flow occurs whenever a positive overstress \( \tilde{F} \) exists, with \( m^*, \eta, k_0 \) being material parameters. The yield surface \( \tilde{f} = k_0 \) represents essentially a so-called quadratic criterion, anisotropy being induced by the tensor \( \mathbf{K} \). Such quadratic criteria have been used for example by [130, 132, 133]. As reported in [131], quadratic yield criteria seem to be inconvenient to describe accurately some torsional loadings of single crystals with cubic symmetry, like the single-crystal superalloy considered in the paper. But generally, according to [130], the material responses predicted in several tests were very encouraging, so that we decided to develop our energy equivalence firstly with reference to a quadratic yield criterion, in order to get formulations as simple as possible. Finally, \( \mathbf{Y}, \mathbf{r} \) are strain like state variables reflecting effects due to isotropic and kinematic hardening, the conjugate stresses being \( \mathbf{\xi}, \mathbf{R} \), respectively. Corresponding evolution equations, including static and dynamic recovery terms, are formulated through Equations (8.17) and (8.18). Equations (8.21)–(8.23) describe the powers of plastic work, kinematic and isotropic hardening work, respectively, as functions of state variables. It is emphasized that the viscoplasticity theory summarized above is similar to that one advocated by Chaboche and coworkers (see e.g. [130, 132, 133]), some differences consisting essentially only in the equation for \( \dot{s} \) and the equations for isotropic and kinematic hardening.

### 8.2.2 Modeling of damage effects

Following concepts of continuum damage mechanics, damage effects are captured by amplifying the set of variables with the symmetric second-order damage tensor \( \mathbf{D} \). Then, the real (damaged) material response is assumed to be characterized by the following constitutive relations:

\[
\mathbf{E} = \mathbf{E}_e + \mathbf{E}_p
\]
Ψ = \Psi(E_e, Y, r, D) = \Psi_e + \Psi_p \quad , \quad (8.25)
\Psi_p = \Psi_p^{\text{kin}} + \Psi_p^{\text{is}} \quad , \quad (8.26)
\Psi_e = \Psi_e(e, D) \quad , \quad (8.27)
\Psi_p^{\text{kin}} = \Psi_p^{\text{kin}}(Y, D) \quad , \quad (8.28)
\Psi_p^{\text{is}} = \Psi_p^{\text{is}}(r, D) \quad , \quad (8.29)
T = \frac{\partial \bar{\Psi}_e}{\partial E_e} \quad , \quad (8.30)
\xi := \frac{\partial \bar{\Psi}^{\text{kin}}_p}{\partial Y} \quad , \quad (8.31)
R := \frac{\partial \bar{\Psi}^{\text{is}}_p}{\partial r} \quad , \quad (8.32)
\Omega := -\frac{\partial \bar{\Psi}}{\partial D} \quad , \quad (8.33)
F(t) = \bar{F}(T, \xi, R, D) = \bar{f}(T - \xi, R, D) - k_0 \geq 0 \quad , \quad (8.34)
\dot{E}_p = \bar{f}_p(\dot{s}, T, \xi, R, D) := \dot{s} \frac{\partial \bar{F}}{\zeta \partial T} \quad , \quad (8.35)
\dot{s} = \sqrt{\frac{2}{3}} \bar{E}_p \cdot \bar{E}_p := \frac{\langle \bar{F}(T, \xi, R, D) \rangle^m}{\eta} \quad , \quad (8.36)
\zeta = \bar{f}_\zeta(T - \xi, R, D) := \sqrt{\frac{2}{3}} \frac{\partial f}{\partial(T - \xi)} \quad , \quad (8.37)
\dot{Y} = \bar{f}_Y(\dot{s}, T, \xi, R, D) \quad , \quad (8.38)
\dot{r} = \bar{f}_r(\dot{s}, T, \xi, R, D) \quad , \quad (8.39)
\bar{w}_p(\dot{s}, T, \xi, R, D) := T \cdot \bar{f}_p(\dot{s}, T, \xi, R, D) \quad , \quad (8.40)
\bar{w}_\text{kin}(\dot{s}, T, \xi, R, D) := \xi \cdot \bar{f}_Y(\dot{s}, T, \xi, R, D) \quad , \quad (8.41)
\bar{w}_\text{is}(\dot{s}, T, \xi, R, D) := R \bar{f}_r(\dot{s}, T, \xi, R, D) \quad . \quad (8.42)

In these equations, the functions \( \bar{\Psi}, \bar{f}, \bar{f}_Y \) and \( \bar{f}_r \) are unknown and have to be established from the functions \( \Psi, f, f_Y \) and \( f_r \) by postulating an appropriate version of energy equivalence. According to Grammenoudis, Reckwerth and Tsakmakis [76, 77], this may read as follows:

\begin{align*}
T^e_f &:= \mathcal{M}^{-1}[T] = \theta \frac{\partial \bar{\Psi}_e(E^{e}_f)}{\partial E^{e}_f} \quad , \\
E^{e}_f &:= \mathcal{H}[E_e] \quad , \\
\xi^e_f &:= \mathcal{M}^{-1}[\xi] = \theta \frac{\partial \bar{\Psi}_p^{\text{kin}}(Y^{e}_f)}{\partial Y^{e}_f} \quad , \\
Y^{e}_f &:= \mathcal{H}[Y] \quad , \\
R^{e}_f &:= \frac{R}{m} = \theta \frac{\partial \bar{\Psi}_p^{\text{is}}(r^{e}_f)}{\partial r^{e}_f} \quad , \\
r^{e}_f &:= h r \quad , \\
\zeta^{e}_f &:= \bar{f}_\zeta(T^{e}_f - \xi^{e}_f, R^{e}_f) \quad . 
\end{align*}
\[ \dot{s}^{ef} \]
\[ \xi^{ef} = g \frac{\dot{s}}{\xi} \chi \quad , \quad (8.50) \]
\[ \mathcal{M} = \mathcal{M}(D) \quad , \quad \mathcal{H} = \mathcal{H}(D) \quad , \quad (8.51) \]
\[ m = m(D) \quad , \quad h = h(D) \quad , \quad (8.52) \]
\[ g = g(D) \quad , \quad \chi = \chi(D) \quad , \quad (8.53) \]
\[ \Psi_{e}(E_{e}, D) = \Psi_{e}(E_{e}^{ef}) \quad , \quad (8.54) \]
\[ \tilde{\Psi}_{p}^{(kin)}(Y, D) = \tilde{\Psi}_{p}^{kin}(Y^{ef}) \quad , \quad (8.55) \]
\[ \tilde{\Psi}_{p}^{(is)}(r, D) = \tilde{\Psi}_{p}^{is}(r^{ef}) \quad , \quad (8.56) \]
\[ \tilde{w}_{p}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \tilde{w}_{p}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) \quad , \quad (8.57) \]
\[ \tilde{w}_{kin}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \tilde{w}_{kin}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) \quad , \quad (8.58) \]
\[ \tilde{w}_{is}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \tilde{w}_{is}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) \quad , \quad (8.59) \]
where \( \mathcal{M}, m, g \) and \( \chi \) are given functions of \( D \). As shown in Grammenoudis, Reckwerth and Tsakmakis [77], it turns out that the forth-order damage effect tensor \( \mathcal{H} \) and the scalar valued damage effect function \( h \) satisfy the relations
\[ \mathcal{H}(D) = \mathcal{M}^{T}(D) \quad , \quad h(D) = m(D) \quad , \quad (8.60) \]
the yield function \( \tilde{f} \) has the form
\[ \tilde{f}(T - \xi, R, D) = g(D) \tilde{f}(T^{ef} - \xi^{ef}, R^{ef}) = g \sqrt{\frac{3}{2}}(T - \xi) \cdot \mathcal{M}^{-1} \mathcal{K} \mathcal{M}^{-1}[T - \xi] - \frac{g R}{m} \quad (8.61) \]
and the functions \( \tilde{f}_{Y} \) and \( \tilde{f}_{r} \), governing the hardening laws for the real material, become
\[ \tilde{f}_{Y}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi} \mathcal{M}^{T-1}[\tilde{f}_{Y}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef})] \]
\[ = \dot{E}_{p} - g \frac{\dot{s}}{\xi} \mathcal{M}^{T-1} \mathcal{Q} \mathcal{M}^{-1}[\xi] - \frac{1}{\chi} ||\mathcal{M}^{-1}[\xi]||^{w} \mathcal{M}^{T-1} \mathcal{B} \mathcal{M}^{-1}[\xi] \quad , \quad (8.62) \]
\[ \tilde{f}_{r}(\dot{s}, T, \xi, R, D) = \frac{1}{\chi m} \tilde{f}_{r}(\dot{s}^{ef}, T^{ef}, \xi^{ef}, R^{ef}) = \left( 1 - \beta \frac{R}{m} \right) \frac{g \dot{s}}{m \xi} \frac{\pi}{\chi m} \left( \frac{R}{m} \right)^{w} \quad . \quad (8.63) \]
Specific forms for the functions \( \mathcal{M}(D), m(D), g(D) \) and \( \chi(D) \), assumed in Grammenoudis, Reckwerth and Tsakmakis [77], are (cf. also [29])
\[ \mathcal{M}(D)[X] = (1 - D)X(1 - D) \quad , \quad (8.64) \]
\[ m(D) = \frac{1}{g(D)} = \{\text{det}(1 - D)\}^{\frac{2}{3}} \quad , \quad (8.65) \]
\[ \chi = (\text{det}(1 - D))^{-l} \quad , \quad (8.66) \]
with \( l \) being material parameter.

To accomplish the system of constitutive equations, the damage law
\[ \dot{D} = \frac{\mathcal{Q}_{e}[\Omega]}{\sqrt{\Omega \cdot \mathcal{Q}_{e}[\Omega]}} \frac{\chi_{e}(T)^{r_{e}}}{A_{e}} \{\text{det}(1 - D)\}^{-k_{e}} \quad (8.67) \]
has been assumed in Grammenoudis, Reckwerth and Tsakmakis [77], where $\chi_c$ is essentially a damage criterion function proposed by Hayhurst [83],

$$
\chi_c(T) := \alpha_c T_M + \beta_c (\text{tr}(T)) + (1 - \alpha_c - \beta_c) \sqrt{\frac{3}{2} T \cdot \mathcal{M}_c[T]}
$$

(8.68)

$T_M$ denotes the maximum principal tensile stress, $Q_c$, $\mathcal{M}_c$ are fourth-order tensors with components representing material parameters, and $\alpha_c, \beta_c, A_c, r_c, k_c$ are material parameters.

Specific representations for cubic symmetry and corresponding material parameters for a Ni-base single-crystal superalloy, tested at constant temperature of 1050°C, have been given in Grammenoudis, Reckwerth and Tsakmakis [77]. The material parameters are not determined by professional optimization algorithms. Application of such methods is very expensive (see e.g. [89]) and represents the goal of current investigations beyond of the scope of our study.

In the remainder of the paper we shall discuss the capabilities of the presented viscoplasticity theory coupled with damage to predict the response of multiple notched circular specimens and plates with multiple holes under cyclic loading conditions. All calculations are performed by using the finite element code ABAQUS, in which the constitutive theory has been implemented.

### 8.3 Examples

Predicted responses for a Ni-base single-crystal superalloy, called CSMX-4, and corresponding experimental results are discussed in following subsections. Cubic symmetry is assumed to apply and the material parameters used in the simulations are the same as in [77].

![Figure 8.1: Given global strain history over time.](image)

Global axial tension and compression loading conditions with holding times have been applied. The loading history for all experiments is displayed in Figure 8.1, where $z$ signifies the loading axis. The strain rate amounts $0.0018 \frac{1}{\text{min}}$ while all relaxation times are equal to 30 minutes. In the considered
numerical examples the loading direction coincides with the axis of the used specimen in the experiment. This direction with respect to crystallographic axes is indicated by means of angles $\varphi_1$, $\varphi_2$ (see Figure 8.2).

Figure 8.2: Axis of the specimen and crystallographic axes.

8.3.1 Multiple notched circular specimen under cyclic loading conditions

In the first example we consider a cylindrical multiple notched tensile specimen. The specimen used in the experiments is shown in Figure 8.3. The finite element mesh is given in Figure 8.4 and consists of 1248 eight-node hexahedron volume elements and 1613 knots. Some predicted responses and experimental results are displayed in Figures 8.5 and 8.6. The angles $\varphi_1$, $\varphi_2$ between, respectively, the loading axes and the [010] and [001] axes are $\varphi_1 = 5.6^\circ$ and $\varphi_2 = 14.9^\circ$.

Figure 8.5 displays the global force acting on the specimen as a function of global strain for multiple notched tensile specimen. The time-global force distribution to realize the strain history is given in Figure 8.6. In spite of the fact that the material parameters are not identified on the basis of some professional optimization algorithms, the predicted model responses in Figure 8.5 and 8.6 confirm the capabilities of the model to describe the experimental results without significant discrepancies.

In order to gain an impression about the evolution and the distribution of the damage in the specimen, the behavior of the damage variable, and in particular the $zz$-component of $\mathbf{D}$ is considered. Figure 8.7 shows the distribution of the values of the chosen component of the damage variable within the specimen after the eight load cycles. It can be recognized that the damage distribution focuses on the notched areas.
Figure 8.4: Finite element mesh of the cylindrical multiple notched tensile specimen used in the calculations.

Figure 8.5: Global force acting on the specimen (as function of global strain) to realize the strain history.
In Figures 8.8–8.10 these areas are represented more precisely. The figures illustrate the circumferential distribution of the \( zz \)-component of the damage tensor \( D \), with \( r = 3.35 \text{mm} \) being the radius in the plane through the notch root. As can be seen (see also Figure 8.7) that there exists two points of maximum damage lying in the upper and in the lower plane at \( z = 34.5 \text{mm} \) and \( z = 5.5 \text{mm} \). Additionally, if we concentrate ourselves in the time evolution damage at these points, then we see that the damage distributions for both points exhibit nearly identical graphs as shown in Figure 8.11.
Figure 8.7: Distribution of $D_{zz}$ within the specimen after the eight load cycles.
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Figure 8.8: Circumferential distribution of $D_{zz}$ at $z = 34.5mm$ and $r = 3.35mm$.

Figure 8.9: Circumferential distribution of $D_{zz}$ at $z = 20mm$ and $r = 3.35mm$. 
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Figure 8.10: Circumferential distribution of $D_{zz}$ at $z = 5.5\, \text{mm}$ and $r = 3.35\, \text{mm}$.

Figure 8.11: Distribution of $D_{zz}$ at $\{x = -3.35, y = 0, z = 5.5\}$ and $\{x = 3.35, y = 0, z = 34.5\}$ as a function of time.
8.3.2 Plate with multiple holes under cyclic loading conditions

Figure 8.12: Plate with multiple holes used in the experiments.

Figure 8.12 illustrate the specimen used in the second example. It represents a plate with wholes and the used finite element mesh is shown in Figure 8.13. This mesh consists of 1140 eight-node hexahedron volume elements and 1944 knots. Experimental results and model predictions for the strain history of Figure 8.1 are displayed in Figures 8.14 and 8.15. The angles $\varphi_1$, $\varphi_2$ between, respectively, the loading axes and the [010] and [001] axes are $\varphi_1 = 21.5^\circ$ and $\varphi_2 = 14.2^\circ$.

Figure 8.13: Finite element mesh of the plate with multiple holes used in the calculations.

The global force-global strain distribution is given in Figure 8.14, while Figure 8.15 illustrates the global force acting on the specimen as a function of time. Once more, the predicted model responses are in good agreement with the experimental data.
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Figure 8.14: Global force acting on the specimen (as function of global strain) to realize the strain history.

Figure 8.15: Global force acting on the specimen (as function of time) to realize the strain history.
Figure 8.16: Distribution of $D_{zz}$ within the specimen after the eight load cycles.
Figure 8.17: Distribution of $D_{zz}$ at $z = 9.9\text{mm}$ and $y = 1\text{mm}$ as a function of $x$.

Figure 8.18: Distribution of $D_{zz}$ at $z = 7.5\text{mm}$ and $y = 1.5\text{mm}$ as a function of $x$. 
Figure 8.19: Distribution of $D_{zz}$ at $z = 5.1\,mm$ and $y = 2\,mm$ as a function of $x$.

Figure 8.20: Distribution of $D_{zz}$ at $\{x = 10.3, y = 1, z = 9.9\}$ and $\{x = 1.75, y = 2, z = 5.1\}$ as a function of time.
Again, the $zz$-component of the damage tensor $D$ is considered in more detail in order to obtain an impression about the evolution and the distribution of the damage within the specimen. After eight load cycles this distribution is shown in Figure 8.16. As can be seen, the damage distribution focuses around every hole. In Figures 8.17–8.19 cuts are considered which are perpendicular to the loading direction and go through the center of the circles. The graphs illustrate the distribution of the $zz$-component of the damage tensor $D$ in three plains at $z = 9.9\text{mm}$, $z = 7.5\text{mm}$ and $z = 5.1\text{mm}$. From these diagrams one may conclude that there exists two points of maximum damage lying in the upper and the lower plane at \{ $x = 10.3\text{mm}$, $y = 1\text{mm}$, $z = 9.9\text{mm}$ \} and \{ $x = 1.7\text{mm}$, $y = 2\text{mm}$, $z = 5.1\text{mm}$ \}. In Figure 8.20, the time evolution of the damage at these points is shown. As in the case of the multiple notched specimen, the responses for both points are practically identical.
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Abstract

There are many approaches in continuum mechanics involving incompatible deformations, one well-known example being the polar decomposition of the deformation gradient tensor. Such deformations have in the past been regarded rather in the context of local configurations. In the present paper, we discuss incompatible deformations among others, also from the point of view of material lines. Related covariant derivatives and spatial differential operators are introduced and investigated. In particular, it is shown that components of curvature tensors, present in many gradient constitutive theories, may be expressed in terms of the difference between different connections for the same manifold. These issues are illustrated with reference to multiplicative decompositions of deformation gradient tensors into elastic and plastic parts. Two classes of model materials are addressed, non-polar and micropolar ones.

9.1 Introduction

In opposite to the deformation gradient tensor, there are deformation tensors, which do not satisfy compatibility conditions. Such deformations, one well-known example being the rotation in the polar decomposition of the deformation gradient tensor, are called incompatible. While most of finite deformation (so-called) local theories rest on the polar decomposition of the deformation gradient tensor, incompatible deformations related to inelasticity have been broadly elaborated in non-local crystal plasticity theories. Such, so-called continuum theories of defects, the investigation of which has been initiated by Kondo, Bilby et al. and Kröner (see e.g. [94, 9, 95]), deal with the torsion of the space as variable (see among others e.g. Le and Stumpf [98, 99], Gurtin [80, 79], Epstein and Maugin [44], Dlużewski [40]). A study of bodies with inhomogeneities from the point of view of local configurations has been given by Noll [129] (see also [155], Sects. 22, 34), who introduced also the term relative gradient, for some spatial differential operators related to local deformations. Le and Stumpf (see e.g. [98, 99]) applied the mathematical and physical framework of Noll’s approach to incorporate the multiplicative decomposition of the deformation gradient tensor into elastic and plastic parts in continuum theories of dislocations. There are continuum theories of dislocations fitted in the framework of non-polar materials, and such fitted in the framework of micropolar ones. Micropolar continua exhibit a microstructure,
which suffers rigid body rotations. The references cited above belong to the former class. In the works e.g. of Minagawa [119, 120], Anthony [6], Hehl and Kröner [84], Günther [65] Eringen and Claus [47], and Clayton et al. [26], fundamental concepts concerning micropolar degrees of freedom are addressed.

In the present paper we study spatial derivatives related to incompatible deformations from three points of view, namely with respect to 1) transformed covariant derivatives, 2) local deformations, and 3) material lines. Noll’s approach of relative gradient is extended to define general relative covariant derivatives. Curvature tensors, expressible in terms of gradients of deformation (not to be confused with Riemannian curvature tensors), are shown to represent differences of connections rather than connections itself. Illustrations of the geometrical aspects are given for gradient continuum theories based on the multiplicative decomposition of the deformation gradient tensor into elastic and plastic parts. Attention is focussed on non-polar continua, as well as on micropolar ones. From the various kinematic variables available to formulate micropolar theories, we chose the ones adopted in Grammenoudis and Tsakmakis [67], in order to demonstrate essential ideas of the paper.

9.2 Preliminaries

We consider isothermal deformations and write $t$ for the time and $\mathbb{R}$ for the axis of real numbers. An explicit reference to space and time will often be dropped in the paper. Commonly, the same symbol is used to designate a function and the value of that function at a point.

Tensor operations in the paper are referred to Euclidean vector spaces. Let $E$ be a three-dimensional Euclidean vector space, and $\{e_i\}$ an orthonormal basis in $E$. If nothing others is stated, then all indices have the range of the integers $(1, 2, 3)$, while summation over repeated indices is implied. For the purposes of the paper, it suffices to make use of the notation of classical continuum mechanics, i.e. we shall not distinguish between $E$ and its dual space. Thus, tensors of arbitrary order on $E$ will be regarded as multilinear functions on $E$. The following relationships are referred to tensors on $E$, but otherwise can analogously be extended to so-called two point tensors.

Letters set in boldface designate vectors or second-order tensors, while third-order tensors are denoted by calligraphic bold face letters. In particular, $a \cdot b$, and $a \otimes b$ denote the inner, and the tensor product of the vectors $a$ and $b$, respectively. For second-order tensors $A$ and $B$, we write $\text{tr}A$ for the trace, $\det A$ for the determinant and $A^T$ for the transpose of $A$, while $A \cdot B = \text{tr}(AB^T)$ is the inner product between $A$ and $B$. Furthermore,

$$1 = \delta_{ij}e_i \otimes e_j \quad (9.1)$$

represents the identity tensor of second-order, where $\delta_{ij} = \delta^{'ij}$ is the Kronecker-delta. Often use is made of notations of the form $a_i = (a)_i$, $A_{ij} = (A)_{ij}$, ... for the components of vectors $a$, second-order tensors $A$, and so on. Also, we use the notation $A^{-1} = (A^{-1})^T$, provided $\det A \neq 0$.

Let $v = v_i e_i$, $w = w_i e_i$, $u = u_i e_i$, $z = z_i e_i$ be vectors, $A = A_{ij} e_i \otimes e_j$, $B = B_{ij} e_i \otimes e_j$, $C = C_{ij} e_i \otimes e_j$ be second-order tensors, and $\mathcal{M} = M_{ijk} e_i \otimes e_j \otimes e_k \otimes e_l$ be third-order tensor. Then,

$$A v \equiv A[v] = A_{ij} v_j e_i \quad , \quad (9.2)$$

$$A[v, w] = v \cdot A w = v_i A_{ij} w_j \quad , \quad (9.3)$$

$$A B = (A_{ij} e_i \otimes e_j) B = A_{ij} e_i \otimes B^T e_j = A_{ij} B_{jm} e_i \otimes e_m \quad , \quad (9.4)$$

$$E$$
\[ A^2 = AA = A_{ij} A_{jk} \mathbf{e}_i \otimes \mathbf{e}_k, \quad (9.5) \]
\[ \mathcal{M}[\mathbf{v}, \mathbf{w}, \mathbf{u}] = M_{ijk}(\mathbf{e}_i \cdot \mathbf{v})(\mathbf{e}_j \cdot \mathbf{w})(\mathbf{e}_k \cdot \mathbf{u}). \quad (9.6) \]

\[ \mathbf{A}, \mathbf{M}, \mathbf{A}^T \text{ and } \mathbf{A} \circ \mathbf{M} \equiv \mathbf{M} \circ \mathbf{A}^T \text{ are defined to represent third-order tensors given by} \]
\[ \mathbf{A} \mathbf{M} := M_{ijk}(\mathbf{Ae}_i) \otimes \mathbf{e}_j \otimes \mathbf{e}_k = A_{mi} M_{ijk} \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_k, \quad (9.7) \]
\[ \mathbf{A} \mathbf{M}^T := M_{ijk} \mathbf{e}_i \otimes \mathbf{e}_j \otimes (\mathbf{Ae}_k) = M_{ijk} A_{mj} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_m, \quad (9.8) \]
\[ \mathbf{A} \circ \mathbf{M} \equiv \mathbf{M} \circ \mathbf{A}^T := M_{ijk} \mathbf{e}_i \otimes (\mathbf{Ae}_j) \otimes \mathbf{e}_k = M_{ijk} A_{mj} \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_k. \quad (9.9) \]

If \( \mathcal{M} = \mathbf{B} \otimes \mathbf{z}, \) then
\[ \mathbf{A} \mathcal{M} = A(\mathbf{B} \otimes \mathbf{z}) = (AB) \otimes \mathbf{z}, \quad (9.10) \]
\[ \mathcal{M} \mathbf{A}^T = (\mathbf{B} \otimes \mathbf{z}) \mathbf{A}^T = \mathbf{B} \otimes (Az), \quad (9.11) \]
\[ \mathbf{A} \circ \mathcal{M} \equiv \mathcal{M} \circ \mathbf{A}^T = (BA^T) \otimes \mathbf{z}, \quad (9.12) \]
and
\[ \mathcal{M}[\mathbf{v}, \mathbf{w}, \mathbf{u}] = (\mathbf{B} \otimes \mathbf{z})[\mathbf{v}, \mathbf{w}, \mathbf{u}] = (\mathbf{v} \cdot \mathbf{Bw})(\mathbf{z} \cdot \mathbf{u}). \quad (9.13) \]

To the second-order tensors \( \mathbf{A}, \mathbf{B}, \mathbf{C}, \) a linear operator \( \mathcal{L}(\mathbf{A}, \mathbf{B}, \mathbf{C}) \) can be assigned, which acts on third-order tensors \( \mathcal{M} \) and generates third-order tensors
\[ \mathcal{L}(\mathbf{A}, \mathbf{B}, \mathbf{C})[\mathcal{M}] := M_{ijk}(\mathbf{Ae}_i) \otimes (\mathbf{Be}_j) \otimes (\mathbf{Ce}_k). \quad (9.14) \]

In the special case \( \mathbf{A} = \mathbf{B} = \mathbf{C}, \) we write simply \( \mathcal{L}(\mathbf{A}) \) instead of \( \mathcal{L}(\mathbf{A}, \mathbf{A}, \mathbf{A}) \) and get
\[ \mathcal{L}(\mathbf{A})[\mathcal{M}] = M_{ijk}(\mathbf{Ae}_i) \otimes (\mathbf{Ae}_j) \otimes (\mathbf{Ae}_k). \quad (9.15) \]

### 9.3 Basic kinematic relations

#### 9.3.1 Reference and actual configuration

Consider a material body \( \mathcal{B} \) (macroscopic continuum, or macroscopic material, or overall material body), with elements \( \mathcal{X}, \mathcal{Y}, \ldots, \) which may be mapped into a region of the three dimensional Euclidean space \( \mathcal{E}. \) Let \( P \) be an arbitrary point of \( \mathcal{E}. \) A vector at a point \( P \in \mathcal{E} \) is a pair \( \mathbf{v}_P \equiv (P, \mathbf{v}), \) where \( \mathbf{v} \in \mathcal{E}, \) and \( \mathcal{E} \) is the Euclidean vector space associated with \( \mathcal{E}. \) We call \( P \) the basic point and \( \mathbf{v} \) the vector part of \( \mathbf{v}_P. \) The totality of all vectors at \( P \) spans a vector space \( T_P \mathcal{E}, \) referred to as tangent space to \( \mathcal{E} \) at \( P. \) With an origin \( O \) fixed in \( \mathcal{E}, \) every point \( P \in \mathcal{E} \) may be identified by a position vector \( \mathbf{p}_O = (O, \mathbf{p}) \in T_O \mathcal{E}. \) As usually in classical continuum mechanics, we shall set \( \mathbf{p}_O \equiv \mathbf{p}, \) and from the related topics it will be clear what is meant. In this sense, we shall also set \( \mathbf{p} \) equal to point \( P, \) and we shall speak of the point \( \mathbf{p} \in \mathcal{E}. \) We shall mainly pursue this nomenclature, and we shall refer to the exact mathematical notion only in some particular cases to explain the issues in more details.

As commonly, we define a configuration of the body to be a map
\[ k : \mathcal{B} \rightarrow \mathcal{E}, \quad (9.16) \]
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with \( k(\mathcal{B}) \) an open, simply connected subset of \( \mathcal{E} \). \( k(\mathcal{B}) \) is denoted as the range in \( \mathcal{E} \) occupied by the body \( \mathcal{B} \) under the configuration \( k \). Following the nomenclature of classical mechanics, we shall speak from the point \( p \in k(\mathcal{B}) \). It is also customary to write \( k : \mathcal{B} \to \mathcal{E} \) and to set \( k(\mathcal{B}) \equiv k(\mathcal{B}) \). A fixed chosen configuration \( \chi_{R} \),

\[
\chi_{R} : \mathcal{B} \to \mathcal{E} ,
\]

\[
\mathcal{X} \mapsto \mathbf{X} = \chi_{R}(\mathcal{X})
\]

is called reference configuration. A motion of \( \mathcal{B} \) in \( \mathcal{E} \) is an one-parameter family of configurations \( \chi \), parameterized with time \( t \in I \) (\( I \subset \mathbb{R} \), \( I \) : interval), i.e.

\[
\chi : \mathcal{B} \times I \to \mathcal{E} ,
\]

\[
(\mathcal{X}, t) \mapsto \mathbf{x} = \chi(\mathcal{X}, t) .
\]

It is supposed that for fixed time \( t \), function \( \chi \) possesses an inverse. In general, we have \( \mathbf{X} \in T_{0} \mathcal{E} \), whereas \( \mathbf{x} \in T_{t} \mathcal{E} \), with \( o \in \mathcal{E} \) being a further origin in \( \mathcal{E} \). If the motion of the body starts at time \( t_{0} \), then the configuration \( \chi(\cdot, t_{0}) \) is called the initial configuration, and we shall write \( \mathbf{x}_{0} = \chi(\mathcal{X}, t_{0}) \).

Accordingly, the configuration \( \chi(\cdot, t) \) is denoted as actual or current configuration. In this paper, we assume the two origins \( o \) and \( \mathcal{O} \) to coincide, and the initial configuration to be equal to the reference configuration, so that \( \mathbf{x}_{0} = \mathbf{X} \). Furthermore, we write \( R_{R} \) and \( R_{t} \) for the range in \( \mathcal{E} \) occupied by the body under the reference and the actual configuration, respectively, \( R_{R} := \chi_{R}(\mathcal{B}) \equiv \chi(\mathcal{B}, t_{0}), \)

\( R_{t} := \chi(\mathcal{B}, t) \). It is common to call configurations different than the reference configuration as spatial, and to refer to the actual configuration as Eulerian. Since all inverse functions are assumed to exist for fixed \( t \), the motion can be expressed in terms of \( \mathbf{X} \). If no confusion may arise, we shall use the same symbol for this function, as it is common in continuum mechanics,

\[
\chi : R_{R} \times I \to R_{t} ,
\]

\[
(\mathbf{X}, t) \mapsto \mathbf{x} = \chi(\mathbf{X}, t) \equiv \chi_{t}(\mathbf{X}) .
\]

For fixed \( t \), function \( \chi \) in Eq. (9.22) is denoted as deformation (function) from the reference to the actual configuration. We write \( TR_{R} \) and \( TR_{t} \) for the tangent bundles of \( R_{R} \) and \( R_{t} \), respectively,

\[
TR_{R} := \bigcup_{\mathbf{X} \in R_{R}} T_{\mathbf{X}} R_{R} , \quad TR_{t} := \bigcup_{\mathbf{x} \in R_{t}} T_{\mathbf{x}} R_{t} .
\]

It is assumed that \( R_{R} \) and \( R_{t} \) are Euclidean manifolds, and that they can be covered by coordinate lines of single coordinate systems, respectively. For convenience, we use Cartesian coordinate systems \( \{ X^{i} \} \) for \( R_{R} \) and \( \{ x^{i} \} \) for \( R_{t} \). These induce, respectively, coordinate bases \( \mathbf{E}_{i} \equiv \mathbf{E}^{i} \) and \( \mathbf{e}_{i} \equiv \mathbf{e}^{i} \),

\[
\mathbf{E}^{i} \cdot \mathbf{E}^{j} = \delta^{i}_{j} , \quad \mathbf{e}^{i} \cdot \mathbf{e}_{j} = \delta^{i}_{j} .
\]

One may think of the coordinate systems \( \{ X^{i} \} \) and \( \{ x^{i} \} \) to be extended over the whole space \( \mathcal{E} \), and the position vectors \( \mathbf{X} \) and \( \mathbf{x} \) to be given by \( \mathbf{X} = X^{i} \mathbf{E}_{i} \) and \( \mathbf{x} = x^{i} \mathbf{e}_{i} \).

We recall that the tangent space at any point is defined to be an Euclidean vector space. The inner product in this space is denoted by a dot. Clearly, in the tangent space of every point there exists
always an orthonormal basis, so that, with respect to this (perhaps local) basis, the components of the metric tensor are given by the Kronecker delta symbol. If these bases form a field of coordinate basis vectors, tangent to a global coordinate system, then the metric coefficients of the metric on the manifold will be given everywhere by the Kronecker delta symbol. In this case, the metric tensor on the manifold is everywhere the identity tensor of second-order, and the manifold will be Euclidean. However, if it is not possible to select such a coordinate system, then the tangent vector spaces will still be Euclidean, but the metric, and hence the manifold itself, will be not Euclidean. In this case, if we are given the metric coefficients at every point on the manifold, then there do not exist some coordinate transformations rendering the metric coefficients equal to the Kronecker delta. Nevertheless, the components of tensorial quantities will be expressed in terms of the Euclidean product, which hold always in the tangent space at every point.

9.3.2 Deformation gradient tensor

The deformation (9.22) can be characterized by the gradient

$$\frac{\partial \chi}{\partial X} \equiv \text{GRAD}\chi(X, t) .$$

(9.25)

We distinguish between the operators GRAD and grad, representing the gradient with respect to $X$ and $x$, respectively. In classical mechanics, the basic point of vectors is not mentioned explicitly and $F = \text{GRAD}\chi$ is regarded as linear map $F : E \to E$, so that the linear approximation

$$x - x_0 = F(X_0, t)[X - X_0]$$

(9.26)

holds, with $x_0 = \chi(X_0, t)$ and $X_0 \in R_R$. From the differential geometrical point of view, $F$ is the tangent map of $\chi$, i.e.,

$$F : TR_R \to TR_t .$$

(9.27)

Note that $F(X, t)$ is a co-called two-point tensor, which applies to a vector $(X, W) \in T_X R_R$ and generates a vector $(x, \text{GRAD}\chi(W)) \in T_x R_t$ (cf. Marsden and Hughes [117], Sect. 1.4),

$$F(X, t) : T_X R_R \to T_x R_t ,
(X, W) \mapsto F[X, W] = (x, \text{GRAD}\chi(W)) .$$

(9.28)

(9.29)

A two-point tensor consists of two parts. The first one is responsible for the point map, i.e. the shifting of the basic points of vectors. The second part is a linear map, which operates on ordinary vectors in $E$, and is represented by $\text{GRAD}\chi$ in the case of $F$. Hence, the linear approximation (9.26) has to be interpreted as follows. The origin $O$ is the basic point of all position vectors $x$, $x_0$, $X$, $X_0$, and therefore $(x - x_0)$, $(X - X_0) \in T_O E$. Let $S_{x_0}$ be the shifter (cf. Marsden and Hughes [117], Sect. 1.3)

$$S_{x_0} : T_{x_0} R_t \to T_O E ,
(x_0, w) \mapsto S_{x_0}[x_0, w] := (O, w) .$$

(9.30)

(9.31)

$S_{x_0}$ is an orthogonal map, which moves the basic point from $x_0$ to the origin $O$, whereas the vector part $w$ remains the same. In an analogous manner, we define the shifter $S_{X_0}$ by

$$S_{X_0} : T_{X_0} R_R \to T_O E ,$$

(9.32)
This way, Eq. (9.26) may be rewritten in the form
\[ S_{X_0}^{-1} [X - X_0] = F(X_0, t) S_{X_0}^{-1} [X - X_0] , \]
or equivalently,
\[ x - x_0 = \left( S_{X_0} F(X_0, t) S_{X_0}^{-1} \right) [X - X_0] . \]

We turn to the classical notation and write \( C \) and \( B \) for the left and the right Cauchy-Green deformation tensors, respectively,
\[ C = F^T F = U^2 , \quad B = FF^T = V^2 . \]
The tensors \( U, V \) are symmetric and positive definite and are denoted, respectively, as right and left stretch tensors. They appear in the polar decomposition of \( F \),
\[ F = RU = VR , \]
where \( R \) represents a proper orthogonal second-order tensor, referred to as material rotation. In opposite to \( F(X, t) \), \( U(X, t) \) is an endomorphism,
\[ U(X, t) : T_X R_R \rightarrow T_X R_R . \]
An immediate consequence from Eq. (9.38) is that \( R(X, t) \) is a two-point tensor,
\[ R(X, t) : T_X R_R \rightarrow T_X R_R , \]
and thus \( V(X, t) \) is an endomorphism
\[ V(X, t) : T_X R_t \rightarrow T_X R_t . \]

It is customary in classical continuum mechanics to use the same symbol for a tensor and for the linear map associated with it. Thus, we shall write \( F, R, U, V \) for the linear maps acted by the tensors \( F, R, U, V \), respectively. Unlike \( F \), the fields \( R, U, V \) need not to satisfy some compatibility conditions, i.e., these fields are not gradients. We say that \( R, U, V \) describe incompatible or local deformations. Accordingly, \( F \) describes a compatible or global deformation from the reference to the actual configuration. This will be discussed in more details in the next section.

9.4 Local deformations

Notions like local deformation or local configuration have been discussed by Noll [129] (see also Truesdell and Noll [155], Sects. 22, 34). In the present paper we use the term local configuration, and related notions, in a manner, which is convenient for our purposes. To be more specific, we shall explain the issues for the case of the polar decomposition of the deformation gradient tensor \( F \).

It has already be mentioned that, in contrast to \( F(X, t) \), there is no global function on \( R_R \), the gradient of which furnishes \( R(X, t) \). But for fixed \( t \) and given neighbourhood \( \mathcal{N}_R(X) \subset \mathcal{E} \), of the
point $X \in R_R$, one may find out a class of (infinite many) functions, which map $N_R(X)$ to a neighbourhood $M_R(x, t) \subset \mathcal{E}$, of the point $x = \chi(X, t)$, and satisfy the following properties. If $g_X$ belongs to that class, then

$$g_X : N_R(X) \times I \rightarrow M_R(x, t) := g_X(N_R(X), t) \subset \mathcal{E},$$

$$g_X(X, t) = x = \chi(X, t),$$

$$\frac{\partial g_X}{\partial Y} \bigg|_{Y=X} = R(X, t).$$

For $Y \neq X$ it will be in general $g_X(Y, t) \neq \chi(Y, t)$. This is the reason why we say that $R(X, t)$ defines a local deformation at $X$ (or from $X$ to $x$, or simply from the reference to the current configuration), or that $R(X, t)$ induces a local configuration at $X$. Clearly, for different points $X$, the function $R(X, t)$ induces in general different local configurations. Since $R$ is incompatible, we say also that $R$ introduces an incompatible deformation from the reference to the current configuration.

The definition of local deformation may be applied to compositions of deformations. Thus, e.g., $U(X, t)$ introduces a local deformation at $X$. For fixed $t$ and given neighbourhood $N_U(X) \subset \mathcal{E}$, of the point $X \in R_R$, one can select a class of functions $\zeta_X$, with

$$\zeta_X : N_U(X) \times I \rightarrow M_U(X, t) := \zeta_X(N_U(X), t) \subset \mathcal{E},$$

$$\zeta_X(X, t) = X,$$

$$\frac{\partial \zeta_X}{\partial Y} \bigg|_{Y=X} = U(X, t),$$

and $\zeta_X(Y, t) \neq Y$ for $Y \neq X$, generally. In addition,

$$F(X, t) = \frac{\partial g_X(\zeta_X(Y, t), t)}{\partial Y} \bigg|_{Y=X} = \frac{\partial g_X(Y, t)}{\partial Y} \bigg|_{Y=X} \frac{\partial \zeta_X(Y, t)}{\partial Y} \bigg|_{Y=X} = R(X, t)U(X, t).$$

All manipulations in this equation are well defined, as $M_U(X, t) \cap N_R(X)$ is an open neighbourhood of $X$, and in particular, one may set $N_R(X) = M_U(X, t)$.

Analogously, $V(X, t)$ defines a local deformation at $x = \chi(X, t)$. There are neighbourhoods $N_V(x, t) \subset \mathcal{E}$, of the point $x = \chi(X, t) \in R_t$, and a class of functions $z_X$, with

$$z_X : N_V(x, t) \rightarrow M_V(x, t) := z_X(N_V(x, t), t) \subset \mathcal{E},$$

$$z_X(x, t) = x = \chi(x, t),$$

$$\frac{\partial z_X}{\partial Y} \bigg|_{Y=x} = V(\chi^{-1}(x, t), t).$$

Especially, one might chose $N_V(x, t) = M_R(x, t)$, so that

$$F(X, t) = \frac{\partial z_X(g_X(Y, t), t)}{\partial Y} \bigg|_{Y=X} = \frac{\partial z_X(Y, t)}{\partial Y} \bigg|_{Y=\chi(x, t)} \frac{\partial g_X(Y, t)}{\partial Y} \bigg|_{Y=X} = V(X, t)R(X, t).$$

Summarizing, let $\Psi$ be a linear map

$$\Psi : TR_R \times I \rightarrow TR_t,$$
We say, that $\Psi$ is a local or incompatible deformation (tensor) field from the reference to the actual configuration, whenever $\Psi(X, t)$ does not satisfy compatibility conditions. Thus, $F$ is a compatible or global deformation field, for which there exists a global deformation function $\chi(\cdot, t)$. On the contrary, $R$ is an incompatible deformation field from the reference to the actual configuration. This point of view can be generalized to arbitrary configurations, by choosing in Eq. (9.52), instead of $TR_R$ or $TR_I$, the tangent bundle of arbitrary configurations. This way, $U, V$ are incompatible deformation fields from the reference to the reference and from the actual to the actual configuration, respectively.

Following a proposal of Cross [31], the definition of a local deformation can be extended to a 2-local deformation as follows. Let, for instance, $(\Psi, P)$ be a pair of a second-order tensor $\Psi$ and a third-order tensor $P$, the latter being symmetric with respect to the two last indices. We define $\Psi$ as in Eqs. (9.52), (9.53), while $P$ is defined to be a field on $R_R$ and to act as linear map like the third-order tensor $\text{GRAD} F$. We say that the pair $(\Psi(X, t), P(X, t))$ defines, for fixed $t$, a (second-gradient) 2-local deformation at $X$. That means, for given $N(X)$ there exists a class of functions $\xi_X(\cdot, t)$ on $N(X)$, with

\[
\frac{\partial \xi_X}{\partial Y} \bigg|_{Y=X} = \Psi(X, t) ,
\]

(9.54)

\[
\frac{\partial^2 \xi_X}{\partial Y \partial Y} \bigg|_{Y=X} = P(X, t) .
\]

(9.55)

Eq. (9.56) is the reason why the symmetry of $P(X, t)$ has been required. It is emphasized that $\frac{\partial \Psi}{\partial X} \neq P$ generally, and hence $\frac{\partial \Psi}{\partial X}$ needs not obey some symmetry conditions.

### 9.5 Convective coordinates

For what follows, it is convenient to use the coordinate system $\{X^i\}$ as a convective one. Consequently, the Cartesian coordinate lines in $R_R$ of the coordinate system $\{X^i\}$ represent material lines, which deform in the current configuration, to form the coordinate lines of the convective coordinate system. To a material point will be assigned in $R_R$ and $R_t$ the same values of convective coordinates $X^i$, but the corresponding local coordinate basis will change. If $E_i$ and $g_i$ are the basis vectors of the convective coordinate system $\{X^i\}$ for the same material point in $R_R$ and $R_t$, respectively, then

\[
g_i = FE_i , \quad g^i = F^{T-1} E^i , \quad g^i \cdot g_i = \delta^i_j , \quad (9.57)
\]

\[
g_{ij} = g_i \cdot g_j = E_i \cdot CE_j , \quad g^{ij} = g^i \cdot g^j = E^i \cdot C^{-1} E^j . \quad (9.58)
\]

Between the two basis fields $\{e_i\}$ and $\{g_i\}$, assigned to the manifold $R_t$, there are relations

\[
g_j = \frac{\partial x^i}{\partial X^j} e_i , \quad g^i = \frac{\partial X^i}{\partial x^j} e^j . \quad (9.59)
\]

These, together with the formula

\[
e^k \frac{\partial}{\partial x^k} = e^k \frac{\partial X^m}{\partial x^k} \frac{\partial}{\partial X^m} , \quad (9.60)
\]
Incompatible deformations – plastic intermediate configuration

\[ e^k \frac{\partial}{\partial x^k} = g^m \frac{\partial}{\partial X^m}. \] (9.61)

Then, on the one hand

\[ F = F^i_j e_i \otimes E^j = \delta^i_j g^i \otimes E^j, \quad F^i_j := \frac{\partial x^i}{\partial X^j}, \] (9.62)

\[ F^{-1} = (F^{-1})^i_j E^i \otimes e^j = \delta^i_j E^i \otimes g^j, \quad (F^{-1})^i_j := \frac{\partial X^i}{\partial x^j}. \] (9.63)

On the other hand, for any vector field

\[ b = b(x, t) = b(\chi(X, t), t), \] (9.64)

with \( b \) being in \( TR_R \), or \( TR_t \), or in the tangent bundle associated to some other configuration, we have

\[ \text{GRAD} b = \frac{\partial b}{\partial X^i} \otimes E^i, \] (9.65)

\[ \text{grad} b = \frac{\partial b}{\partial x^i} \otimes e^i = \frac{\partial b}{\partial X^i} \otimes g^i. \] (9.66)

### 9.6 Relative gradient

For an Eulerian vector field \( b, b(x, t) \in T_x R_t \), we conclude from Eqs. (9.66), that

\[ \text{grad} b = (\text{GRAD} b) F^{-1}, \] (9.67)

or

\[ \text{GRAD} b = (\text{grad} b) F. \] (9.68)

According to Noll [129], these equations suggest to introduce relative gradients related to an incompatible deformation field \( \Psi \) (cf. Eqs. (9.52), (9.53), or Eq. (9.55)). For example, looking at (9.67), we define the relative gradient \( \bar{\nabla} \Psi b \) by

\[ \bar{\nabla} \Psi b := (\text{GRAD} b) \Psi^{-1}. \] (9.69)

In analogy to Eq. (9.57), we introduce a basis \( \{ (g_\Psi)_i \} \) by

\[ (g_\Psi)_i := \Psi E_i, \quad (g_\Psi)^i := \Psi^T \otimes E^i. \] (9.70)

Then,

\[ \bar{\nabla} \Psi b := \left( \frac{\partial b}{\partial X^i} \otimes E^i \right) \Psi^{-1} = \frac{\partial b}{\partial X^i} \otimes (g_\Psi)^i. \] (9.71)

It is of interest to gain the components of \( \bar{\nabla} \Psi b \) relative to the basis \( \{ (g_\Psi)_i \} \). To this end, we assume the component formulas

\[ b = b^m (g_\Psi)_m. \] (9.72)
\[ \Psi = \Psi^i_i e_i \otimes E^i, \]
\[ \Psi^{-1} = (\Psi^{-1})^m_n E_m \otimes e^n, \]
so that
\[ (g\Psi)_i = \Psi^j_j e_j, \quad e_j = (\Psi^{-1})^j_j (g\Psi)_i, \]
and
\[ \frac{\partial (g\Psi)_m}{\partial X^i} = (\Psi^{-1})^j_j \frac{\partial \Psi^m_m}{\partial X^i} (g\Psi)_j. \]

After inserting in Eq. (9.71),
\[ \nabla \Psi b = \frac{\partial b^m}{\partial X^i} (g\Psi)_m \otimes (g\Psi)^i + b^m \frac{\partial (g\Psi)_m}{\partial X^i} \otimes (g\Psi)^i \]
\[ = \frac{\partial b^m}{\partial X^i} (g\Psi)_m \otimes (g\Psi)^i + (\Psi^{-1})^j_j \frac{\partial \Psi^m_m}{\partial X^i} b^m (g\Psi)_j \otimes (g\Psi)^i, \]

or
\[ \nabla \Psi b = \left( \frac{\partial b^j}{\partial X^i} + (\Lambda \Psi)^j_{im} b^m \right) (g\Psi)_j \otimes (g\Psi)^i, \]

with
\[ (\Lambda \Psi)^j_{im} = (\Psi^{-1})^j_j \frac{\partial \Psi^m_m}{\partial X^i}. \]

The following remarks may be of interest.

**Remark 1.** The basis \( \{ (g\Psi)_i \} \) is anholonomic. The objects of anholonomity \((C\Psi)^{sr}_{rm}\) for this basis (cf. Schouten [141], p. 100) read
\[ (C\Psi)^{sr}_{rm} = (\Psi^{-1})^s_j \left( \Psi^m \frac{\partial \Psi^k_m}{\partial X^n} - \Psi^m \frac{\partial \Psi^k_m}{\partial X^n} \right). \]

**Remark 2.** The relative gradient has been introduced with respect to the map \( \Psi \), which is a two point tensor. However, it is a straightforward task to generalize it for arbitrary incompatible deformations, or even for compositions of incompatible deformations. The vector \( b \) may also belong to tangent spaces in the reference, the current, or another spatial configuration. For example, the relative gradient of the vector field \( b \) in Eqs. (9.64), (9.72), related to \( U \) reads
\[ \nabla_U b = (GRAD b) U^{-1}. \]

**Remark 3.** Eq. (9.68) suggests to define relative gradients in conjunction to the operator \( \text{grad} \). For example, a relative gradient of the vector field \( b \) in Eqs. (9.64), (9.72), related to \( V \), may be defined through
\[ \nabla_V b : = (\text{grad} b) V. \]
This offers the possibilities
\[ \nabla_R b = (\text{GRAD} b) R^{-1} , \]  
\[ \tilde{\nabla}_R b = (\text{grad} b) R . \]  
(9.83)
(9.84)

After comparison with Eqs. (9.81), (9.82), we see that
\[ \nabla_R b = \nabla_V b , \]  
\[ \tilde{\nabla}_R b = \nabla_U b . \]  
(9.85)
(9.86)

Remark 4. Relative gradients related to incompatible deformations are not covariant derivatives. To see this, it suffices to concentrate ourself on Eqs. (9.69), (9.78), with \( \Psi \) given by (9.52), (9.53). We recall that every covariant derivative \( \nabla_u v \), of the vector \( v \) along the vector \( u \), has to satisfy Leipniz’s rule (see Eq. (9.268) in Sect. 9.9). By inspecting Eq. (9.78), it may be inferred that the relative gradient \( \nabla_\Psi b \) does not satisfy this rule. A further aspect may highlight by introducing the notation (cf. Eq. (9.272))
\[ \partial^\Psi_i (\cdot) := \frac{\partial (\cdot)}{\partial x^\Psi_i} = F^\Psi_i A^r_j \partial (\cdot) / \partial X^r , \]  
(9.87)
(9.88)

If \( \nabla_\Psi b \) should have to be a covariant derivative, then, instead of the term \( \partial b_j / \partial X^i = \partial_i b_j \) on the righthand side of Eq. (9.78), it should stay the term \( (\partial^\Psi_i (\cdot) b_j) \), which describes the derivative of \( b_j \) along \( (g_\Psi)_i \).

Remark 5. Since \( \nabla_\Psi b \) is not a covariant derivative, quantities \( (\Lambda_\Psi)_{im}^j \) are not objects of a connection for \( R_t \), relative to the basis \( \{ (g_\Psi)_i \} \). Hence, the question arises how do transform objects \( (\Lambda_\Psi)_{im}^j \) under a change of basis. Let \( \{ (g_\Psi^*)_i \} \) be another basis field in \( R_t \), related to the basis \( \{ (g_\Psi)_i \} \) via
\[ (g_\Psi^*)_i = A^i_j (g_\Psi)_j , \]  
\[ (g_\Psi^*)^i = (A^{-1})^i_j (g_\Psi)^j . \]  
(9.89)

It is shown in Sect. 9.11, that
\[ \nabla_\Psi b = \{ \partial^* b^* + (\Lambda_\Psi)^n_m b^m \} (g_\Psi^*)_n \otimes (g_\Psi^*)^i , \]  
(9.90)
with
\[ (\Lambda_\Psi)^n_m = (A^{-1})^s_r A^r_i A^s_m (\Lambda_\Psi)^n_s + (A^{-1})^s_r A^r_i \partial A^s_m / \partial X^r \]  
(9.91)
and
\[ b = b^m (g_\Psi^*)_m , \]  
\[ b^m = (A^{-1})^m_j b^j . \]  
(9.92)

On comparing Eq. (9.91) with (9.278), we see that \( (\Lambda_\Psi)_{kr}^s \) are not objects of connection for the manifold \( R_t \), because of the term \( A^r_i \partial A^s_m / \partial X^r \) on the righthand side of Eq. (9.91). If this term were replaced e.g. by \( (\partial^\Psi_i (\cdot) A^s_m = A^r_i (\partial_\Psi)_j A^s_m , \) then \( (\Lambda_\Psi)_{kr}^s \) were objects of connection for \( R_t \) with respect to \( \{ (g_\Psi)_i \} \).
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In the last section we proved that the relative gradient $\nabla_{\Psi} b$ is not a covariant derivative in $R_t$. Nevertheless, there are several possibilities to bring $\nabla_{\Psi} b$ in contact with a covariant derivative. Surely, one way arises from the very definition (9.69), from which it may recognized, that $\nabla_{\Psi} b$ is immediately related to $\text{GRAD}_b$, the latter being a covariant derivative in $R_R$. Apart from this, we shall study in this section three further possibilities to relate $\nabla_{\Psi} b$ to a covariant derivative. The results we shall obtain, can be adjusted accordingly to establish also connections of the relative gradient $\tilde{\nabla}_{\Psi} b := (\text{grad}_b)\Psi$ (cf. Eq. (9.84)) with corresponding covariant derivatives.

9.7.1 Transformation of covariant derivatives – relative covariant derivative

We shall rewrite the relation between $\nabla_{\Psi} b$ and $\text{GRAD}_b$, given by Eq. (9.69), in another form, and this will serve as starting point to introduce so-called relative covariant derivatives. To be definite, let $B$ be a Lagrangean vector field, $B(X,t) \in TXR_R$, which arises from the Eulerian vector field $b$ (cf. Eq. (9.72)) by the pull-back transformation

$$B := \Psi^{-1} b = b' E_i .$$

Then,

$$\nabla_{\Psi} b = \left( \frac{\partial b}{\partial X^i} \otimes E^i \right) \Psi^{-1}$$

$$= \Psi \left( \frac{\partial B}{\partial X^i} + \Psi^{-1} \frac{\partial \Psi}{\partial X^i} B \otimes E^i \right) \Psi^{-1}$$

$$= \Psi \left\{ \left( \frac{\partial b^j}{\partial X^i} + (\Lambda \Psi)^j_{ik} b^k \right) E_j \otimes E^i \right\} \Psi^{-1} ,$$

with $(\Lambda \Psi)^j_{ik}$ given by Eq. (9.79). The term enclosed in curls is a covariant derivative of $B$ in the space $R_R$, with $(\Lambda \Psi)^j_{ik}$ being, with respect to $\{E_i\}$, the objects of connection for $R_R$. On defining

$$\tilde{\nabla}_{\Psi} B := \left( \frac{\partial b^j}{\partial X^i} + (\Lambda \Psi)^j_{il} b^l \right) E_j \otimes E^i ,$$

we have

$$\nabla_{\Psi} b = \Psi \left( \tilde{\nabla}_{\Psi} B \right) \Psi^{-1} .$$

This asserts, that the relative gradient $\nabla_{\Psi} b$ of the Eulerian vector $b$, can be generated from the covariant derivative $\tilde{\nabla}_{\Psi} B$, of the Lagrangean vector $B$, by push-forward transformation of the latter by $\Psi$. This point of view goes back to Le and Stumpf [98, 99], who studied such approaches within a plasticity theory based on the multiplicative decomposition of the deformation gradient tensor into elastic and plastic parts. Note that objects like $(\Lambda \Psi)^j_{ik}$ in Eq. (9.79) have been often regarded as objects of connection for a manifold (see e.g. [9, 129, 99, 120, 27, 96]). Moreover, it has been argued that such objects of connection are not torsion-free. In fact, after inserting Eq. (9.79) into Eq. (9.289), we obtain the components of the torsion tensor $T_{\Psi}$ relative to the coordinate basis $\{E_i\}$,

$$(T_{\Psi})^j_{im} = (\Psi^{-1})^j_k \left( \frac{\partial \Psi^k_m}{\partial X^i} - \frac{\partial \Psi^k_i}{\partial X^m} \right) ,$$
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which are non-vanishing in general, implying that the connection is non-torsion-free. Furthermore, it is an immediate consequence of Eq. (9.292), that the Riemann curvature tensor of that connection vanishes,

\[
\left( R^g_{\Psi} \right)_{ijm} := \frac{\partial}{\partial X^j} \left\{ (\Psi^{-1})^r_s \frac{\partial \Psi^s}{\partial X^m} \right\} - \frac{\partial}{\partial X^m} \left\{ (\Psi^{-1})^r_s \frac{\partial \Psi^s}{\partial X^j} \right\} + (\Psi^{-1})^r_s \frac{\partial \Psi^s}{\partial X^j} (\Psi^{-1})_{jq} \frac{\partial \Psi^q}{\partial X^m} - (\Psi^{-1})^r_s \frac{\partial \Psi^s}{\partial X^m} (\Psi^{-1})_{jq} \frac{\partial \Psi^q}{\partial X^j} = 0 .
\]

That is, the space \( R_R \) endowed with connection \((\Lambda^g_{\Psi})_{im}^j\), relative to \(\{E_i\}\), is flat.

Finally, if \(\Psi\) is not orthogonal, then the space \( R_R \) can be endowed with a non-Euclidean metric, which arises from the Euclidean one in \( R_t \), by pull-back transformation. To elaborate, let \(a, b\) be two arbitrary Eulerian vector fields, and \(A := \Psi^{-1}a, B := \Psi^{-1}b\), corresponding Lagrangean counterparts. Then,

\[
g(a, b) := a \cdot b \equiv a \cdot 1b
\]

defines the Euclidean metric on \( R_t \), and

\[
\tilde{G}(A, B) := g(a, b) = A \cdot (\Psi^T \Psi)B
\]

defines a non-Euclidean metric on \( R_R \). In fact, \(\Psi^T \Psi\) is symmetric and positive definite. The components of \(\tilde{G}\) with respect to \(\{E_i\}\) are

\[
\tilde{G}_{ij} = \Psi^T_{ik} \delta_{ki} \Psi^i_j = (g \Psi)_{ij} .
\]

Since \(\Psi\) is incompatible deformation, \(\Psi^k_i\) is not a Jacobi matrix attributed to a change of coordinates. Therefore, there does not exist a global coordinate system, so that the components of \(\tilde{G}\) may be expressed by the Kronecker delta relative to this system, and consequently \(\tilde{G}\) introduces a non-Euclidean metric on \( R_R \). Also with respect to the metric \(\tilde{G}\), the connection is metric. This can be verified by using Eqs. (9.101), (9.79) into Eq. (9.291),

\[
-Q_{ik} = \frac{\partial (\Psi^m \Psi^n)}{\partial X^j} - (\Lambda^g_{\Psi})_{jk}^n \Psi_m \Psi_k - (\Lambda^g_{\Psi})_{jk}^n \Psi^n \Psi_m
\]

\[
= \frac{\partial \Psi^m_k}{\partial X^j} \Psi^i_m + \frac{\partial \Psi^m_k}{\partial X^i} \Psi^i_j - (\Psi^{-1})^m_n \frac{\partial \Psi^n}{\partial X^j} \Psi^j_m - (\Psi^{-1})^m_n \frac{\partial \Psi^n}{\partial X^i} \Psi^i_j = 0 .
\]

Summarizing, the space \( R_R \) may be viewed as non-Riemannian and non-Euclidean manifold, endowed with the metric tensor field \(\tilde{G}\), and a metric but non-symmetric connection, with objects \((\Lambda^g_{\Psi})_{im}^j\) relative to the basis \(\{E_i\}\).

Clearly, instead of the special connection \((\Lambda^g_{\Psi})_{ij}^k\), one might deal with an arbitrary connection \(\Lambda^j_{ik}\), in order to define a general covariant derivative \(\nabla B\) for \( R_R \)

\[
\mathbf{\nabla} \mathbf{B} := \left( \frac{\partial b^j}{\partial X^i} + \Lambda^j_{il} b^l \right) \mathbf{E}_j \otimes \mathbf{E}^i .
\]

After push-forward transformation by \(\Psi\) (cf. Eq. (9.96)),

\[
\nabla \mathbf{b} := \Psi \left( \mathbf{\nabla} \mathbf{B} \right) \Psi^{-1} = \left( \frac{\partial b^j}{\partial X^i} + \Lambda^j_{il} b^l \right) (g \Psi)_{ij} \otimes (g \Psi)^i .
\]
As before, $Λ^j_i$ does not introduce a connection for $R_t$, and $\nabla b$ is not a covariant derivative in $R_t$; it is only the push-forward transformation through $Ψ$ of the covariant derivative $\nabla B$. In analogy to $\nabla_Ψ b$, we shall call $\nabla b$ relative covariant derivative of $b$ in $R_t$. Generally, the connection for $R_R$ defined by $Λ^j_i$ will be non-symmetric and the associated Riemann curvature tensor will not vanish. Thus, the space $R_R$ endowed with metric $G$ (see Eq. (9.100)), and the arbitrary connection having Christoffel symbol $Λ^j_i$, will be a non-Riemannian and non-Euclidean manifold, exhibiting non-symmetric and non-metric connection. Covariant derivatives used by Kondo [94] in his non-Riemannian geometry of imperfect crystals may be reconciled with definition (9.103).

### 9.7.2 Covariant derivatives with respect to local deformations

We investigate the conditions under which the relative gradient $\nabla_Ψ b$ might be related to a covariant derivative referred to a local deformation $Ψ$. To this end, let $(Ψ(X, t), \mathcal{P}(X, t))$ be a 2-local deformation at $X$. For fixed $t$ and given neighbourhood $\mathcal{N}_Ψ(X) \subset \mathcal{E}$, of the point $X \in R_R$, there exists a class of deformations $μ_X(·; t)$ on $\mathcal{N}_Ψ(X)$, which map $\mathcal{N}_Ψ(X)$ on the neighbourhood $\mathcal{M}_Ψ(x, t) \subset \mathcal{E}$, of the point $x = X(x, t) \in R_t$, with

$$\mu_X : \mathcal{N}_Ψ(X) \times I \rightarrow \mathcal{M}_Ψ(x, t) := \mu_X(\mathcal{N}_Ψ(X), t) \ , \quad (9.105)$$

$$\mu_X(X, t) = x = X(x, t) \ , \quad (9.106)$$

$$\frac{∂μ_X(Y, t)}{∂Y} \bigg|_{Y=X} = Ψ(X, t) = Ψ^j_i e_i \otimes E^j \ , \quad (9.107)$$

$$\frac{∂^2 μ_X(Y, t)}{∂Y∂Y} \bigg|_{Y=X} = \mathcal{P}(X, t) = \mathcal{P}^i_j e_i \otimes E^j \otimes E^l \ . \quad (9.108)$$

As before, $\{E_i\}$ and $\{e_j\}$ are coordinate bases belonging, respectively, to the coordinate system $\{X^i\}$ and $\{x^j\}$, which now are viewed to be extended over the whole space $\mathcal{E}$. We set $Y = Y^i E_i$, so that $\mathcal{N}_Ψ(X)$ is covered by coordinate lines $X^i$. These are regarded as convective coordinates for $\mathcal{M}_Ψ(x, t)$, with coordinate basis $\{μ_X\}_i$.

$$\left(μ_X\right)_i = (μ_X)_i(y, t) = \frac{∂μ_X}{∂Y}[E_i] \ , \quad (9.109)$$

$$\left(μ_X\right)^i = (μ_X)^i(y, t) = \left(\frac{∂μ_X}{∂Y}\right)^{-1}[E^i] \ , \quad (9.110)$$

and therefore

$$\left(μ_X\right)_i(x, t) = Ψ(X, t)[E_i] = (g_Ψ)_i \ , \quad (9.111)$$

$$\left(μ_X\right)^i(x, t) = Ψ^{-1}(X, t)[E^i] = (g_Ψ)^i \ . \quad (9.112)$$

Consider now an Eulerian vector field $b$,

$$b(x, t) = b^i(g_Ψ)_i \in T_xR_t \ , \quad (9.113)$$

and a "local" vector field $β_χ$ on $\mathcal{M}_Ψ(x, t)$, with $β_χ(y, t) = (β_χ)^i(ν_χ)_i \in T_y\mathcal{M}_Ψ(x, t)$ and

$$β_χ(y, t)\big|_{y=x} = b(x, t) \ , \quad (9.114)$$

$$\frac{∂β_χ(y, t)}{∂Y^i} \bigg|_{y=x} = \frac{∂b(x, t)}{∂X^i} \ . \quad (9.115)$$
For defining a 2-local deformation, two conditions (see Eqs. (9.107), (9.108)) are necessary. Similarly, Eqs. (9.114), (9.115) are two conditions to relate local to global vector fields, and their spatial derivatives. Because of Eqs. (9.115), (9.112),

\[
\frac{\partial \beta_x}{\partial y}\bigg|_{y=x} = \frac{\partial \beta_x}{\partial y_i} \otimes (\nu_x)^i \bigg|_{y=x} = \frac{\partial b}{\partial X_i} \otimes (g\Psi)^i = \nabla_\Psi b .
\] (9.116)

As \(\frac{\partial \beta_x}{\partial y}\) is gradient of the local vector field \(\beta_x\), defined on \(M\Psi(x, t)\), Eq. (9.116) asserts that the values of \(\nabla_\Psi b\) and \(\frac{\partial \beta_x}{\partial y}\) at \(x\) are equal, provided conditions (9.114), (9.115) are fulfilled. To generalize Eq. (9.116) to arbitrary covariant derivatives, we utilize the abbreviation

\[
M_X(Y, t) := \frac{\partial \mu_X(Y, t)}{\partial Y} = (M_X)^i_j e_i \otimes E^j ,
\] (9.117)

so that

\[
(M_X)^i_j|_{Y=x} = \Psi^i_j ,
\] (9.118)

\[
\frac{\partial (M_X)^i_j}{\partial Y^l}|_{Y=x} = \Gamma^i_{jl} .
\] (9.119)

There is

\[
\frac{\partial \beta_x}{\partial Y^i}|_{y=x} = \left\{ \left( \frac{\partial (\beta_x)^j}{\partial Y_i} + (M_X^{-1})^j_i \frac{\partial ((M_X)^m_i (\beta_x)^m)}{\partial Y^i} \right)(\nu_x) \right\} \bigg|_{y=x} ,
\] (9.120)

\[
\frac{\partial b}{\partial X^i} = \left( \frac{\partial b^j}{\partial X^i} + (\Psi^{-1})^j_i \frac{\partial \Psi^m}{\partial X^i} \right)(g\Psi)^j = \nabla_b .
\] (9.121)

and, from Eqs. (9.114), (9.115),

\[
\frac{\partial (\beta_x)^j}{\partial Y^i}|_{y=x} - \frac{\partial b^j}{\partial X^i} = (\Psi^{-1})^j_i \frac{\partial \Psi^m}{\partial X^i} \left( \frac{\partial \Psi^m}{\partial X^i} - \Gamma^m_{ni} \right) \varepsilon^m .
\] (9.122)

If now an arbitrary covariant derivative on \(M_\Psi(x, t)\) were defined by

\[
\left\{ \frac{\partial (\beta_x)^j}{\partial Y^i} + \Lambda^j_{im} (\beta_x)^m \right\}(\nu_x)^i \otimes (\nu_x)^i ,
\] (9.123)

with

\[
\Lambda^j_{im} = \Lambda^j_{im}(x, y, t) ,
\] (9.124)

and this were assumed to be equal to \(\nabla b\) at \(y = x\), then the result (9.104),

\[
\nabla b = \left\{ \frac{\partial b^j}{\partial X^i} + \Lambda^j_{il} \varepsilon^l \right\}(g\Psi)^i \otimes (g\Psi)^i ,
\] (9.125)

would be reestablished, with \(\Lambda^j_{il}\) being now defined for \(y = x\) by

\[
\Lambda^j_{il} := \Lambda^j_{il} + (\Psi^{-1})^j_i \frac{\partial \Psi^m}{\partial X^i} \left( \frac{\partial \Psi^m}{\partial X^i} - \Gamma^m_{ni} \right) \varepsilon^m .
\] (9.126)

where Eq. (9.122) has been taken into account. As above, \(\nabla b\) does not introduce a covariant derivative on \(R_t\).
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9.7.3 Covariant derivatives along material lines

Instead of dealing with neighbourhoods of points $X_0$, one can alternatively concentrate himself on material lines passing through $X_0$. It turns out that this is a rather physical approach, as we shall see in this section. In order to simplify notation, we omit in this section the time $t$, as it is hold fixed.

Assume, we are given a line $\Sigma_\lambda$ on $R_R$, parameterized by $\lambda \in (-\varepsilon, \varepsilon) \subset \mathbb{R}$, which is described by the position vector $\Sigma \in R_R$,

$$\Sigma(\lambda) = \hat{X}^i(\lambda)E_i \quad \text{with} \quad \Sigma(\lambda = 0) = X_0 \quad .$$

(9.127)

The tangent vector at $\lambda$ reads

$$\frac{d\Sigma(\lambda)}{d\lambda} = \frac{d\hat{X}^i}{d\lambda}E_i \quad .$$

(9.128)

Assume $\Sigma_\lambda$ to be material line. In classical mechanics, the vector

$$dX := \frac{d\Sigma}{d\lambda}d\lambda \quad (9.129)$$

is denoted as material line element at $X = \Sigma(\lambda)$ along $\Sigma_\lambda$.

Now let $\Psi$ be a map of the form (9.52), (9.53), and denote by $\Psi(\lambda)$, $F(\lambda)$ respectively the restrictions of $\Psi$, $F$ on $\Sigma_\lambda$. Due to the deformation process, the material line $\Sigma_\lambda$ goes in $R_t$ on the material line $\sigma_\lambda$, described by the position vector $\sigma_i(\lambda) = \chi(\Sigma(\lambda))$, with $\sigma(\lambda = 0) = x_0 = \chi_t(X_0)$, and characterized by the tangent vector

$$\frac{d\sigma}{d\lambda} = F(\lambda)\frac{d\Sigma}{d\lambda} \quad .$$

(9.130)

We write $g_i(\lambda)$ for the restriction of the basis vectors $g_i$ (cf. Eq. (9.57)) on $\sigma_\lambda$ and obtain from (9.128), (9.130)

$$\frac{d\sigma}{d\lambda} = \frac{d\hat{X}^i(\lambda)}{d\lambda}g_i \quad .$$

(9.131)

In classical mechanics, the vector

$$dx := \frac{d\sigma}{d\lambda}d\lambda \quad (9.132)$$

is called the material line element at $x = \sigma(\lambda)$ along $\sigma_\lambda$. It follows that relation (9.130) may be indicated as differential equations

$$dx = F(X)dX \quad ,$$

(9.133)

which may be integrated. However, as $\Psi$ is incompatible deformation field, differential equations of the form

$$dy = \Psi(X)dX \quad ,$$

(9.134)

with $X$ being in a neighbourhood of $X_0 \in R_R$, cannot be integrated. The physical meaning of this fact is that a simple connected range around $X_0$ in $R_R$ cannot be mapped by $\Psi(X)$, via differential
Figure 9.1: Shifter \( S_\lambda \) moves the basic point \( \sigma(\lambda) \) of vectors along \( \sigma(\lambda) \) to the point \( \varsigma(\lambda) \) along \( \varsigma(\lambda) \).

Equations (9.134), on a simple connected range around \( \mathbf{x}_0 \) in \( \mathbb{R}_t \). However, it is conceivable, by tearing all material points apart from the body, those which are on the material line \( \Sigma_\lambda \), to assign points on a line \( \varsigma(\lambda) \in \mathcal{E} \), which are given as solutions of the differential equation

\[
\frac{d\varsigma(\lambda)}{d\lambda} = \Psi(\lambda) \frac{d\Sigma(\lambda)}{d\lambda}, \quad \varsigma(\lambda = 0) = \mathbf{x}_0 ,
\]

(9.135)
or equivalently by the line integral

\[
\varsigma(\lambda) = \mathbf{x}_0 + \int_0^\lambda \Psi(\bar{\lambda}) \frac{d\Sigma(\bar{\lambda})}{d\lambda} d\bar{\lambda} .
\]

(9.136)

Here, \( \Psi \) denotes the linear part of the two-point tensor map. Alternatively and equivalently, Eq. (9.135) may be expressed in the form

\[
\frac{d\varsigma(\lambda)}{d\lambda} = \Psi(\lambda) F^{-1}(\lambda) \frac{d\sigma(\lambda)}{d\lambda}, \quad \varsigma(\lambda = 0) = \sigma(\lambda = 0) = \mathbf{x}_0 ,
\]

(9.137)
or

\[
\varsigma(\lambda) = \mathbf{x}_0 + \int_0^\lambda \Psi(\bar{\lambda}) F^{-1}(\bar{\lambda}) \frac{d\sigma(\bar{\lambda})}{d\lambda} d\bar{\lambda} .
\]

(9.138)

According to Eqs. (9.52), (9.53), we have

\[
\Psi(\lambda) : T_{\Sigma(\lambda)}R_R \rightarrow T_{\sigma(\lambda)}R_t .
\]

(9.139)

Vectors on \( \sigma_\lambda \) may be translated to vectors on \( \varsigma_\lambda \), with the aid of the shifter \( S_\lambda \) (see Fig. 9.1),

\[
S_\lambda : T_{\sigma(\lambda)}R_t \rightarrow T_{\varsigma(\lambda)}\mathcal{E} .
\]

(9.140)

For instance, basis vectors \( (g\psi)_i(\lambda) \) along \( \sigma_\lambda \) are translated to basis vectors \( \gamma_i(\lambda) \) along \( \varsigma_\lambda \),

\[
\gamma_i(\lambda) = S_\lambda [(g\psi)_i(\lambda)] , \quad \gamma_i(\lambda = 0) = (g\psi)_i|_{x=\mathbf{x}_0} .
\]

(9.141)

Assume \( \mathbf{b} = \mathbf{b}(X^k) \in T_{\mathbf{x}}R_0 \) to be the Eulerian vector field in Eq. (9.72), with

\[
\mathbf{b}(\lambda) = \mathbf{b}(\hat{X}^k(\lambda)) = b^m(\lambda)(g\psi)_i(\lambda)
\]

(9.143)
9.7 Covariant derivatives related to incompatible deformations

being its restriction on $\sigma$. To the vector field $b(\lambda)$ along $\sigma$ we assign the vector field $\beta(\lambda)$ along $\varsigma$ by

$$\beta(\lambda) := S_{\lambda}[b(\lambda)] = b^m(\lambda)\gamma_m(\lambda) ,$$

(9.144)

with

$$\beta|_{\lambda=0} = b|_{x=x_0} .$$

(9.145)

It is of interest to rewrite Eq. (9.135) by representing vectors as pairs consisting of basic points and vector part. Then, we put $\Sigma'(\lambda) = \left(\Sigma(\lambda), \frac{d\Sigma}{d\lambda}\right)$ for the tangent vector along $\Sigma$. Similarly, $\sigma'(\lambda) = \left(\sigma(\lambda), \frac{d\sigma}{d\lambda}\right), \varsigma'(\lambda) = \left(\varsigma(\lambda), \frac{d\varsigma}{d\lambda}\right)$ are the tangent vectors along $\sigma$ and $\varsigma$, respectively. This way, the counterpart of Eq. (9.135) reads (see Fig. 9.1)

$$\varsigma'(\lambda) = S_{\lambda}\Psi(\lambda)\Sigma'(\lambda) ,$$

(9.146)

where now $\Psi(\lambda)$ represents the whole two-point tensor map, and not only its linear part. Note also that $\varsigma'(\lambda)$ may be expressed as

$$\varsigma'(\lambda) = \frac{d\hat{X}^i}{d\lambda} \gamma_i(\lambda) ,$$

(9.147)

by virtue of (9.128), (9.135).

We now define a covariant derivative of $\beta$ along $\varsigma$ by (cf. Eq. (9.284))

$$\frac{D\beta}{D\lambda} := \left(\frac{db}{d\lambda} + \tilde{\Lambda}_{ijr} b^r\right)\gamma_i ,$$

(9.148)

with

$$u^i(\lambda) = \frac{d\hat{X}^i(\lambda)}{d\lambda} ,$$

(9.149)

$$\tilde{\Lambda}_{ijr} = \tilde{\Lambda}_{ijr}(x_0, x), \quad \tilde{\Lambda}_{ijr}(\lambda) = \tilde{\Lambda}_{ijr}(x_0, \varsigma(\lambda)) , \quad \tilde{\Lambda}_{ijr}|_{\lambda=0} = \Lambda_{ijr}(x_0) .$$

(9.150)

The map of $\frac{D\beta}{D\lambda}$ on $\sigma$ by $S_{\lambda}^{-1}$ introduces a derivative (but not a covariant one) $\frac{Db}{D\lambda}$ of $b$ along $\sigma$,

$$\frac{Db}{D\lambda} := S_{\lambda}^{-1} \left[\frac{D\beta}{D\lambda}\right] = \left(\frac{db}{d\lambda} + \tilde{\Lambda}_{ijr}(\lambda)\frac{d\hat{X}^j(\lambda)}{d\lambda} b^r(\lambda)\right)(\mathbf{g}\Psi)_i(\lambda) .$$

(9.151)

For $\lambda = 0$ we have

$$\left.\frac{Db}{D\lambda}\right|_{\lambda=0} = \left.\left(\frac{db}{d\lambda} + \tilde{\Lambda}_{ijr} b^r\right)\frac{d\hat{X}^j}{d\lambda}(\mathbf{g}\Psi)_i\right|_{\lambda=0} = \left.\left(\frac{db}{d\lambda} + \tilde{\Lambda}_{ijr} b^r\right)\mathbf{g}\Psi_i\right|_{\lambda=0} = \left.\frac{d\hat{X}^j}{d\lambda}(\mathbf{g}\Psi)_i\right|_{\lambda=0} = \nabla b|_{x=x_0}\varsigma'(\lambda=0) ,$$

(9.152)
in view of Eqs. (9.142), (9.147), and (9.104) or (9.125). Eqs. (9.151), (9.152) outline the relations between the relative covariant derivative $\nabla^b$, the covariant derivative $\frac{D\beta}{D\lambda}$ and the derivative $\frac{Db}{D\lambda}$. For the particular choice (cf. Eq. (9.79))

$$\bar{\Lambda}^i_{jr}\big|_{\lambda=0} \equiv \Lambda^i_{jr}\big|_{x=x_0} = (\Lambda^{-1})^i_{jr}\big|_{x=x_0} = \left[ \frac{\partial \Psi^n}{\partial X^j} \right]_{x=x_0}$$

(9.153)

Eq. (9.152) furnishes

$$\frac{Db}{D\lambda} \bigg|_{\lambda=0} = \left( \bar{\nabla}_b \Psi \right)_{x=x_0} \left[ \varsigma^i \right]_{\lambda=0} = \left( \bar{\nabla}_b \Psi \right)_{x=x_0} \left[ \varsigma^i \right]_{\lambda=0} ,$$

(9.154)

which brings into contact the relative gradient $\bar{\nabla}_b \Psi$ with the derivative $\frac{Db}{D\lambda}$, and therefore with the covariant derivative $\frac{D\beta}{D\lambda}$. It is perhaps of interest to rewrite Eq. (9.154) as follows

$$\left( \bar{\nabla}_b \Psi \right)_{x=x_0} \left[ \varsigma^i \right]_{\lambda=0} = \left\{ \frac{db^j}{dX^j} + \left( \Psi^{-1} \right)^i_{jr} \frac{\partial \Psi^n}{\partial X^j} \right\} \frac{dX^j}{dl} (\Psi^i)_j \bigg|_{\lambda=0}$$

$$= \left\{ \frac{db^j}{d\lambda} (\Psi^i)_j + \frac{\partial (\Psi^i)_j}{\partial X^j} \right\} \bigg|_{\lambda=0}$$

(9.155)

or

$$\left( \bar{\nabla}_b \Psi \right)_{x=x_0} \left[ \varsigma^i \right]_{\lambda=0} = \left( \frac{db}{d\lambda} \right)_{\lambda=0}$$

(9.156)

where use of Eq. (9.76) has been made in Eq. (9.155).

### 9.8 Use of spatial derivatives in gradient plasticity

In the remainder of the paper we shall employ relative covariant derivatives to introduce kinematical variables for formulating gradient plasticity theories based on decomposition of deformation into elastic and plastic parts. Thereby, we concentrate ourselves on non-polar and micropolar continua.

A convenient way to introduce kinematical variables geometrically consists in defining some scalar quantities measuring the deformation process. This approach has been applied in classical plasticity by Haupt and Tsakmakis [81, 82] and Tsakmakis [157]. Here, we shall use similar steps in order to work out the kinematics for gradient theories.

#### 9.8.1 Non-polar continua

#### 9.8.1.1 Strain and curvature tensors

The appropriate geometrical framework is to consider an arbitrary material line $\Sigma_{\lambda}$ passing through an arbitrary point $X \in R^R$, and having there tangent vector $\Sigma'(X)$. The corresponding tangent vector
on the material line \( \sigma_\lambda \) at \( \mathbf{x} = \mathbf{\chi}(\mathbf{X}, t) \in R_t \) is \( \sigma'(\mathbf{x}, t) \). A scalar quantity measuring the deformation process, used commonly in classical continuum mechanics, reads

\[
\Delta_\mathbf{x}(\mathbf{X}, t) := \frac{1}{2}(\sigma' \cdot \sigma' - \Sigma' \cdot \Sigma'),
\]

which does not vanish only for non-rigid body motions of the considered point. Usually, Eq. (9.130) is appealed,

\[
\sigma' = F \Sigma',
\]

in order to express the scalar difference \( \Delta_\mathbf{x} \) "form-invariantly" in terms of the Green strain tensor \( \mathbf{E} = \frac{1}{2}(\mathbf{C} - \mathbf{I}) \), operating in tangent spaces of \( R_R \), or the Almansi strain tensor \( \mathbf{A} \), operating in tangent spaces of \( R_t \),

\[
\Delta_\mathbf{x} = \Sigma' \cdot \Sigma' = \mathbf{E}[\Sigma', \Sigma']
\]

\[
= \sigma' \cdot A \sigma' = A[\sigma', \sigma'].
\]

Classical, so-called local elasticity or plasticity may be formulated on the basis of \( \mathbf{E} \) or \( \mathbf{A} \). Gradient elasticity or gradient plasticity take into account, besides the strain tensor, also so-called curvature tensors (not to be confused with Riemann curvature tensor), which capture the gradient of the deformation gradient tensor. Geometrically, curvature tensors may be introduced as follows. Let \( \Sigma'_1, \Sigma'_2 \) be tangent vectors to different material lines at \( \mathbf{X} \) in \( R_R \), the corresponding tangent vectors at \( \mathbf{x} = \mathbf{\chi}(\mathbf{X}, t) \) being \( \sigma'_1, \sigma'_2 \), respectively. Moreover, assume \( \Xi(\mathbf{X}) \) to be normal to a material surface at \( \mathbf{X} \) in \( R_R \), the corresponding normal vector at \( \mathbf{x} = \mathbf{\chi}(\mathbf{X}, t) \) to the same material surface in \( R_t \) being \( \xi \),

\[
\xi(\mathbf{X}, t) = F^{-1}(\mathbf{X}, t) \Xi(\mathbf{X})\]

A scalar measure \( \Delta_\mathbf{c} \) for the deformation process, accounting for gradients of \( \mathbf{F} \), may be defined e.g. by

\[
\Delta_\mathbf{c}(\mathbf{X}, t) := \xi \cdot (\nabla_{R_t} \sigma'_1)[\sigma'_2] - \Xi \cdot (\nabla_{R_R} \Sigma'_1)[\Sigma'_2],
\]

where

\[
\nabla_{R_t} \sigma'_1 := \text{grad} \sigma'_1 = \frac{\partial \sigma'_1}{\partial \mathbf{x}} = \frac{\partial \sigma'_1}{\partial \mathbf{X}^i} \otimes g^i,
\]

\[
\nabla_{R_R} \Sigma'_1 := \text{GRAD} \Sigma'_1 = \frac{\partial \Sigma'_1}{\partial \mathbf{X}^i} \equiv \frac{\partial \Sigma'_1}{\partial \mathbf{X}^i} \otimes \mathbf{E}^i,
\]

and \( g_i, g^i \) as given by Eqs. (9.57), (9.59). Since

\[
g^i \cdot \sigma'_2 = \mathbf{E}^i \cdot \Sigma'_2,
\]

and

\[
\xi \cdot (\nabla_{R_t} \sigma'_1)[\sigma'_2] = \Xi \cdot F^{-1} \left( \mathbf{F} \frac{\partial \Sigma'_1}{\partial \mathbf{X}^i} + \frac{\partial \mathbf{F}}{\partial \mathbf{X}^i} \Sigma'_1 \right) (g^i \cdot \sigma'_2)
\]

\[
= \left( \Xi \cdot \frac{\partial \Sigma'_1}{\partial \mathbf{X}^i} \right) (\mathbf{E}^i \cdot \Sigma'_2) + \Xi \cdot \left( F^{-1} \frac{\partial \mathbf{F}}{\partial \mathbf{X}^i} \Sigma'_1 \right) (\mathbf{E}^i \cdot \Sigma'_2)
\]

\[157\]
we conclude from Eq. (9.161) that
\[ \Delta_c = \Xi \cdot \left( F^{-1} \frac{\partial F}{\partial X} \Sigma_1' \right) (E^i' : \Sigma_2') = \xi \cdot \left( \frac{\partial F}{\partial X} F^{-1} \sigma'_1 \right) (g^i \cdot \sigma'_2), \] (9.166)
or equivalently (cf. Eq. (9.13))
\[ \Delta_c = \left( F^{-1} \frac{\partial F}{\partial X} \otimes E^i \right) [\Xi, \Sigma'_1, \Sigma'_2] = \left( \frac{\partial F}{\partial X} F^{-1} \otimes g^i \right) [\xi, \sigma'_1, \sigma'_2]. \] (9.167)

On defining so-called curvature tensors (cf. Eq. (9.9))
\[ \tilde{K} := F^{-1} \frac{\partial F}{\partial X} \otimes E^i = F^{-1} \text{GRAD} = -(\text{GRAD} F^{-1}) \odot F, \] (9.168)
\[ K := \frac{\partial F}{\partial X} F^{-1} \otimes g^i = (\text{grad} F) \odot F^{-1} = -F \text{grad} F^{-1}, \] (9.169)
we arrive at the form-invariant expression
\[ \Delta_c = \tilde{K} [\Xi, \Sigma'_1, \Sigma'_2] = K [\xi, \sigma'_1, \sigma'_2] \] (9.170)
with (cf. Eq. (9.15))
\[ \tilde{K} = \mathcal{L}(F^{-1}, F^T F^T) [K] \quad \text{or} \quad K = \mathcal{L}(F, F^T F^T) [\tilde{K}]. \] (9.171)
\( \tilde{K} \) and \( K \) are regarded as appropriate candidate for curvature tensors to be used in constitutive theories.

9.8.1.2 Decomposition of deformation into elastic and plastic parts

As in classical plasticity, it is assumed that the deformation gradient tensor \( F \) may be decomposed into elastic and plastic parts according to
\[ F = F_e F_p. \] (9.172)
This decomposition of \( F \) has been broadly known by the works of Lee and Liu [101] and Lee [100]. It is assumed that (9.172) is unique except for a rigid body rotation (see Casey and Naghdi [13, 14]). In opposite to \( F(X, t), F_p(X, t) \) (and therefore \( F_e(X, t) \) too) is incompatible deformation. For fixed time \( t \), \( F_p(X, t) \) induces a local configuration at \( X \). Let \( \hat{x} \in \mathcal{E} \) be the position vector of the material point in that local configuration, which in the reference configuration posses the position \( X \). Obviously, the position \( \hat{x} \) can be chosen arbitrarily. This fact may be visualized by imaging the local configuration induced by \( F_p(X, t) \) at \( X \) to map a neighbourhood \( \mathcal{N}(X) \in \mathcal{E} \) on a neighbourhood \( \mathcal{M}(\hat{x}, t) \in \mathcal{E} \) around \( \hat{x} \), with \( \hat{x} \) being arbitrary. The same is possible by tearing material points along a material line passing through \( X \), apart from the body. It should then be clear, that the image of that material line under \( F_p \) will be unique apart from a rigid body motion. Now, as \( \hat{x} \) may be chosen arbitrary, we assume in particular \( \hat{x} \) to be given by an arbitrary deformation \( \hat{\chi} \),
\[ \hat{x} = \hat{\chi}(X, t). \] (9.173)
It is emphasized that \( \hat{\chi} \) is not a real deformation, as well as \( F_p(X, t) \neq \frac{\partial \hat{\chi}}{\partial X} \) generally. As special cases, \( \hat{x} \equiv X \) and \( \hat{x} \equiv x \) are allowed. In the following, the fictitious configuration introduced by
deformation $\chi(\cdot,t)$ is left arbitrary and referred to as plastic intermediate configuration. We write $\hat{R}_t$ for the range in $\mathcal{E}$ occupied by the body under the configuration induced by $\hat{\chi}_t$. Also, it suffices to regard $F_p$ to be a local deformation as discussed in Sects. 9.5 and 9.8.1. Thus, for fixed $t$ and given neighbourhood $\mathcal{N}(X) \in \mathcal{E}$, $X \in R_t$, there exists a deformation $\hat{\mu}_X(\cdot,t)$ on $\mathcal{N}(X)$, which maps $\mathcal{N}(X)$ on the neighbourhood $\mathcal{M}(\hat{x},t) \subset \mathcal{E}$, $\hat{x} = \hat{\chi}(X,t) \in \hat{R}_t$, with

$$
\hat{\mu}_X : \mathcal{N}(X) \times I \rightarrow \mathcal{M}(\hat{x},t) := \hat{\mu}_X(\mathcal{N}(X),t), \tag{9.174}
$$

$$
\hat{\mu}_X(X,t) = \hat{x} = \hat{\chi}(X,t), \tag{9.175}
$$

$$
\frac{\partial \hat{\mu}_X(Y,t)}{\partial Y}_{|_{Y=X}} = F_p(X,t) = (F_p)_j^i \hat{e}_i \otimes \mathbb{E}^j. \tag{9.176}
$$

In Eq. (9.176), $\{\hat{e}_i\}$ is coordinate basis to a Cartesian coordinate system $\{\hat{e}_i\}$, so that $\hat{x} = \hat{x}^i \hat{e}_i$. Evidently, every material line or material surface in $\mathcal{N}(X) \subset R_t$, passing through $X$, will be mapped under $\hat{\mu}_X$ respectively to a "material line" or "material surface" in $\mathcal{M}(\hat{x},t) \subset \mathcal{E}$, passing through $\hat{x}$.

Let $\Sigma'(X)$ be tangent vector at $X$ on a material line in $\mathcal{N}(X)$ and $\hat{\sigma}'(X,t)$ the corresponding tangent vector at $\hat{x}$ in $\mathcal{M}(\hat{x},t)$. Then,

$$
\hat{\sigma}' = F_p \Sigma' = F_e^{-1} \sigma'. \tag{9.177}
$$

This suggests additive decomposition of $\Delta_s$ in the form

$$
(\Delta_s)_e = (\Delta_s)_e + (\Delta_s)_p, \tag{9.178}
$$

$$
(\Delta_s)_e := \frac{1}{2}(\sigma' \cdot \sigma' - \hat{\sigma}' \cdot \hat{\sigma}'), \tag{9.179}
$$

$$
(\Delta_s)_p := \frac{1}{2}(\sigma' \cdot \hat{\sigma}' - \Sigma' \cdot \Sigma'). \tag{9.180}
$$

Like $\Delta_s$, the scalar differences $(\Delta_s)_e$ and $(\Delta_s)_p$ can be expressed form-invariantly. For instance, we have relative to $R_t$,

$$
(\Delta_s)_e = \Sigma' \cdot E_e \Sigma', \quad (\Delta_s)_p = \Sigma' \cdot E_p \Sigma', \tag{9.181}
$$

$$
E_p = \frac{1}{2}(C_p - 1), \quad E = E_e + E_p, \quad C_p = F_p^T F_p. \tag{9.182}
$$

(Further relations may be found in Haupt and Tsakmakis [81] and Tsakmakis [157].)

On the other hand, let $\Xi(X)$, $\Sigma'_1(X)$, $\Sigma'_2(X)$ be vectors at $X$ as assumed in Sect. 9.8.1.1, the corresponding vectors at $\hat{x}$ being given by

$$
\hat{\xi} = F_p^{-1} \Xi, \quad \hat{\sigma}'_1 = F_p \Sigma'_1, \quad \hat{\sigma}'_2 = F_p \Sigma'_2. \tag{9.183}
$$

Then, following additive decomposition of $\Delta_c$ is suggested,

$$
\Delta_c = (\Delta_c)_e + (\Delta_c)_p, \tag{9.184}
$$

$$
(\Delta_c)_e := \xi \cdot (\nabla_{R_t} \sigma'_1) [\sigma'_2] - \hat{\xi} \cdot (\nabla_{\hat{R}_t} \hat{\sigma}'_1) [\hat{\sigma}'_2], \tag{9.185}
$$

$$
(\Delta_c)_p := \hat{\xi} \cdot (\nabla_{\hat{R}_t} \hat{\sigma}'_1) [\hat{\sigma}'_2] - \Xi \cdot (\nabla_{\hat{R}_t} \Sigma'_1) [\Sigma'_2], \tag{9.186}
$$

where $\nabla_{R_t} \sigma'_1$ denotes a relative covariant derivative of $\sigma'_1$ (cf. Eq. (9.104))

$$
\nabla_{R_t} \sigma'_1 := \left\{ \frac{\partial (\sigma'_1)^j}{\partial X^i} + \Lambda'^i_{ij}(\hat{\sigma}'_1)^j \right\} \hat{g}_j \otimes \hat{g}^i. \tag{9.187}
$$
with
\[ \dot{g}_i := F_p E_i, \quad \ddot{g}_i := F_p^{T-1} E^i, \quad \dot{\sigma}'_i = (\dot{\sigma}')^i_j \dot{g}_j. \] (9.188)

If the real motion of the material is considered, then both \( R_R \) and \( R_t \) are regarded as Euclidean manifolds. Thus, it is natural to use gradient operators in Eqs. (9.162) and (9.163) as appropriate covariant derivatives for these manifolds. However, the essential issues of the plastic intermediate configuration are generated by local deformations \( F_p \), and therefore the appropriate spatial differential operator for \( \dot{R}_t \) is regarded to be the relative covariant derivative (9.187). It is important to remark, that, with respect to \( \{ E_i \} \), the gradient \( \nabla_R \Sigma'_i \) obeys the representation
\[ \nabla_R \Sigma'_i = \left\{ \frac{\partial (\Sigma'_i)^j}{\partial X^j} + \lambda^j_{il} (\Sigma'_i)^l \right\} E_j \otimes E^i, \] (9.189)

where
\[ \Sigma'_i = (\Sigma'_i)^j E_j, \quad (\Sigma'_i)^i = (\sigma'_i)^i = (\dot{\sigma}'_i)^i. \] (9.190)

In Eq. (9.189), \( \lambda^j_{il} \) are the symbols, relative to \( \{ E_i \} \), of the Levi-Civita connection in \( R_R \) (see Sect. 9.10). As \( \{ E_i \} \) is a Cartesian coordinate basis, \( \lambda^j_{il} = 0 \). However, with respect to another basis the symbols of the Levi-Cevita connection will be not vanishing.

Now,
\[ \dot{\xi} \cdot (\nabla_{R_R} \sigma'_i)[\sigma'_2] = \Xi \cdot \left\{ \frac{\partial (\Sigma'_i)^j}{\partial X^j} + \lambda^j_{il} (\Sigma'_i)^l \right\} (E_j \otimes E^i)[\Sigma'_2], \] (9.191)

so that, after substituting in Eq. (9.186),
\[ (\Delta_c)_p = \hat{K}[\Xi, \Sigma'_1, \Sigma'_2] \] (9.192)

with
\[ \hat{K}_p := (\lambda^j_{il} - \lambda^j_{il}') E_j \otimes E^i \otimes E_i. \] (9.193)

Quantities \( (\hat{K}_p)^j_{li} \) are given as difference of connection symbols (irrespective of the property \( \lambda^j_{il} = 0 \) relative to \( \{ E_i \} \)),
\[ (\hat{K}_p)^j_{li} = (\lambda^j_{il} - \lambda^j_{il}') \] (9.194)

and hence are components of a third-order tensor. Quite similar, one may prove, that the components of \( K \) are given also as difference of connection symbols.

It is straightforward to show, that
\[ (\Delta_c)_e = \tilde{K}_e [\Xi, \Sigma'_1, \Sigma'_2] \] (9.195)

with
\[ \tilde{K} = \hat{K}_e + \hat{K}_p. \] (9.196)

Moreover, it can be seen that \( (\Delta_c)_p \) and \( (\Delta_c)_e \) can be expressed form-invariantly relative to \( \dot{R}_t \) or \( R_t \). For instance, relative to \( \dot{R}_t \), \( (\Delta_c)_p \) obeys the representation
\[ (\Delta_c)_p = \hat{K}_p[\dot{\xi}, \dot{\sigma}'_1, \dot{\sigma}'_2] \] (9.197)
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with (cf. Eq. (9.171))

\[ \tilde{\mathbf{K}}_p = \mathcal{L}(\mathbf{F}_p^{-1}, \mathbf{F}_p^T, \mathbf{F}_p^T) [\tilde{\mathbf{K}}_p] \quad \text{or} \quad \hat{\mathbf{K}}_p = \mathcal{L}(\mathbf{F}_p, \mathbf{F}_p^{T^{-1}}, \mathbf{F}_p^{T^{-1}}) [\hat{\mathbf{K}}_p], \tag{9.198} \]

and so on.

This way, various so-called curvature tensors, like \( \tilde{\mathbf{K}}, \tilde{\mathbf{K}}_e, \tilde{\mathbf{K}}_p \), may be introduced, which capture gradient effects. They are third-order tensors and can be used to formulate constitutive theories. Here, we have gained such tensors on the basis of the form-invariance of scalar differences. Associated time derivatives to the strain and curvature tensors can be assigned by requiring from the time derivatives \( (\Delta s) \cdot, (\Delta s) \cdot \cdot, (\Delta s) \cdot \cdot \cdot, \ldots \), \( (\Delta c) \cdot, (\Delta c) \cdot \cdot, (\Delta c) \cdot \cdot \cdot, \ldots \), to be form-invariant too. For \( (\Delta s) \cdot, (\Delta s) \cdot \cdot, (\Delta s) \cdot \cdot \cdot, \ldots \), this is demonstrated in Haupt and Tsakmakis [81] and Tsakmakis [157].

9.8.1.3 The special case \( \Lambda_d^j = (\mathbf{F}_p^{-1})^j_n \frac{\partial (\mathbf{F}_p)^n_l}{\partial X_i} \)

Assume the relative covariant derivative \( \nabla_{\hat{R}_i} \) to be given as a relative gradient operator, with (cf. Eq. (9.79))

\[ \Lambda_d^j = (\mathbf{F}_p^{-1})^j_n \frac{\partial (\mathbf{F}_p)^n_l}{\partial X_i}. \tag{9.199} \]

Then, relative to \{\( \mathbf{E}_i \)\},

\[ (\hat{\mathbf{K}}_p)^l_j = (\mathbf{F}_p^{-1})^j_n \frac{\partial (\mathbf{F}_p)^n_l}{\partial X_i} - \lambda^l_j. \tag{9.200} \]

Moreover, it can be verified that,

\[ \hat{\mathbf{K}}_p = \mathbf{F}_p^{-1} \text{GRAD} \mathbf{F}_p. \tag{9.201} \]

A general crystal plasticity theory, based on \( \hat{\mathbf{K}}_p \) defined in Eq. (9.201), has been proposed by Le and Stumpf [98, 99]. The discussion in Sect. 9.7.1 makes clear that the connection defined by (9.199) is non-symmetric and metric, the metric being given by (cf. Eq. (9.100))

\[ \tilde{\mathbf{G}}(\mathbf{A}, \mathbf{B}) = \mathbf{A} \cdot \mathbf{F}_p^T \mathbf{F}_p \mathbf{B}. \tag{9.202} \]

The space characterized by the connection defined in Eq. (9.199) is flat and therefore preserves teleparallelism.

There are crystal plasticity theories, in which \( \hat{\mathbf{K}}_p \) enters into the constitutive functions in terms of a dislocation density tensor. Following e.g. Cermelli and Gurtin [16], a ”geometric dislocation tensor” \( \mathbf{G}_R \) may be defined relative to \( R_R \) by

\[ \mathbf{G}_R := (\text{CURL} \mathbf{F}_p) \mathbf{F}_p^{T^{-1}}, \tag{9.203} \]

where the CURL of a second-order tensor is defined as in Cermelli and Gurtin [16]. It can be shown, that

\[ \mathbf{G}_R^T = e^{ijl} (\hat{\mathbf{K}}_p)^l_k \mathbf{E}_k \otimes \mathbf{E}_i, \tag{9.204} \]

with \( e_{ijl} \) denoting the alternating symbol. Consequently, \( \mathbf{G}_R \) may be expressed as a function of \( \hat{\mathbf{K}}_p \). It has been verified (see e.g. Le and Stumpf [98]), that \( \mathbf{G}_R \) is related to the torsion of the connection for \( R_R \) defined by Eq. (9.199). Constitutive theories for gradient crystal plasticity on the basis of \( \mathbf{G}_R \) have been proposed e.g. by Le and Stumpf [99, 98] and Gurtin [79, 80].
9.8.2 Micropolar continua

Microphysically, real materials like metals indicate some kind of patterning with discrete distributed mass. Therefore, when formulating the constitutive properties of a material point, not only the material point itself, but rather an entire neighbourhood of the point should be taken into account. In the framework of continuum mechanics, this may be realized by attaching to each material point of the macroscopic continuum a microcontinuum (microstructure), which serves to model microphysical (microstructural) properties of the overall material body (see Fig. 9.2). The introduction of such microcontinua into the theory goes back to Mindlin [122]. Here, the microcontinuum is supposed to be, in some sense, mechanically (we are dealing with isothermal processes and uniform distributed temperature only) equivalent to some patterned material neighbourhood around the considered point. The mass in the microcontinuum is assumed to be continuously distributed. All together, the microcontinuum is generally a fictitious (conceptual) one, which may have arbitrary finite dimensions, i.e. the region in \( E \) occupied by the microcontinuum at a material point of the macroscopic material must not necessarily be subset of the region occupied by the macroscopic material itself (see also Grammenoudis and Tsakmakis [71], where this kind of microcontinuum has been invoked in a micropolar plasticity theory). Following Eringen (see e.g. [46]), we define a micropolar material to be a material body with a microcontinuum at each point, which behaves like a rigid body. In what follows, we shall survey the fundamental kinematical concepts addressing micropolar continua, and we shall establish geometrically appropriate micropolar strain and curvature tensors, to be used in constitutive theories, by employing relative covariant derivatives.
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Figure 9.2: The region \( \mathcal{R}_R'(X) \) (respectively \( \mathcal{R}_l'(x) \)) must not necessarily be subset of the region \( \mathcal{R}_R \) (respectively \( \mathcal{R}_l \)).

9.8.2.1 Deformation

We extend the classical continuum reviewed in Sect. 9.4 by attaching to every material point \( X \in \mathcal{B} \) a material body (microcontinuum) \( \mathcal{B}' \). Note that the macrocontinuum here is the same as the overall
material in Mindlin’s theory [122] and is in general different than the macromaterial there. Furthermore, the same body \( B'(\mathcal{X}) \equiv B' \), with elements \( \mathcal{X}', \mathcal{Y}', \ldots \), is attached at every \( \mathcal{X} \). Both, the macroscopic and the microscopic material bodies are mapped on \( \mathcal{E} \times \mathcal{E} \), through a function \( (\chi_\mathcal{R}, \chi'_\mathcal{R}) \), referred to as reference configuration,

\[
(\mathcal{X}, \mathcal{X}') \rightarrow \left( \begin{array}{c} \mathbf{X} = \chi_\mathcal{R}(\mathcal{X}) \\ \mathbf{X}' = \chi'_\mathcal{R}(\mathcal{X}, \mathcal{X}') \end{array} \right) .
\] (9.205)

The position vector \( \mathbf{X}' \) is defined to emanate from point \( \mathbf{X} \in \mathcal{E} \) and to lead to the point in space occupied by \( \mathcal{X}' \). An actual or current configuration at time \( t \) is a pair of functions \( (\chi_t, \chi'_t) \) with

\[
(\mathcal{X}, \mathcal{X}', t) \rightarrow \left( \begin{array}{c} \mathbf{x} = \chi_t(\mathcal{X}, t) \\ \mathbf{x}' = \chi'_t(\mathcal{X}, \mathcal{X}', t) \end{array} \right) .
\] (9.206)

Here, \( \mathbf{x}' \) is defined to be the vector assign to the pair \( (\mathcal{X}, \mathcal{X}') \) at time \( t \). In the following we shall refer to the ranges \( R_\mathcal{R} := \chi_\mathcal{R}(\mathcal{B}), R'_\mathcal{R}(\mathbf{X}) := \chi'_\mathcal{R}(\mathcal{X}, \mathcal{B}), R_t := \chi_t(\mathcal{B}), R'_t(\mathbf{x}) := \chi'_t(\mathcal{X}, \mathcal{B}) \), which are assumed to be open subsets of \( \mathcal{E} \). As usually, the maps defined by (9.205) and (9.206), from \( \mathcal{B} \times B' \) on \( \mathcal{E} \times \mathcal{E} \), are assumed to be invertible. An one parameter family of configurations \( (\mathbf{x}, \mathbf{x}') \), parameterized with time \( t \in I \), is called motion of the micropolar continuum,

\[
(\mathcal{X}, \mathcal{X}', t) \rightarrow \left( \begin{array}{c} \mathbf{x} = \chi(\mathcal{X}, t) \\ \mathbf{x}' = \chi'(\mathcal{X}, \mathcal{X}', t) \end{array} \right) .
\] (9.207)

We assume the initial configuration at time \( t_0 \) to coincide with the reference configuration. Since the inverse functions of \( \chi, \chi' \), for fixed time \( t \), are assumed to exist, the motion can be expressed in terms of \( \mathbf{X}, \mathbf{X}' \). If no confusion may arise, following common praxis, we shall use the same symbols for these functions as in Eq. (9.207),

\[
(\mathbf{X}, \mathbf{X}', t) \rightarrow \left( \begin{array}{c} \mathbf{x} = \chi(\mathbf{X}, t) \\ \mathbf{x}' = \chi'(\mathbf{X}, \mathbf{X}', t) \end{array} \right) .
\] (9.208)

Functions \( (\chi, \chi') \) in Eq. (9.208), for fixed time \( t \), are referred to as deformation from the reference to the actual configuration. While the deformation \( \chi \) of the macrocontinuum is characterized, as before, by the macroscopic deformation gradient tensor \( \mathbf{F} = \frac{\partial \mathbf{X}}{\partial \mathbf{X}'(}\mathbf{)} \), the deformation \( \chi' \) of the microcontinuum is characterized by the microscopic deformation gradient tensor

\[
\mathbf{R}(\mathbf{X}, t) = \frac{\partial \chi'}{\partial \mathbf{X}'(}\mathbf{),} \quad \mathbf{R}^T = \mathbf{R}^{-1} \quad \det \mathbf{R} = 1 .
\] (9.209)

These equations account for the property that the microcontinuum suffers rigid body motions, so that \( \mathbf{R} \mathbf{R} \) describes a so-called micropolar rotation. Note, that \( \mathbf{F} \) and \( \mathbf{R} \mathbf{R} \) should be understood to be the linear parts of the corresponding two point tensor maps. Because \( \mathbf{R}(\mathbf{X}, t) \) is a homogeneous deformation in regard to \( R'_R(\mathbf{X}) \), we may view \( \mathbf{R}(\mathbf{X}, t) \) as being a map from \( T\mathbf{X} R'_R(\mathbf{X}) \) on \( T\mathbf{x} R'_t(\mathbf{x}) \). In particular,

\[
\mathbf{R}(\mathbf{X}, t) : T\mathbf{X} R'_R(\mathbf{X}) \equiv T\mathbf{x} R'_t(\mathbf{x}) \rightarrow T\mathbf{x} R'_t(\mathbf{x}) \equiv T\mathbf{x} R'_t(\mathbf{x}) ,
\] (9.210)

from which use is made in what follows. Eq. (9.210) states that \( \mathbf{R} \) can be treated as a two-point tensor field like \( \mathbf{F} \). Also, and this is very important, \( \mathbf{R} \) is an incompatible deformation field with respect to the macroscopic continuum.

The kinematics of micropolar continua may be based on multiplicative decompositions (cf. Eringen and Kafadar [48] or Steinmann [149])

\[
\mathbf{F} = \mathbf{R} \mathbf{U} = \mathbf{V} \mathbf{R}
\] (9.211)
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of $F$. Unlike tensors $U, V$ in the polar decomposition of $F$ (see Eq. (9.37)), the tensors $\overline{U}, \overline{V}$ are not symmetric. Since $F, R$ are two-point tensors, $\overline{U}(X, t)$ and $\overline{V}(X, t)$ are endomorphisms respectively from $T_{X}R_{R}$ to $T_{X}R_{R}$ and from $T_{X}R_{t}$ to $T_{X}R_{t}$. The deformation function can be specified further by describing the rigid body rotation of the microscopic body by means of the motion of three material points $X''_{i}, i = 1, 2, 3$. A unique description of the motion arises whenever the points $X''_{i}$ are mutually different, not all in a plane, and are different than $X$. Let $\overline{\Phi}_{i} = X''_{i}$ be the (position) vectors assigned to the pairs $(X, X''_{i})$ at time $t_{0}$, respectively. All what says the map in Eq. (9.205) may be reflected by the map

$$
(X', X''_{i}) \mapsto \left( \begin{array}{c} X = \chi_{R}(X') \\ \overline{\Phi}_{i} = \chi_{R}(X', X''_{i}) \end{array} \right).
$$

(9.212)

At time $t$, the (position) vectors emanating from $x \in E$ and leading to the places occupied by $X''_{i}$ are denoted by $\varphi_{i}$,

$$
\varphi_{i} = \varphi_{i}(X, \Phi_{j}, t) = R(X, t)\overline{\Phi}_{i}.
$$

(9.213)

Consequently, the deformation (9.208) can be expressed alternatively and equivalently in terms of

$$
(X, \Phi_{i}, t) \mapsto \left( \begin{array}{c} x = \chi(X, t) \\ \varphi_{i}(x, t) = R(X, t)\overline{\Phi}_{i}(X) \end{array} \right),
$$

(9.214)

which is tacitly the starting point of most micropolar theories.

Next, we assume $\Phi_{i}$ to be given as field $\Phi_{i}(X)$. Then, the deformation from the reference to the actual configuration will be expressible as

$$
(X, t) \mapsto \left( \begin{array}{c} x = \chi(X, t) \\ \varphi_{i}(x, t) = R(X, t)\overline{\Phi}_{i}(X) \end{array} \right).
$$

(9.215)

This is the map for the motion of the micropolar continuum we deal with in this paper.

In the remainder we shall introduce some scalar differences, in order to gain micropolar strain and curvature tensors, by requiring from them to be form-invariant with respect to the chosen configuration.

9.8.2.2 Micropolar strain and curvature tensors

Let $\Sigma'(X)$ be tangent vector at a material line at $X$, the corresponding tangent vector at $x = \chi(X, t)$ being $\sigma'(x, t)$. Assume $\Phi(X)$ to be a vector at $X$, which is position vector for some material point $X'$, the corresponding vector at $x$ being $\varphi(x, t)$,

$$
\sigma' = F\Sigma', \quad \varphi = R\Phi.
$$

(9.216)

We define a scalar difference $\Delta_{s}$ by

$$
\Delta_{s}(X, t) := \varphi \cdot \sigma' - \Phi \cdot \Sigma' ,
$$

(9.217)

as a measure accounting for the geometry of deformation of the micropolar continuum (Diebels and Ehlers [34], Volk [163] and Grammenoudis and Tsakmakis [67]). It can readily be seen, that

$$
\Delta_{s} = \Phi \cdot (R^{T}F - 1)\Sigma' = \Phi \cdot (\overline{U} - 1)\Sigma'.
$$
\[ \varphi \cdot (1 - RF^{-1})\sigma' = \varphi \cdot (1 - V^{-1})\sigma' \quad , \]  
(9.218)
or
\[ \Delta_s = \Phi \cdot \tilde{\epsilon} \Sigma' = \varphi \cdot \epsilon \sigma' \quad , \]  
(9.219)

where
\[ \tilde{\epsilon} := \bar{U} - 1 \quad , \quad \epsilon := 1 - \bar{V}^{-1} \quad (9.220) \]

are micropolar strain tensors, which operate in tangent spaces of \( R_R \) and \( R_t \), respectively. It can be recognized from Eq. (9.219), that \( \Delta_s \) is expressed in a form-invariant manner with respect to \( R_R \) and \( R_t \). On requiring form-invariance of \( \Delta_s \) relative to other configurations (local or global), further micropolar strains may be introduced.

Proceeding to obtain micropolar curvature tensors, we define a scalar difference \( \Delta_c \) by
\[ \Delta_c(X, t) := \varphi_1 \cdot ((\nabla_R \varphi_2)[\varphi_3] - \Phi_1 \cdot (\nabla_R \Phi_2)[\Phi_3]) \quad , \]  
(9.221)
where \( \Phi_i, \varphi_i \) are defined in Eq. (9.213). Several classes of curvature tensors may be obtained in dependence on the definition for the space derivatives in formula (9.221). Here, we concentrate ourself on the particular case, considered in Grammenoudis and Tsakmakis [67], where \( \nabla_R \) is a relative gradient,
\[ \nabla_R \varphi_2 := (\text{GRAD} \varphi_2)R^T = \frac{\partial \varphi_2}{\partial X^i} \otimes g^i \quad , \]  
(9.222)
\[ \bar{g}_i := \bar{R}E_i \quad , \quad g^i = \bar{R}E^i \quad , \]  
(9.223)
and \( \nabla_{RR} \) is a gradient,
\[ \nabla_{RR} \Phi_2 := \text{GRAD} \Phi_2 \quad . \]  
(9.224)
Because of
\[ \bar{g}^i \cdot \varphi_2 = E^i \cdot \Phi_2 \quad , \]  
(9.225)
and
\[ \varphi_1 \cdot (\nabla_R \varphi_2)[\varphi_3] = \Phi_1 \cdot R^T \left( \bar{R} \frac{\partial \Phi_2}{\partial X^i} + \frac{\partial \bar{R}}{\partial X^i} \Phi_2 \right) \left( g^i \cdot \varphi_3 \right) \]
\[ = \Phi_1 \cdot \frac{\partial \Phi_2}{\partial X^i} (E^i \cdot \Phi_3) + \Phi_1 \cdot \left( \bar{R}^T \frac{\partial \bar{R}}{\partial X^i} \Phi_2 \right) (E^i \cdot \Phi_3) \quad , \]  
(9.226)
it follows from Eq. (9.221), that
\[ \Delta_c = \Phi_1 \cdot \left( \bar{R}^T \frac{\partial \bar{R}}{\partial X^i} \Phi_2 \right) (E^i \cdot \Phi_3) = \varphi_1 \cdot \left( \frac{\partial \bar{R}}{\partial X^i} \bar{R}^T \varphi_2 \right) (\bar{g}^i \cdot \varphi_3) \quad , \]  
(9.227)
and therefore
\[ \Delta_c = \left( \bar{R}^T \frac{\partial \bar{R}}{\partial X^i} \otimes E^i \right) [\Phi_1, \Phi_2, \Phi_3] = \left( \frac{\partial \bar{R}}{\partial X^i} \bar{R}^T \otimes \bar{g}^i \right) [\varphi_1, \varphi_2, \varphi_3] \quad . \]  
(9.228)
We define micropolar curvature tensors $\tilde{\mathcal{K}}, \mathcal{K}$ by
\[
\tilde{\mathcal{K}} := \tilde{\mathbf{R}}^T \frac{\partial \tilde{\mathbf{R}}}{\partial \mathbf{X}^i} \otimes \mathbf{E}^i = \tilde{\mathbf{R}}^T \text{GRAD} \tilde{\mathbf{R}}, \tag{9.229}
\]
\[
\mathcal{K} := \frac{\partial \mathbf{R}_e}{\partial \mathbf{X}^i} \mathbf{R}_e^T \otimes \bar{\mathbf{g}}^i = (\nabla \mathbf{R}_e) \circ \mathbf{R}_e^T. \tag{9.230}
\]
Hence
\[
\Delta_c = \tilde{\mathcal{K}}[\Phi_1, \Phi_2, \Phi_3] = \mathcal{K}[\varphi_1, \varphi_2, \varphi_3] \tag{9.231}
\]
with
\[
\tilde{\mathcal{K}} = \mathcal{L}((\mathbf{R}^T)|\mathcal{K}) \quad \text{or} \quad \mathcal{K} = \mathcal{L}(\mathbf{R})|\tilde{\mathcal{K}}. \tag{9.232}
\]
Eq. (9.231) makes clear that $\Delta_c$ can be represented form-invariantly by means of curvature tensors, like $\tilde{\mathcal{K}}$ and $\mathcal{K}$. These curvature tensors together with the strain tensors $\tilde{\epsilon}, \epsilon$, have been assumed as micropolar kinematical variables in the plasticity theory proposed by Grammenoudis and Tsakmakis [67].

Curvature tensor $\tilde{\mathcal{K}}$ exhibits a skew-symmetry property, which may be elaborated by using the component expressions
\[
\mathbf{R} = \tilde{\mathbf{R}}^m e_m \otimes \mathbf{E}^n, \quad \mathbf{R}^T = (\tilde{\mathbf{R}}^T)^m e_m \otimes \mathbf{E}^n = \tilde{\mathbf{R}}^m \mathbf{E}^n \otimes \mathbf{e}^m. \tag{9.233}
\]
Since $\{\mathbf{E}_i\}$ is orthonormal basis, $\delta^{ij}$ and $\delta_{ij}$ may be utilizes to raise and lower indices. Invoking Eq. (9.233) in Eq. (9.229),
\[
\tilde{\mathcal{K}} = (\tilde{\mathcal{K}})_{mni} \mathbf{E}^m \otimes \mathbf{E}^n \otimes \mathbf{E}^i \tag{9.234}
\]
with
\[
(\tilde{\mathcal{K}})_{mni} = \tilde{\mathbf{R}}_m \frac{\partial \tilde{\mathbf{R}}_l}{\partial \mathbf{X}^i} = -(\tilde{\mathcal{K}})_{nmi}, \tag{9.235}
\]
which reflects the aforementioned skew-symmetry property.

### 9.8.2.3 Decomposition of deformation into elastic and plastic parts

We assume decomposition (9.172) to apply, and in addition, following Steinmann [149], we put
\[
\mathbf{R} = \mathbf{R}_e \mathbf{R}_p. \tag{9.236}
\]
We call $\mathbf{R}_e$ and $\mathbf{R}_p$, respectively the elastic and plastic part of $\mathbf{R}$. Like $\mathbf{R}, \mathbf{R}_e$ and $\mathbf{R}_p$ are assumed to be rotation tensors. In particular, $\mathbf{R}_p$ is postulated to be a two point local deformation field, going from the reference to the plastic intermediate configuration. Consequently, $\mathbf{R}_e$ is an incompatible two point tensor field going from the plastic intermediate configuration to the actual one. Similar to the decomposition (9.211), we define decompositions
\[
\mathbf{F}_e = \mathbf{R}_e \mathbf{U}_e = \mathbf{V}_e \mathbf{R}_e, \quad \mathbf{F}_p = \mathbf{R}_p \mathbf{U}_p = \mathbf{V}_p \mathbf{R}_p, \tag{9.237}
\]
where $\mathbf{U}_e, \mathbf{V}_p$ are endomorphisms on $T_x \mathbf{R}_e, \mathbf{U}_p$ is endomorphism on $T_x \mathbf{R}_R$ and $\mathbf{V}_e$ is endomorphism on $T_x \mathbf{R}_t$. 

166
Consider now vectors $\hat{\sigma}'$, $\hat{\varphi}$ at $\hat{x}$ in the plastic intermediate configuration, given by
\[
\hat{\sigma}' = F_p \Sigma' \quad , \quad \hat{\varphi} = R_p \Phi .
\]
(9.238)

Then, following additive decompositions apply
\[
\Delta_s = (\Delta_s)_e + (\Delta_s)_p \quad ,
\]
(9.239)
\[
(\Delta_s)_e := \varphi \cdot \sigma' - \varphi \cdot \tilde{\sigma}' ,
\]
(9.240)
\[
(\Delta_s)_p := \hat{\varphi} \cdot \sigma' - \Phi \cdot \Sigma' .
\]
(9.241)

with $(\Delta_s)_e$, $(\Delta_s)_p$ being expressible form-invariantly. For instance, relative to $R_R$,
\[
(\Delta_s)_e = \Phi \cdot \hat{\epsilon}_s \Sigma' \quad , \quad (\Delta_s)_p = \Phi \cdot \hat{\epsilon}_p \Sigma' ,
\]
(9.242)
\[
\hat{\epsilon}_p = \hat{U}_p \cdot 1 \quad , \quad \hat{\epsilon} = \hat{\epsilon}_e + \hat{\epsilon}_p .
\]
(9.243)

(Further relations may be found in Grammenoudis and Tsakmakis [67].) $\hat{\epsilon}_e$ and $\hat{\epsilon}_p$, or Eulerian counterparts of them, can be used as appropriate strain tensors when formulating micropolar plasticity. To get elastic and plastic parts e.g. of the curvature tensor $\tilde{K}$, we introduce an additive decomposition of $\Delta_c$, by
\[
\Delta_c = (\Delta_c)_e + (\Delta_c)_p \quad ,
\]
(9.244)
\[
(\Delta_c)_e := \varphi_1 \cdot (\nabla_R \varphi_2)[\varphi_3] - \hat{\varphi}_1 \cdot (\nabla_R \hat{\varphi}_2)[\hat{\varphi}_3] ,
\]
(9.245)
\[
(\Delta_c)_p := \hat{\varphi}_1 \cdot (\nabla_R \hat{\varphi}_2)[\hat{\varphi}_3] - \Phi_1 \cdot (\nabla_R \Phi_2)[\Phi_3] ,
\]
(9.246)

where
\[
\varphi_i := R_p \Phi_i = R^i_c \varphi_i ,
\]
(9.247)

and $\nabla_R$, $\nabla_{R^i}$ are given by (9.222)–(9.224). Operator $\nabla_{R^i}$ is a relative covariant derivative defined in analogy to Eq. (9.187)
\[
\nabla_{R^i} \varphi_2 := \left\{ \frac{\partial (\varphi_2)^j}{\partial X} + \lambda^j_{il} (\varphi_2)^l \right\} \tilde{g}_j \otimes \tilde{g}^i ,
\]
(9.248)

where now
\[
\tilde{g}_i \equiv \tilde{g}^i := \tilde{R}_p E_i ,
\]
(9.249)

and
\[
\Phi_2 = (\Phi_2)^i E_i \quad , \quad \varphi_2 = (\varphi_2)^i \tilde{g}_i \quad , \quad (\Phi_2)^i = (\varphi_2)^i .
\]
(9.250)

Using similar arguments as in Eqs. (9.187)–(9.194), we get
\[
\nabla_{R^i} \Phi_2 = \left\{ \frac{\partial (\Phi_2)^j}{\partial X} + \lambda^j_{il} (\Phi_2)^l \right\} E_j \otimes E^i ,
\]
(9.251)
\[
\hat{\varphi}_1 \cdot (\nabla_{R^i} \hat{\varphi}_2)[\hat{\varphi}_3] = \Phi_1 \cdot \left\{ \frac{\partial (\Phi_2)^j}{\partial X} + \lambda^j_{il} (\Phi_2)^l \right\} (E_j \otimes E^i)[\Phi_3] ,
\]
(9.252)

and thus
\[
(\Delta_c)_p = \Phi_1 \cdot \left\{ (\lambda^j_{il} - \lambda^j_{il}) (\Phi_2 \cdot E^i) \right\} (E_j \otimes E^i)[\Phi_3] = \tilde{K}_p[\Phi_1, \Phi_2, \Phi_3]
\]
(9.253)
with
\[ \tilde{\mathcal{K}}_p := (\tilde{\mathcal{K}}_p)_{jli} E^j \otimes E^i \otimes E^i, \quad (\tilde{\mathcal{K}}_p)_{jli} = (\Lambda_{jil} - \lambda_{jil}) \]  
(9.254)
and \( \lambda_{jil} = 0 \) (relative to \( \{ E_i \} \)). It can be seen that
\[ (\Delta_c)_e = \tilde{\mathcal{K}}_e[\Phi_1, \Phi_2, \Phi_3] \]  
(9.255)
with
\[ \tilde{\mathcal{K}} = \tilde{\mathcal{K}}_e + \tilde{\mathcal{K}}_p. \]  
(9.256)
Also, \( (\Delta_c)_p \) and \( (\Delta_c)_e \) obey form-invariant expressions relative to \( \hat{R}_t \) and \( \hat{R}_c \). For instance, relative to \( \hat{R}_t \),
\[ (\Delta_c)_p = \hat{\mathcal{K}}_p[\hat{\varphi}_1, \hat{\varphi}_2, \hat{\varphi}_3], \]  
(9.257)
with
\[ \hat{\mathcal{K}}_p = \mathcal{L}(\hat{R}_p^T)[\hat{\mathcal{K}}_p] \quad \text{or} \quad \hat{\mathcal{K}}_p = \mathcal{L}(\hat{R}_p)[\hat{\mathcal{K}}_p], \]  
(9.258)
and so on.

It is worthwhile noting, that \( \tilde{R}_p \) induces an Euclidean metric on \( R_R \). In fact, since \( \tilde{R}_p \) is orthogonal transformation, the metric tensor \( \tilde{G} \) in Eq. (9.100) reduces to the identity tensor \( I \), with components \( \delta^i_j \) relative to \( \{ E_i \} \). Next assume the connection on \( R_R \), defined by \( \Lambda^i_{jl} \) to be metric. Then, with respect to \( \{ E_i \} \), only the torsion terms on the righthand side of Eq. (9.290) will be not vanishing,
\[ \Lambda^r_{il} = \frac{1}{2} \left( T^r_{il} + T^r_{li} - T^r_{il} \right) \]  
(9.259)
with
\[ T^i_{jk} = (\Lambda^i_{jk} - \Lambda^j_{ki}) \quad \text{or} \quad T_{ijk} = (\Lambda_{ijk} - \Lambda_{ikj}) \]  
(9.260)
It is straightforward to examine from these relations, that \( \Lambda_{ril} \) is skew-symmetric with respect to the indices \( r, l \),
\[ \Lambda_{ril} = -\Lambda_{lir}. \]  
(9.261)
However, the space \( R_R \) structured with (9.260) will generally be not flat and therefore non-Euclidean and non-Riemannian (since \( T^i_{jk} \neq 0 \)).

Keeping in mind Eq. (9.254) and Eq. (9.261), we conclude that \( \tilde{\mathcal{K}}_p \) indicates the same skew-symmetry as \( \mathcal{K} \) in Eq. (9.235),
\[ (\tilde{\mathcal{K}}_p)_{jli} = - (\tilde{\mathcal{K}}_p)_{lji}. \]  
(9.262)
By virtue of Eq. (9.256), this skew-symmetry carries over \( \tilde{\mathcal{K}}_e \) too.
9.8.2.4 The special case $\Lambda^j_{il} = (\tilde{R}_p^T)^j_n \frac{\partial (\tilde{R}_p^n)}{\partial X^l}$

If the special case

$$\Lambda^j_{il} = (\tilde{R}_p^T)^j_n \frac{\partial (\tilde{R}_p^n)}{\partial X^l}, \quad \text{respectively } \Lambda^j_{il} = (\tilde{R}_p^T)^n_j \frac{\partial (\tilde{R}_p^n)}{\partial X^l}, \quad (9.263)$$

is adopted, which is in agreement with Eq. (9.261), then it can immediately seen that

$$\tilde{K}_p = \tilde{R}_p^T \text{GRAD} \tilde{R}_p \quad . \quad (9.264)$$

It has been verified in Eq. (9.98), that the special case (9.263) imposes the condition that the space $R_K$ becomes flat. However, it remains further non-Euclidean and non-Riemannian.

Concluding, we take the opportunity to remark, that a phenomenological micropolar plasticity theory, based on $\tilde{K}$ in Eq. (9.229), has been proposed in Grammenoudis and Tsakmakis [67]. This theory contains a formal stupid error. If $\tilde{K}_p$ is defined as in Eq. (9.264), then some compatibility conditions have to be satisfied from $\tilde{K}_p$. Such compatibility conditions impose constrains on the constitutive theory. Although the kinematical relations have been developed in Grammenoudis and Tsakmakis [67] on the basis of Eq. (9.264), the adopted constitutive theory relies upon a $\tilde{K}_p$ as in Eq. (9.254), without satisfying some compatibility conditions. However, the entire constitutive theory remains correct, if one thinks of $\tilde{K}_p$ as being given by Eq. (9.254).

Clearly, various associated time derivatives may be assigned to the strain and curvature tensors by requiring scalars $(\Delta^s)^1_{,c}$, $(\Delta^s)^2_{,c}$, $(\Delta^s)^3_{,c}$, $(\Delta^s)^4_{,c}$, $(\Delta^s)^5_{,c}$, $(\Delta^s)^6_{,c}$, $(\Delta^c)^1_{,c}$, $(\Delta^c)^2_{,c}$, $(\Delta^c)^3_{,c}$, $(\Delta^c)^4_{,c}$, $(\Delta^c)^5_{,c}$, $(\Delta^c)^6_{,c}$, to be form-invariant as well. This has been demonstrated in Grammenoudis and Tsakmakis [67].

Appendix

9.9 Covariant derivative

Most of the relations given in this, and Sect. 9.10, may be consulted in the textbooks e.g. Schouten [141], Schutz [142], Frankel [59], Misner et al. [124], Willmore [168], and Marsden and Hughes [117].

Let $v$ be a vector field on a three dimensional manifold $M$, and $u$ a vector at (point) $P \in M$. A (affine) connection on $M$ is an operator $\nabla$, which assigns to $v$ and $u$ a vector $\nabla u v$ at $P$, called the covariant derivative of $v$ along $u$. For any two real numbers $a, b$, any vector field $w$ on $M$, any vector $z$ at $P$ and any scalar field $f$ on $M$, the operator is required to satisfy the following properties:

1) $\nabla_u v$ is linear with respect to both $u$ and $v$, i.e.,

$$\nabla_u (av + bw) = a\nabla_u v + b\nabla_u w \quad , \quad (9.265)$$

$$\nabla_{(au+bz)} v = a\nabla_u v + b\nabla_z v \quad . \quad (9.266)$$

2) $\nabla_{(fu)} v = f\nabla_u v \quad . \quad (9.267)$
3) Leibniz’s rule:

$$\nabla_u (fv) = (\nabla_u f)v + f \nabla_u v$$  \hspace{1cm} (9.268)

In Eq. (9.268), $\nabla_u f$ is defined to be the directional derivative of $f$ in the direction $u = u^i g_i$, where $\{g_i\}$, with Latin indices $i = 1, 2, 3$, is an arbitrary (holonomic or anholonomic) basis on $M$,

$$\nabla_u f := (\text{grad} f) \cdot u \equiv (\partial_i f) u^i$$  \hspace{1cm} (9.269)

The operator $\partial_i (\cdot)$ denotes the derivative of $(\cdot)$ along the basis vector $g_i$. To be more precise, let $\{\theta^\mu\}$, with Greek indices $\mu = 1, 2, 3$, be a coordinate system on $M$. (For the purposes of the present paper is suffices to assume, that $M$ can be covered by a single coordinate system.) Assume that every point $P \in M$ can be identified by a position vector $x = x(\theta^\mu)$ in the space the manifold $M$ is embedded. At every point on $M$, the tangent vectors $\xi_\mu$ on the $\theta_\mu$-coordinate lines,

$$\xi_\mu := \frac{\partial x}{\partial \theta^\mu} \equiv \partial_\mu x \hspace{1cm} \text{with} \hspace{1cm} \partial_\mu (\cdot) := \frac{\partial (\cdot)}{\partial \theta^\mu}$$  \hspace{1cm} (9.270)

span a coordinate basis $\{\xi_\mu\}$. The two bases systems $\{g_i\}$ and $\{\xi_\mu\}$ are related by non-singular transformation matrices $A$,

$$g_i = A^\mu_i \xi_\mu \hspace{1cm} ; \hspace{1cm} \xi_\mu = (A^{-1})^{\mu}_i g_i$$  \hspace{1cm} (9.271)

Then, the operator $\partial_i$ may be expressed in the form

$$\partial_i (\cdot) = A^\mu_i \frac{\partial (\cdot)}{\partial \theta^\mu}$$  \hspace{1cm} (9.272)

Clearly, if $\{g_i\}$ is holonomic, then $A^\mu_i$ is a Jacobi matrix describing a coordinate transformation, and $\partial_i (\cdot)$ reduces to the common partial derivative operator. For instance, we have

$$g_i = \partial_i x$$  \hspace{1cm} (9.273)

A connection $\nabla$ on $M$ is entirely described with respect to the basis $\{g_i\}$, whenever the vectors $\nabla_{g_i} g_j$ are known. Latter can be expressed in terms of the basis $\{g_i\}$. We put

$$\nabla_{g_i} g_j = \Lambda^k_{ij} g_k$$  \hspace{1cm} (9.274)

Quantities $\Lambda^k_{ij}$ are called objects or Christoffel symbols of the connection $\nabla$ with respect to the basis $\{g_i\}$. As $\nabla_u v$ is linear in $u$, there exist a second-order tensor $\nabla v$, referred to as covariant derivative of $v$, so that

$$\nabla_u v = \nabla v[u]$$  \hspace{1cm} (9.275)

For $v = v^i g_i$, axioms 1)–3) imply

$$\nabla v = (\partial_j v^i + \Lambda^i_{jm} v^m) g_i \otimes g^j$$  \hspace{1cm} (9.276)

Let $\Lambda^s_{kr}$ and $\Lambda'^{n}_{im}$ be objects of the same connection relative to the arbitrary (holonomic or anholonomic) bases $\{g_i\}$ and $\{g'_i\}$, respectively. Also assume the bases to be related through

$$g'_i = A^i_j g_j$$  \hspace{1cm} (9.277)
Then, the transformation rule
\[ \Lambda'_{im} = (\mathbf{A}^{-1})^n_s A'^r_k \Lambda^s_r + (\mathbf{A}^{-1})^n_r \partial'_l A'^r_m \] (9.278)
applies, where \( \partial'_l (\cdot) \) denotes the derivative of \( (\cdot) \) along \( g'_i \).

A curve on \( \mathcal{M} \), parameterized by \( \lambda \), is a function of the form \( \sigma = \sigma(\theta^\mu(\lambda)) \). The graph of this function is a line \( \sigma_\lambda \) on \( \mathcal{M} \). By using the abbreviation \( (\cdot) := d(\cdot) / d\lambda \), the tangent vector \( u(\lambda) := \dot{\sigma}(\lambda) = u^i(\lambda)g_i(\lambda) = \bar{u}^\mu(\lambda)\xi_\mu(\lambda) \) (9.279)
on \( \sigma_\lambda \) becomes
\[ u(\lambda) = \partial_\sigma \partial_\theta \mu \dot{\theta}^\mu = \dot{\theta}^\mu \xi_\mu . \] (9.280)

The covariant derivative of a vector field \( v = v^i g_i \) along \( \sigma_\lambda \), denoted by \( Dv / D\lambda \), is defined by
\[ \frac{Dv}{D\lambda} := \nabla u(\lambda) v = (u^j \partial_j v^i + \Lambda'^{i}_{jr} u^r) g_i \] . (9.282)

Let \( \varphi \) be a scalar field on \( \mathcal{M} \). The derivative of \( \varphi \) along \( \sigma_\lambda \) is given by
\[ \dot{\varphi}(\lambda) = \frac{d\varphi(\theta^\mu(\lambda))}{d\lambda} = \frac{\partial \varphi}{\partial \theta \mu} \dot{\theta}^\mu = \frac{\partial \varphi}{\partial \theta \mu} A'^{i}_{jr} u^r = u^i \partial_j \varphi . \] (9.283)

With the help of this result, Eq. (9.282) yields
\[ \frac{Dv}{D\lambda} = \left( \frac{dv^i}{d\lambda} + \Lambda'^{i}_{jr} u^r \right) g_i . \] (9.284)

According to the righthand side of this equation, the vector \( v \) needs to be defined only along \( \sigma_\lambda \).

Let \( v, w \) be vector fields on \( \mathcal{M} \) and \( f(\lambda) \) scalar field along \( \sigma_\lambda \). Then, it is readily shown that the covariant derivative along \( \sigma_\lambda \), given by (9.284), satisfies the following properties:

1) \[ \frac{D}{D\lambda}(v + w) = \frac{Dv}{D\lambda} + \frac{Dw}{D\lambda} . \] (9.285)

2) \[ \frac{D}{D\lambda}(fv) = \frac{df}{d\lambda} v + f \frac{Dv}{D\lambda} . \] (9.286)

3) If \( \omega \) is vector field on \( \mathcal{M} \) and \( v(\lambda) \) is the restriction of \( \omega \) on \( \sigma_\lambda \), \( v(\lambda) = \omega(\sigma(\lambda)) \), then
\[ \frac{Dv}{D\lambda} = \nabla_{\sigma(\lambda)} \omega . \] (9.287)

On the other hand, properties 1)–3) may be imposed as axioms for defining a covariant derivative along \( \sigma_\lambda \). In doing this, the vector field to be differentiated is required to be defined only along \( \sigma_\lambda \) (cf. Willmore [168], p. 45)
9 Incompatible deformations – plastic intermediate configuration

9.10 Torsion, Riemann curvature tensor

Consider two vector fields \( u, v \) on \( M \) and let \( \Lambda^i_{jk} \), as above, be the Christoffel symbols of the connection with respect to the arbitrary basis \( \{ g_i \} \). The torsion of the connection is a third-order tensor \( T \), defined by

\[
T[u, v] := \nabla_u v - \nabla_v u - [u, v] ,
\]

where \([u, v]\) is the Lie bracket of \( u, v \). With respect to \( \{ g_i \} \), the components of \( T \) are

\[
T^i_{jk} = (\Lambda^i_{jk} - \Lambda^i_{kj}) - C^i_{jk} ,
\]

with \( C^i_{jk} \) being the objects of anholonomity for the chosen basis \( \{ g_i \} \) (see Schouten [141]). The connection is called torsion-free or symmetric, if \( T \) is vanishing, while the objects of connection \( \Lambda^i_{jk} \) are called symmetric if \( \Lambda^i_{jk} = \Lambda^i_{kj} \).

Two cases are of particular interest:

a) The chosen basis is holonomic, so that \( C^i_{jk} = 0 \) and \( T^i_{jk} = \Lambda^i_{jk} - \Lambda^i_{kj} \). In this case the connection is symmetric if and only if its objects \( \Lambda^i_{jk} \) are symmetric.

b) The chosen basis is anholonomic, so that \( C^i_{jk} \neq 0 \). Then, the connection is symmetric if and only if \( T^i_{jk} = 0 \), or \( \Lambda^i_{jk} - \Lambda^i_{kj} = C^i_{jk} \). That means, the objects \( \Lambda^i_{jk} \) are not symmetric. If \( T^i_{jk} \neq 0 \), then \( \Lambda^i_{jk} \) may be or may not be symmetric.

More generally, the connection may be characterized by the formula

\[
\Lambda^r_{jl} = \frac{1}{2} g^{rk} (\partial_l g_{ik} + \partial_k g_{il} - \partial_i g_{lk}) + \frac{1}{2} (T^r_{il} + T^r_{li} - T^r_{il}) + \frac{1}{2} (C^r_{il} + C^r_{li} - C^r_{il}) + \frac{1}{2} (Q^r_{il} + Q^r_{li} - Q^r_{il}) ,
\]

where quantities \( g_{ij} \) and \( g^{ij} \) are used to raise and lower indices, and

\[
-Q^r_{ilk} := \partial_l g_{ik} - \Lambda^m_{li} g_{mk} - \Lambda^m_{lk} g_{im} .
\]

Objects \( Q^r_{ilk} \) describe the compatibility of the connection with the metric, i.e., \( Q^r_{ilk} \) measures the lack of vanishing of the covariant derivative of the metric.

Formula (9.290) suggests to distinguish between three cases:

a) The connection is symmetric (torsion-free). Then the expression in brackets enclosing the torsion terms is vanishing,

b) The chosen basis is holonomic. Then the expression in brackets enclosing objects of anholonomity is vanishing.

c) The connection is metric with respect to \( g_{ik} \). Then the expression in the last brackets on the righthand side of (9.290) is vanishing.

On manifolds endowed with a metric, the following "fundamental theorem of Riemannian geometry" holds: There exists a unique, so-called Levi Civita connection, which is symmetric (torsion-free) and metric, i.e. parallel translation preserves inner products. The proof of this can be found in textbooks.
on differential geometry. We shall use the letter $\Lambda$ to denote the Levi Civita connection. For instance, in the present context $\Lambda^i_{\ j}$ are the symbols of the Levi Civita connection relative to $\{g_i\}$.

Aside from the metric and the connection, the manifold may be characterized by the Riemann (or Riemann-Christoffel) curvature tensor $\mathbf{R}$ of the connection, which is a fourth-order tensor. With respect to the arbitrary basis $\{g_i\}$, the components of $\mathbf{R}$ are given by

$$\mathbf{R}^r_{\ ijm} = \partial_j \Lambda^r_{\ mi} - \partial_m \Lambda^r_{\ ji} + \Lambda^r_{\ jm} \Lambda^m_{\ ni} - \Lambda^r_{\ mn} \Lambda^m_{\ ji} + C^m_{\ nj} \Lambda^r_{\ mi}.$$ (9.292)

An Euclidean manifold is endowed with both an Euclidean metric and a Levi-Civita connection, the objects of which vanish with respect to Cartesian coordinate systems. Hence, the Riemann curvature tensor vanishes too. The reversed statement (see Schouten [141], p. 142) asserts that every manifold endowed with a symmetric, metric connection, and vanishing Riemann curvature tensor, is an Euclidean one.

In manifolds with vanishing Riemann curvature tensor, parallel translation of vectors of a point $P$ to a point $Q$ is path independent. Such manifolds are said to be flat, or to possess teleparallelism. The manifold is said to be Riemannian, if it is endowed with a symmetric, metric connection, and vanishing Riemann curvature tensor. One says also that the manifold is curved. In plasticity theories it can happen, that the manifold is structured with non-Euclidean metric, and a non-metric and non-symmetric connection. The Riemann curvature tensor may vanish or not. Such manifolds are generally called as non-Riemannian and non-Euclidean.

### 9.11 Transformation of relative gradients under change of basis

In order to prove results (9.90), (9.91), we rewrite Eq. (9.89) by using Eq. (9.70),

$$(g^\Phi)_i = A^i_j \Psi E_l = \Psi E^*_i,$$ (9.293)

$$E^*_i := A^i_j E_l \text{ or } E_i = (A^{-1})^i_j E^*_j,$$ (9.294)

and furthermore

$$(g^\Phi)^i = (A^{-1})^i_j \Psi^{T-1} E^l = \Psi^{T-1} E^{*i},$$ (9.295)

$$E^{*i} = (A^{-1})^i_j E^j \text{ or } E^i = A^i_j E^{*j}.$$ (9.296)

In opposite to $\{E_i\}$, the basis $\{E^*_i\}$ needs not to be orthonormal and it may be anholonomic. From Eq. (9.71), it follows that

$$\nabla_{\Psi} \mathbf{b} = \left( \frac{\partial \mathbf{b}}{\partial X^i} \otimes A^i_j E^{*j} \right) \Psi^{-1}.$$ (9.297)

On defining the derivatives along $g^\Phi_*$ and along $(\partial \Psi)_i$, respectively by

$$\partial^* (\cdot) := A^i_j \frac{\partial (\cdot)}{\partial X^j}, \quad (\partial \Psi)_i (\cdot) := A^i_j (\partial \Psi)_j (\cdot),$$ (9.298)

we obtain from Eq. (9.297)

$$\nabla_{\Psi} \mathbf{b} = (\partial^* \mathbf{b} \otimes E^{*i}) \Psi^{-1} = \partial^* \mathbf{b} \otimes (g^\Phi)^i.$$ (9.299)
or, in view of Eq. (9.92),
\[
\nabla \Psi_b = \{(\partial_i^* b^m)(g^*_{\Psi})_m + b^{*\mu} \partial_i^* (g^*_{\Psi})_m\} \otimes (g^*_{\Psi})^i.
\tag{9.300}
\]

To recast the term \(\partial_i^* (g^*_{\Psi})_m\), we substitute Eq. (9.73) into Eq. (9.293),
\[
(g^*_{\Psi})_m = A_i^m \Psi^i e_j \quad \text{or} \quad e_j = (A^{-1})^n_k (\Psi^{-1})^k_j (g^*_{\Psi})_n.
\tag{9.301}
\]

This leads to
\[
\partial_i^* (g^*_{\Psi})_m = A_i^m (\partial^*_i \Psi^j)(A^{-1})^n_r (\Psi^{-1})^r_j (g^*_{\Psi})_n + (\partial^*_i A^l_m) \Psi^j (A^{-1})^n_r (\Psi^{-1})^r_j (g^*_{\Psi})_n
\]
\[
= \left\{ A_i^k (A^{-1})^n_r A^l_j (\Psi^{-1})^l_j \frac{\partial \Psi^i}{\partial x^k} + (A^{-1})^n_r \partial^*_i A^r_m \right\} (g^*_{\Psi})_n
\]
\[
= \{(A^{-1})^n_s A^k_i A^r_m (\Lambda \Psi)^s_{kr} + (A^{-1})^n_r \partial^*_i A^r_m \} (g^*_{\Psi})_n , \tag{9.302}
\]

and after inserting into Eq. (9.300),
\[
\nabla \Psi_b = \{(\partial_i^* b^m) + [(A^{-1})^n_s A^k_i A^r_m (\Lambda \Psi)^s_{kr} + (A^{-1})^n_r \partial^*_i A^r_m b^{*\mu}]\} (g^*_{\Psi})_n \otimes (g^*_{\Psi})^i . \tag{9.303}
\]

Finally,
\[
\nabla \Psi_b = \{(\partial_i^* b^m) + (\Lambda^*_{im}) b^{*\mu}\} (g^*_{\Psi})_n \otimes (g^*_{\Psi})^i , \tag{9.304}
\]

with
\[
(\Lambda^*_{im}) = (A^{-1})^n_s A^k_i A^r_m (\Lambda \Psi)^s_{kr} + (A^{-1})^n_r A^l_i \partial^*_l A^r_m . \tag{9.305}
\]
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Abstract

Finite deformation kinematics of micromorphic plasticity is discussed in the framework of multiplicative decomposition of the macro- and microdeformation gradient tensor, suggesting to introduce a so-called plastic intermediate configuration for the micromorphic continuum. The geometrical structure of the plastic intermediate configuration is elucidated with reference to so-called relative covariant derivatives, appropriately defined in the article. Attention is focused on micromorphic curvature tensors, introduced by invoking the differential operator of relative covariant derivative with respect to the plastic intermediate configuration. Curvature tensors arise in a natural way by considering scalar valued differences. Latter measure the deformation process and are required to be form-invariant with respect to the chosen configuration.

10.1 Introduction

A study of bodies with inhomogeneities from the point of view of local deformations has been given by Noll [129] (see also [155], Sects. 22, 34), who introduced also the term relative gradient, for some spatial differential operators related to local deformations. Le and Stumpf (see [98, 99]) applied the mathematical and physical framework of Noll’s approach to incorporate the multiplicative decomposition of the deformation gradient tensor into elastic and plastic parts in continuum theories of dislocations. Local, incompatible deformations related to inelasticity have been broadly elaborated in nonlocal crystal plasticity theories. Such theories, the investigation of which has been initiated by Kondo (see, e.g., [94]), Bilby et al. (see, e.g., [9]) and Kröner (see, e.g., [95]) deal with the torsion of the space as variable (see among others Le and Stumpf [98, 99], Gurtin [79, 80], Epstein and Maugin [44], Dluzewski [40]). The references cited above are concerned with continuum theories of defects fitted in the framework of non-polar materials. However, there are continuum theories of defects which belong, e.g., to the class of micropolar materials. Fundamental concepts concerning continuum defects theories and micropolar degrees of freedom are addressed, e.g., in the works of Minagawa [119, 120], Antony [6], Hehl and Kröner [84], Günther [65], Eringen and Claus [47] and Clayton et al. [26]. Generally, whenever use is made from relative gradients, the space will be flat and non-torsion free. Such non-Euclidean and non-Riemannian spaces are known to possess teleparallelism.

Noll’s approach of relative gradient is extended in Grammenoudis and Tsakmakis [72] by defining the notion of relative covariant derivative. This has been elaborated in the multiplicative decomposition
of deformation of classical and micropolar plasticity to obtain additive decompositions of micropolar curvature tensors. Generally, relative covariant derivatives endow the space with a non-torsion free connection and a non-vanishing Riemannian curvature tensor. Such spaces have been addressed by Kondo [94] in the context of general continuum theories of defects.

In the present article, a so-called plastic intermediate configuration is introduced in micromorphic plasticity by postulating the multiplicative decomposition into elastic and plastic parts of the deformation gradient tensor for both, the macroscopic and the microscopic continuum. Latter is attached at every point of the macroscopic body and undergoes homogeneous deformations only. The geometrical structure of the plastic intermediate configuration is investigated by using differential operations in form of relative covariant derivative with respect to this configuration. Transformation of the relative covariant derivative to the reference configuration furnishes a connection for the reference configuration, which geometrically is non-torsion free and its Riemannian curvature tensor is non-vanishing. Micromorphic continuum theories include, as kinematical variables, micromorphic curvature tensors which are related, in some way, with the gradient of the microdeformation gradient tensor. Geometrically, micromorphic curvature tensors are introduced in the article by considering scalar differences measuring the deformation of the micro- and the macroscopic continuum, and by requiring from these scalar differences to be form-invariant with respect to the chosen configuration. This applies also for decomposition of deformations, which are incorporated suitably by invoking the operator of relative covariant derivative.

10.2 Notation

Tensor operations in the article are referred to Euclidean vector spaces. Let \( E \) be a three-dimensional Euclidean vector space, and \( \{e_i\} \) an orthonormal basis in \( E \). If nothing others is stated, then all indices have the range of the integers \((1, 2, 3)\), while summation over repeated indices is implied. For the purposes of the article, it suffices to make use of the notation of classical continuum mechanics, i.e., we shall not distinguish between \( E \) and its dual space. Thus, tensors of arbitrary order on \( E \) will be regarded as multilinear functions on \( E \). The following relationships are referred to tensors on \( E \), but otherwise can analogously be extended to so-called two point tensors.

Letters set in boldface designate vectors or second-order tensors, while third-order tensors are denoted by calligraphic boldface letters. In particular, \( a \cdot b \), and \( a \otimes b \) denote the inner, and the tensor product of the vectors \( a \) and \( b \), respectively. For second-order tensors \( A \) and \( B \), we write \( \text{tr}A \) for the trace, \( \text{det} A \) for the determinant and \( A^T \) for the transpose of \( A \), while \( A \cdot B = \text{tr}(AB^T) \) is the inner product between \( A \) and \( B \). Furthermore,

\[
1 = \delta_{ij}e_i \otimes e_j \tag{10.1}
\]

represents the identity tensor of second-order, where \( \delta_{ij} = \delta^i_j \) is the Kronecker delta. Often use is made of notations of the form \( a_i = (a)_i \), \( A_{ij} = (A)_{ij} \ldots \), for the components of vectors \( a \), second-order tensors \( A \), and so on. Also, we use the notation \( A^{-1} = (A^{-1})^T \), provided \( \text{det} A \neq 0 \).

Let \( v = v_i e_i \), \( w = w_i e_i \), \( u = u_i e_i \), \( z = z_i e_i \) be vectors, \( A = A_{ij}e_i \otimes e_j \), \( B = B_{ij}e_i \otimes e_j \), \( C = C_{ij}e_i \otimes e_j \) be second-order tensors, and \( M = M_{ijk}e_i \otimes e_j \otimes e_k \otimes e_l \) be third-order tensor. Then,

\[
Av = A[v] = A_{ij}v_j e_i \tag{10.2}
\]

\[
A[v, w] = v \cdot Aw = v_i A_{ij}w_j \tag{10.3}
\]
\[ \mathbf{A}_2 = \mathbf{A} \mathbf{A} = \mathbf{A}_{ij} \mathbf{A}_{jk} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_k \ , \] (10.5)

\[ \mathcal{M}[\mathbf{v}, \mathbf{w}, \mathbf{u}] = \mathcal{M}_{ijk}(\mathbf{e}_i \cdot \mathbf{v})(\mathbf{e}_j \cdot \mathbf{w})(\mathbf{e}_k \cdot \mathbf{u}) \ . \] (10.6)

\[ \mathbf{A} \mathcal{M}, \mathcal{M} \mathbf{A}^T \text{ and } \mathbf{A} \diamond \mathcal{M} \equiv \mathcal{M} \diamond \mathbf{A}^T \text{ are defined to represent third-order tensors given by} \]

\[ \mathbf{A} \mathcal{M} := \mathcal{M}_{ijk}(\mathbf{Ae}_i) \otimes \mathbf{e}_j \otimes \mathbf{e}_k = \mathcal{M}_{ijk} \mathbf{A}_{mi} \otimes \mathbf{e}_j \otimes \mathbf{e}_m \ , \] (10.7)

\[ \mathcal{M} \mathbf{A}^T := \mathcal{M}_{ijk} \mathbf{e}_i \otimes \mathbf{e}_j \otimes (\mathbf{Ae}_k) = \mathcal{M}_{ijk} \mathbf{A}_{mk} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_m \ , \] (10.8)

\[ \mathbf{A} \diamond \mathcal{M} \equiv \mathcal{M} \diamond \mathbf{A}^T := \mathcal{M}_{ijk} \mathbf{A}_{mj} \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_k \ . \] (10.9)

If \( \mathcal{M} = \mathbf{B} \otimes \mathbf{z} \), then

\[ \mathbf{A} \mathcal{M} = \mathbf{A}(\mathbf{B} \otimes \mathbf{z}) = (\mathbf{AB}) \otimes \mathbf{z} \ , \] (10.10)

\[ \mathcal{M} \mathbf{A}^T = (\mathbf{B} \otimes \mathbf{z}) \mathbf{A}^T = \mathbf{B} \otimes (\mathbf{Az}) \ , \] (10.11)

\[ \mathbf{A} \diamond \mathcal{M} \equiv \mathcal{M} \diamond \mathbf{A}^T = (\mathbf{BA}^T) \otimes \mathbf{z} \ , \] (10.12)

and

\[ \mathcal{M}[\mathbf{v}, \mathbf{w}, \mathbf{u}] = (\mathbf{B} \otimes \mathbf{z})[\mathbf{v}, \mathbf{w}, \mathbf{u}] = (\mathbf{v} \cdot \mathbf{Bw})(\mathbf{z} \cdot \mathbf{u}) \ . \] (10.13)

To the second-order tensors \( \mathbf{A}, \mathbf{B}, \mathbf{C} \), a linear operator \( \mathcal{L}(\mathbf{A}, \mathbf{B}, \mathbf{C}) \) can be assigned, which acts on third-order tensors \( \mathcal{M} \) and generates third-order tensors

\[ \mathcal{L}(\mathbf{A}, \mathbf{B}, \mathbf{C})[\mathcal{M}] := \mathcal{M}_{ijk}(\mathbf{Ae}_i) \otimes (\mathbf{Be}_j) \otimes (\mathbf{Ce}_k) \ . \] (10.14)

If \( \mathcal{M} \) is a manifold, then \( T\mathcal{M} \) is the tangent bundle of \( \mathcal{M} \),

\[ T\mathcal{M} := \bigcup_{p \in \mathcal{M}} T_p \mathcal{M} \ , \] (10.15)

where \( T_p \mathcal{M} \) is the tangent space to \( \mathcal{M} \) at \( p \).

### 10.3 Kinematic of micromorphic continuum

#### 10.3.1 Reference and actual configuration

Let \( \mathcal{B} \) be a material body (macroscopic continuum, or macrocontinuum, or macroscopic material, or overall material body), with elements \( \mathcal{X}, \mathcal{Y}, \ldots \), which may be mapped into a region of the three dimensional Euclidean space \( \mathcal{E} \). With origin \( O \) fixed in \( \mathcal{E} \), every point \( P \in \mathcal{E} \) may be identified by a position vector \( \mathbf{p} \), which belongs to the tangent space to \( \mathcal{E} \) at \( O \). As usually in classical continuum mechanics, we shall often set \( \mathbf{p} \) equal to point \( P \), and we shall speak of the point \( \mathbf{p} \in \mathcal{E} \).

Assume a material body \( \mathcal{B}'(\mathcal{X}) \) (microcontinuum, or microstructure), with elements \( \mathcal{X}', \mathcal{Y}', \ldots \), to be attached at each material point \( \mathcal{X} \in \mathcal{B} \), and suppose that the same body \( \mathcal{B}' \) is attached at every \( \mathcal{X} \). A configuration of the body \( \mathcal{B} \) and its microstructure \( \mathcal{B}' \) is a map

\[ (k, k') : (\mathcal{B}, \mathcal{B}') \rightarrow \mathcal{E} \times \mathcal{E} \ , \] (10.16)
with \( k(B), k'(\mathcal{X}, B') \) open and simply connected subsets of \( \mathcal{E} \). \( k(B) \) and \( k'(\mathcal{X}, B') \) are denoted as the ranges in \( \mathcal{E} \) occupied under the configuration \((k, k')\). We shall also write \((k, k') = (k, k')\), and we shall set \( k(B) = k(\mathcal{X}, B') = k'(\mathcal{X}, B') \), where \( k(\mathcal{X}) \) is a position vector with respect to origin \( O \), and \( k'(\mathcal{X}, \mathcal{X}') \) is a position vector emanated from point \( k(\mathcal{X}) \in \mathcal{E} \) and leading to point in space occupied by \( \mathcal{X}' \).

A fixed chosen configuration \((\chi_R, \chi'_R)\) is called reference configuration of \((B, B')\),

\[
(\mathcal{X}, \mathcal{X}') \mapsto \left( \begin{array}{c} \chi = \chi_R(\mathcal{X}) \\ \mathcal{X}' = \chi'_R(\mathcal{X}, \mathcal{X}') \end{array} \right),
\]

while a motion of \((B, B')\) in \( \mathcal{E} \times \mathcal{E} \) is an one parameter family of configurations \((\chi, \chi')\), parameterized with time \( t \in I \) \((I \subset \mathbb{R}, I: \text{interval})\),

\[
(\mathcal{X}, \mathcal{X}', t) : B \times B' \times I \rightarrow \mathcal{E} \times \mathcal{E}, \quad \mathcal{X}, \mathcal{X}', t \mapsto \left( \begin{array}{c} \chi = \chi(\mathcal{X}, t) \\ \mathcal{X}' = \chi'(\mathcal{X}, \mathcal{X}', t) \end{array} \right).
\]

We suppose, that for fixed time \( t \), the map \((\chi, \chi')\) posses an inverse, so that \( \mathcal{X}, \mathcal{X}' \) may be expressed in terms of \( \mathbf{x}, \mathbf{x}' \). If the motion of \((B, B')\) starts at time \( t_0 \), then the configuration \((\chi(\cdot, t_0), \chi'(\cdot, \cdot, t_0))\) is called the initial configuration. Accordingly, the configuration \((\chi(\cdot, t), \chi'(\cdot, \cdot, t))\) is denoted as actual or current or Eulerian configuration. In this article, we assume the initial configuration at time \( t_0 \) to coincide with the reference configuration,

\[
\mathbf{x} = \chi(\mathcal{X}, t_0) = \chi_R(\mathcal{X}), \quad \mathbf{x}' = \chi'(\mathcal{X}, \mathcal{X}', t_0) = \chi'_R(\mathcal{X}, \mathcal{X}').
\]

It is common to call configurations different than the reference configuration as spatial ones. Also, it is assumed that, for fixed \( t \), all inverse functions exist, so that the motion can be expressed in terms of \( \mathbf{X}, \mathbf{X}' \). If no confusion may arise, following common praxis, we shall use the same symbols for these functions as in Equation (10.20),

\[
(\mathbf{X}, \mathbf{X}', t) \mapsto \left( \begin{array}{c} \mathbf{x} = \chi(\mathbf{X}, t) \\ \mathbf{x}' = \chi'(\mathbf{X}, \mathbf{X}', t) \end{array} \right).
\]

Functions \((\chi, \chi')\) in this equation, for fixed time \( t \), are referred to as deformation from the reference to the actual configuration. We shall refer to the ranges in space \( R_R := \chi_R(B), R_t := \chi(B, t), R'_R(\mathbf{X}) := \chi'_R(\mathcal{X}, B'), R'_t(\mathbf{x}) := \chi'(\mathcal{X}, B', t) \).

The introduction of microstructures into the theory goes back to Mindlin [122] and Eringen (see, e.g., [49, 46]). Here, the mass of the microcontinuum is assumed to be continuously distributed. Generally, the microcontinuum as adopted in the present article, is a fictitious (conceptual) one, which may have arbitrary finite dimensions (see Fig. 10.1), i.e., the region in \( \mathcal{E} \) occupied by the microcontinuum at a material point of the macroscopic material, must not necessarily be subset of the region occupied by the macroscopic material itself (see also Grammenoudis and Tsakmakis [71], where this kind of microcontinuum has been invoked in a micropolar plasticity theory). Following Eringen (see, e.g., [46]), we denote the material body, with a microstructure at each material point, as a micromorphic continuum, if the microstructure undergoes homogeneous deformations only.
10.3.2 Micro- and macrodeformation gradient

As is standard, we refer to

\[ F = F(X, t) = \frac{\partial \chi(X, t)}{\partial X} = \text{GRAD} \chi(X, t) \quad (10.24) \]

as the macrodeformation gradient or macroscopic deformation gradient tensor, where \( \det F > 0 \) is assumed. We distinguish between the operators \( \text{GRAD} \) and \( \text{grad} \), representing the gradient with respect to \( X \) and \( x \), respectively. Note that \( F \) is a two-point tensor field, i.e., \( F(X, t) : T_X R_R \rightarrow T_x R_t \).

The deformation of the microscopic continuum is described by the microdeformation gradient tensor

\[ f = f(X, X', t) := \frac{\partial \chi'(X, X', t)}{\partial X'} \quad , \quad (10.25) \]

with \( \det f > 0 \) being assumed. As the microscopic continuum suffers homogeneous deformations only, we have \( f(X, X', t) \equiv f(X, t) \).

With regard to the motion of the macroscopic material, \( f(X, t) \) may be imagined to be, like \( F(X, t) \), a two point tensor field, \( f(X, t) : T_X R_R \rightarrow T_x R_t \). Moreover, from Eq. (10.23), the motion of the micromorphic continuum may be written in the form

\[ (X, X', t) \rightarrow \left( \begin{array}{c} x = \chi(X, t) \\ x' = f(X, t)X' \end{array} \right) \quad . \quad (10.26) \]
10.3.3 Basis systems on $\mathcal{R}_R$, $\mathcal{R}_t$

As usually, the tangent space at any point of a manifold is defined to be an Euclidean vector space. The inner product in this space is denoted by a dot. Clearly, in the tangent space of every point there exist always an orthonormal basis, so that, with respect to this (perhaps local) basis, the components of the metric tensor will be given by the Kronecker delta symbol. If these bases form a field of coordinate basis vectors, tangent to a global coordinate system, then the metric coefficients of the metric on the manifold, will be given everywhere by the Kronecker delta symbol. In this case, the metric tensor on the manifold is everywhere the identity tensor of the second-order, and the manifold will be Euclidean. However, if it is not possible to select such a coordinate system, then the tangent vector spaces will be still Euclidean, but the metric of the manifold, and hence the manifold itself, will be not Euclidean.

In this case, if we are given the metric coefficients at every point on the manifold, then there do not exist some coordinate transformations rendering the metric coefficients equal to the Kronecker delta everywhere. Nevertheless, the components of tensorial quantities will be expressed in terms of the Euclidean product, which holds always in the tangent space at every point.

We assume $\mathcal{R}_R$ and $\mathcal{R}_t$ to be Euclidean manifolds, and that they can be covered by coordinate lines of single coordinate systems, respectively. Let $\{X^i\}$, $\{x^i\}$ be Cartesian coordinate systems for $\mathcal{R}_R$ and $\mathcal{R}_t$, inducing the coordinate bases $E_i \equiv E^i$, $e_i \equiv e^i$, respectively,

$$
E^i \cdot E_j = \delta^i_j \; , \; \quad e^i \cdot e_j = \delta^i_j \; .
$$

(10.27)

It is convenient to use the coordinate system $\{X^i\}$ as a convective one. Then the coordinate lines in $\mathcal{R}_R$ of the coordinate system $\{X^i\}$ will represent material lines, which will be deform in $\mathcal{R}_t$ to form the coordinate lines in $\mathcal{R}_t$. To a material point, it will be assigned in $\mathcal{R}_R$ and $\mathcal{R}_t$ the same values of convective coordinates $\{X^i\}$, but the corresponding local coordinate basis will change. If $E_i$ and $g_i$ are the coordinate basis vectors for the same material point in $\mathcal{R}_R$ and $\mathcal{R}_t$, respectively, then

$$
g_i = FE_i \; , \; \quad g^i = F^{-1}E^i \; , \quad g_i \cdot g_j = \delta^i_j \; ,
$$

(10.28)

$$
g^{ij} = g_i \cdot g_j = E_i \cdot CE_j \; , \quad g^{ij} = g^i \cdot g^j = E^i \cdot C^{-1}E^j \; ,
$$

(10.29)

where $C := F^T F$ is the right Cauchy-Green deformation tensor. Between the two basis fields $\{e_i\}$ and $\{g_i\}$, assigned to the manifold $\mathcal{R}_t$, there are the relations

$$
g_j = \frac{\partial x^i}{\partial X^j} e_i \; , \quad \quad g^i = \frac{\partial X^i}{\partial x^j} e^j \; .
$$

(10.30)

This, together with the formula $e^k \frac{\partial}{\partial x^k} = e^k \frac{\partial X^m}{\partial x^k} \frac{\partial}{\partial X^m}$, imply

$$
e^k \frac{\partial}{\partial x^k} = g^m \frac{\partial}{\partial X^m} \; .
$$

(10.31)

Then,

$$
F = F^i_j e_i \otimes E^j = \delta^i_j g_i \otimes E^j \; , \quad \quad F^i_j \equiv F_{ij} = \frac{\partial x^i}{\partial X^j} \; ,
$$

(10.32)

$$
F^{-1} = (F^{-1})^i_j e_i \otimes e^j = \delta^i_j E_i \otimes g^j \; , \quad \quad (F^{-1})^i_j \equiv (F^{-1})_{ij} = \frac{\partial X^i}{\partial x^j} \; .
$$

(10.33)

In analogy to (10.28), (10.29), an additional basis field $g_i = g_i(x,t)$ may be introduced on $\mathcal{R}_t$, by

$$
g_i := fE_i \; , \quad g^i := f^{-1}E^i \; , \quad g^i \cdot g_j = \delta^i_j \; .
$$

(10.34)
However, in opposite to $\{g_i\}$, the basis $\{\varphi_i\}$ is anholonomic, since $f$ does not satisfy some compatibility conditions with respect to the coordinates $\{X^i\}$. In other words, $f$ has to be viewed as a local deformation for the macroscopic body.

### 10.3.4 Micromorphic curvature tensors

Every micromorphic constitutive theory includes as state variables, beside strain tensors, micromorphic curvature tensors, like

$$\tilde{K} := f^{-1} \text{GRAD} f \equiv f^{-1} \frac{\partial f}{\partial X^k} \otimes E^k . \tag{10.35}$$

The aim of our article is to elucidate geometrical aspects of the curvature tensor $\tilde{K}$ with the help of a scalar difference defined as follows.

Suppose $X_i', i = 1, 2, 3$, to be mutually different material points of the microstructure attached at $X$, which are not all in a plane, and are different than $X$. Let $\Phi_i = \Phi_i(X)$ be fields of (position) vectors assigned to the pairs $(X, X_i')$. Clearly, $\Phi_i$ are three time- and linear independent vectors (directors) at $X$ ($\Phi_i \in T_X R^3$), which form a basis at $X$, the reciprocal basis being $\Phi^i = \Phi^i(X)$, $\Phi^i \cdot \Phi^j = \delta^j$. On the other hand, $\Phi_i$ may be thought to be tangent vectors to material lines of the microstructure at $X$. Then, the reduced convective basis for the microcontinuum at $x$ will be given by

$$\varphi_i = \varphi_i(x, t) = f \Phi_i \in T_x R_t \tag{10.36}$$

with reciprocal basis

$$\varphi^i = \varphi^i(x, t) = f^{T-1} \Phi^i \in T_x R_t . \tag{10.37}$$

The basis fields $\varphi_i(x, t)$ and $\Phi_i(X)$, induced by the convective coordinate systems in the microstructure, can be invoked to characterize the deformation of the microcontinuum. This stays in analogy to the macroscopic continuum, the deformation of which can be reflected by the basis vector fields $E_i(X)$ and $g_i(x, t)$, induced by the convective coordinate system $\{X^i\}$.

Now, we define a scalar-valued difference $\Delta_c$ by

$$\Delta_c = \Delta_c(X, t) := \varphi^1 \cdot (\nabla_{R_1} \varphi_2)[g_3] - \Phi^1 \cdot (\nabla_{R_2} \Phi_2)[E_3] , \tag{10.38}$$

where

$$\nabla_{R_1} \varphi_2 := \text{grad} \varphi_2 = \frac{\partial \varphi_2}{\partial X^k} \otimes g^k , \tag{10.39}$$

$$\nabla_{R_2} \Phi_2 := \text{GRAD} \Phi_2 = \frac{\partial \Phi_2}{\partial X^k} \otimes E^k . \tag{10.40}$$

$\Delta_c$ is a measure for the deformation of the microstructure at a material point, which takes into account the deformation of the microstructure assigned to points in the neighborhood.

We shall prove that $\Delta_c$ may be represented form-invariantly by means of micromorphic curvature tensors. To this end, we express $\varphi^1, \varphi_2$ and $g_3$ in Eq. (10.38) in terms of $\Phi^1, \Phi_2$ and $E_3$,

$$\Delta_c = f^{T-1} \Phi^1 \cdot \left( \frac{\partial (f \Phi_2)}{\partial X^k} \otimes g^k \right) [g_3] - \Phi^1 \cdot \left( \frac{\partial \Phi_2}{\partial X^k} \otimes E^k \right) [E_3]$$
More generally, one can invoke global or local (incompatible) regular linear transformations \( F \) on the macroscopic continuum, and regular linear transformations \( f = f_a(X, t) \) for the microscopic continuum, both going from the reference to the same, but otherwise arbitrary configuration. On designating the counterparts of \( E_k, E^k, \Phi_k, \Phi^k \) in this configuration, within the context of convective coordinates, by \((g_a)_k, (g_a)^k, (\varphi_a)_k, (\varphi_a)^k\),

\[
(g_a)_k := F_a E_k, \quad (g_a)^k = F_a^{-1} E^k, \\
(\varphi_a)_k := f_a \Phi_k, \quad (\varphi_a)^k = f_a^{-1} \Phi^k,
\]

an equivalence class of micromorphic curvature tensors \( \mathcal{K}_a \) can be constructed, such that

\[
\Delta_c = \mathcal{K}_a[(\varphi_a)_1, (\varphi_a)_2, (g_a)_3] \quad (10.49)
\]

and

\[
\mathcal{K}_a = \mathcal{L}(f_a, f_a^{-1}, F_a^{-1})[\mathcal{K}] \quad (10.50)
\]

or

\[
\tilde{\mathcal{K}} = \mathcal{L}(f_a^{-1}, f_a^T, F_a^T)[\mathcal{K}_a] \quad (10.51)
\]

We conclude from Eqs. (10.43), (10.44) and (10.49), that the difference \( \Delta_c \) is represented form-invariantly, with respect to the chosen configuration, by using appropriate micromorphic curvature tensors. Additionally, all micromorphic curvature tensors can be generated from \( \mathcal{K} \) by push-forward transformations like Eq. (10.50). Especially, for \( F_a = F \) and \( f_a = f \),

\[
K_{mnk} = (f)_{mn}(F^{T-1})_{nj}r_k \tilde{K}_{ijk} \quad (10.52)
\]

\[
\tilde{K}_{mnk} = (f^{-1})_{mn}(F^T)_{nj}r_k \tilde{K}_{ijk} \quad (10.53)
\]

with respect to the Cartesian coordinate systems \( \{X_i\} \) for \( \mathcal{R}_R \) and \( \{x_i\} \) for \( \mathcal{R}_L \). Obviously, \( \tilde{\mathcal{K}}(X, t) \) is a third-order tensor on \( \mathcal{R}_R \), \( \mathcal{K}(x, t) \) is a third-order tensor on \( \mathcal{R}_L \), and so forth.
10.4 Decompositions of deformation

10.4.1 Multiplicative decomposition of the macro- and the microdeformation gradient tensors into elastic and plastic parts

As in classical plasticity, it is assumed that the macrodeformation gradient tensor $\mathbf{F}$ may be decomposed into elastic and plastic parts,

$$\mathbf{F} = \mathbf{F}_e \mathbf{F}_p,$$

where $\det \mathbf{F}_e > 0$ is assumed, and therefore $\det \mathbf{F}_p > 0$, in view of $\det \mathbf{F} > 0$. This decomposition of $\mathbf{F}$ has been broadly known by the works [101] and [100]. Decomposition (10.54) is supposed to be unique except for a rigid body rotation (see, e.g., [78, 13, 14]). In addition to (10.54), we assume the multiplicative decomposition of the microdeformation gradient tensor $\mathbf{f}$ into elastic and plastic parts,

$$\mathbf{f} = \mathbf{f}_e \mathbf{f}_p,$$

with $\det \mathbf{f}_e > 0$, and therefore $\det \mathbf{f}_p > 0$ too. Decomposition (10.55) is supposed to be also unique except for the same rigid body rotation, which may be inserted into the decomposition (10.54).

In opposite to $\mathbf{F}(\mathbf{X}, t)$, $\mathbf{F}_p(\mathbf{X}, t)$ (and therefore $\mathbf{F}_e(\mathbf{X}, t)$ too) is incompatible deformation. For fixed time $t$, $\mathbf{F}_p(\mathbf{X}, t)$ induces a local configuration for the macroscopic continuum at $\mathbf{X}$. (We adopt the definition of local deformation and local configuration used in [129] and [155].) Let $\hat{x} \in \mathcal{E}$ be, in that local configuration, the position vector of the material point of the macroscopic continuum which in the reference configuration posses the position vector $\mathbf{X}$. Obviously, the position $\hat{x}$ can be chosen arbitrary (cf. [72]). This fact may be visualized by imaging the local deformation $\mathbf{F}_p(\mathbf{X}, t)$ at $\mathbf{X}$ to map a neighborhood $\mathcal{N}(\mathbf{X}) \in \mathcal{E}$ on a neighborhood $\mathcal{M}(\hat{x}, t) \in \mathcal{E}$ around $\hat{x}$, with $\hat{x}$ being arbitrary point of $\mathcal{E}$. We assume in particular $\hat{x}$ to be given by an arbitrary deformation $\hat{\chi}$,

$$\hat{x} = \hat{\chi}(\mathbf{X}, t) .$$

It is emphasized that $\mathbf{F}_p(\mathbf{X}, t) \neq \frac{\partial \hat{\chi}}{\partial \mathbf{X}}$ generally. As special cases, $\hat{x} \equiv \mathbf{X}$ or $\hat{x} \equiv \mathbf{x}$ are allowed. In the following, the conceptual configuration introduced by deformation $\hat{\chi}(\cdot, t)$ is left arbitrary. We shall write $\hat{R}_t$ for the range in $\mathcal{E}$ occupied by the macroscopic body under the configuration induced by $\hat{\chi}$, $\hat{R}_t = \hat{\chi}(\hat{R}_R, t)$. Since $\mathbf{F}_p$ represents a local deformation, for given neighborhood $\mathcal{N}(\mathbf{X}) \in \mathcal{E}$, $\mathbf{X} \in \hat{R}_t$, there exist deformations $\hat{\mu}_X(\cdot, t)$, which map $\mathcal{N}(\mathbf{X})$ on neighborhoods $\mathcal{M}(\hat{x}, t) \subset \mathcal{E}$, with

$$\hat{\mu}_X : \mathcal{N}(\mathbf{X}) \times I \rightarrow \mathcal{M}(\hat{x}, t) = \hat{\mu}_X(\mathcal{N}(\mathbf{X}), t) ,$$

$$\hat{\mu}_X(\mathbf{X}, t) = \hat{x} = \hat{\chi}(\mathbf{X}, t) \in \hat{R}_t ,$$

$$\mathbf{M}_X(\mathbf{Y}, t) := \frac{\partial \hat{\mu}_X(\mathbf{Y}, t)}{\partial \mathbf{Y}} , \quad \mathbf{M}_X(\mathbf{Y}, t)|\mathbf{Y} = \mathbf{X} = \mathbf{F}_p(\mathbf{X}, t) .$$

For later reference, we introduce the notation

$$\left. \frac{\partial \mathbf{M}_X}{\partial \mathbf{Y}} \right|_{\mathbf{Y} = \mathbf{X}} \equiv \left. \frac{\partial^2 \hat{\mu}_X}{\partial \mathbf{Y} \partial \mathbf{Y}} \right|_{\mathbf{Y} = \mathbf{X}} = \mathbf{P}(\mathbf{X}, t) = \mathbf{P}^i_{jl} \hat{e}_l \otimes \mathbf{E}^j \otimes \mathbf{E}^l , \quad \mathbf{P}^i_{jl} = \mathbf{P}^j_{il} \equiv \mathbf{P}_{ijl} .$$

Here, $\{\mathbf{E}^i\} \equiv \{\mathbf{e}_i\}$ and $\{\hat{\mathbf{e}}^i\} \equiv \{\hat{\mathbf{e}}_i\}$ are the coordinate bases respectively to Cartesian coordinate systems $\{X^i\} \equiv \{\mathbf{x}_i\}$ and $\{\hat{x}^i\} \equiv \{\hat{x}_i\}$ in $\mathcal{E}$, so that $\mathbf{X} = X_i \mathbf{E}_i$ and $\hat{x} = \hat{x}_i \hat{\mathbf{e}}_i$. Configuration $\hat{\chi}(\cdot, t)$,
together with a collection of local deformations \((10.57)-(10.60)\) is referred to as plastic intermediate configuration for the macroscopic continuum. As the position vector \(\hat{x}\) may be chosen arbitrary, we shall say that the macroscopic continuum will deform in the plastic intermediate configuration locally by \(\mathbf{F}_p\). While the macroscopic continuum deforms locally from \(\mathbf{X}\) to \(\hat{x}\), the microscopic continuum at \(\mathbf{X}\) is postulated to deform homogeneously by \(\mathbf{f}_p = \mathbf{f}_p(\mathbf{X}, t)\), so that the position vector \(\mathbf{X}'\), emanated from point \(\mathbf{X} \in \mathcal{R}_\mathcal{Q}\), will go to the position vector \(\hat{x}' = \hat{\chi}'(\mathbf{X}, \mathbf{X}', t) = \mathbf{f}_p(\mathbf{X}, t)\mathbf{X}'\), emanated from point \(\hat{x} \in \hat{\mathcal{R}}\). This way, the range \(\hat{\mathcal{R}}(\mathbf{X})\) will be mapped on the range \(\hat{\mathcal{R}}(\hat{x})\). For fixed \(t\), we refer to \(\hat{\chi}'(\mathbf{X}, t)\) as the plastic intermediate configuration of the microscopic continuum at \(\mathbf{X}\). The plastic intermediate configuration for the macroscopic continuum together with that one for the microscopic continuum are called plastic intermediate configuration for the micromorphic continuum. Clearly, \(\mathbf{F}_p\) and \(\mathbf{f}_p\), and therefore \(\mathbf{F}_e\) and \(\mathbf{f}_e\), too, are two-point tensor fields.

### 10.4.2 Basis systems on \(\hat{\mathcal{R}}\)

Before going any further, it is convenient to introduce some special basis systems. In conjunction with the basis systems \(\{\mathbf{g}_i\}, \{\mathbf{E}_i\}\) (cf. Sect. 10.3.3), we define

\[
\hat{\mathbf{g}}_i := \mathbf{F}_p \mathbf{E}_i, \quad \hat{\mathbf{g}}^i = \mathbf{F}_p^{-1} \mathbf{E}^i, \quad \hat{g}^i : \hat{g}_j = \delta^i_j, \quad (10.61)
\]

so that

\[
\mathbf{g}_i = \mathbf{F}_e \hat{\mathbf{g}}_i, \quad \mathbf{g}^i = \mathbf{F}_e^{-1} \hat{\mathbf{g}}^i. \quad (10.62)
\]

Additionally, we set

\[
\mathbf{F}_p = (\mathbf{F}_p)^j_i \mathbf{e}_i \otimes \mathbf{E}^j, \quad (\mathbf{F}_p)^j_i = (\mathbf{F}_p)_{ij}, \quad (10.63)
\]

\[
\mathbf{F}_p^{-1} = (\mathbf{F}_p^{-1})^i_j \mathbf{E}_i \otimes \hat{\mathbf{e}}^j, \quad (\mathbf{F}_p^{-1})^i_j = (\mathbf{F}_p^{-1})_{ij}. \quad (10.64)
\]

It follows that

\[
\hat{\mathbf{g}}_i := (\mathbf{F}_p)^j_i \hat{\mathbf{e}}_i, \quad \hat{\mathbf{g}}^i = (\mathbf{F}_p^{-1})^i_j \hat{\mathbf{e}}^j. \quad (10.65)
\]

In conjunction with basis \(\{\mathbf{g}_i\}\) (cf. Sect. 10.3.3), one may introduce a further basis \(\{\hat{\mathbf{e}}_i\}\) at \(\hat{x}\), by

\[
\hat{\mathbf{e}}_i := \mathbf{f}_p \mathbf{E}_i, \quad \hat{\mathbf{e}}^i = \mathbf{f}_p^{-1} \mathbf{E}^i, \quad \hat{e}^i : \hat{e}_j = \delta^i_j. \quad (10.66)
\]

Similar to \((10.63), (10.64)\), we set

\[
\mathbf{f}_p = (\mathbf{f}_p)^j_i \mathbf{e}_i \otimes \mathbf{E}^j, \quad (\mathbf{f}_p)^j_i = (\mathbf{f}_p)_{ij}, \quad (10.67)
\]

\[
\mathbf{f}_p^{-1} = (\mathbf{f}_p^{-1})^i_j \mathbf{E}_i \otimes \hat{\mathbf{e}}^j, \quad (\mathbf{f}_p^{-1})^i_j = (\mathbf{f}_p^{-1})_{ij}. \quad (10.68)
\]

and hence

\[
\hat{\mathbf{e}}_i = (\mathbf{f}_p)^j_i \hat{\mathbf{e}}_j, \quad \hat{\mathbf{e}}^i = (\mathbf{f}_p^{-1})^i_j \hat{\mathbf{e}}^j. \quad (10.69)
\]

The transformation law between \(\{\hat{\mathbf{g}}_i\}\) and \(\{\hat{\mathbf{e}}_i\}\) reads

\[
\hat{\mathbf{g}}_i = A^i_j \hat{\mathbf{e}}_j, \quad \hat{\mathbf{g}}^i = (A^{-1})^i_j \hat{\mathbf{e}}^j. \quad (10.70)
\]
with
\[ A^i_j = (f_p^{-1})^i_j(f_p)^{ j}_r, \quad (A^{-1})^i_j = (F_p^{-1})^i_j(f_p)^{ j}_r, \]  
\[ (A^{-1})^i_j, A^r_j = A^r_i(A^{-1})^i_j = \delta_j^i. \]  

Let \( \{X^i\} \) be extended to the whole space \( \mathcal{E} \), so that \( \mathcal{N}(X) \) is covered by coordinate lines \( X^i \). Regard these to be convective coordinate lines for \( \hat{M}(\hat{x}, t) \), with coordinate basis \( \{(\hat{\nu}_X)_i\} \),

\[ \hat{y} = \hat{\nu}_X(Y, t), \quad Y = Y^iE_i \in \mathcal{N}(X), \]  
\[ (\hat{\nu}_X)_i = (\hat{\nu}_X)_i(\hat{y}, t) := M_X(Y, t)E_i, \]  
\[ (\hat{\nu}_X)^i = (\hat{\nu}_X)^i(\hat{y}, t) := M_X^{-1}(Y, t)E_i, \]

where
\[ M_X = (M_X)^i_j E_i \otimes E_j, \quad M_X^{-1} = (M_X^{-1})^i_j E_i \otimes \hat{e}^j. \]

Then,
\[ (\hat{\nu}_X)|_{\hat{y} = \hat{x}} = F_p(X, t)E_i = \hat{g}_i, \]  
\[ (\hat{\nu}_X)^i|_{\hat{y} = \hat{x}} = F_p^{-1}(X, t)E_i = \hat{g}^i. \]

### 10.4.3 Additive decomposition of \( \Delta_c \)

We set \( F_a = F_p, f_a = f_p, K_a = \hat{K} \), \( (g_a)_k = \hat{g}_k \), \( (\varphi_a)_k = \hat{\varphi}_k \), so that
\[ \hat{g}_k = F_pE_k = F_e^{-1}g_k, \quad \hat{g}^k = F_p^{-1}E_k = F_e^Tg^k, \]  
\[ \hat{\varphi}_k = f_p\Phi_k = f_e^{-1}\varphi_k, \quad \hat{\varphi}^k = f_p^{-1}\Phi_k = f_e^T\varphi^k. \]

This suggests additive decomposition of \( \Delta_c \) into elastic, \( (\Delta_c)_e \), and plastic, \( (\Delta_c)_p \), parts,

\[ \Delta_c = \varphi^1 \cdot (\nabla_{\hat{R}_t}\Phi_2)[\hat{g}_3] - \Phi^1 \cdot (\nabla_{\hat{R}_t}\Phi_2)[E_3] = (\Delta_c)_e + (\Delta_c)_p, \]

with
\[ (\Delta_c)_e := \varphi^1 \cdot (\nabla_{\hat{R}_t}\Phi_2)[\hat{g}_3] - \Phi^1 \cdot (\nabla_{\hat{R}_t}\Phi_2)[\hat{g}_3], \]  
\[ (\Delta_c)_p := \varphi^1 \cdot (\nabla_{\hat{R}_t}\Phi_2)[\hat{g}_3] - \Phi^1 \cdot (\nabla_{\hat{R}_t}\Phi_2)[E_3]. \]

Constitutive aspects of the underlying physic of plasticity may be addressed appropriately by using suitable differential operators \( \nabla_{\hat{R}_t} \). In the case of micropolar plasticity, a so-called relative covariant derivative has been proposed in [72] as a possibility. Here, we shall extent the approach of [72], by defining a relative covariant derivative for micromorphic continua. We do this in two steps, by introducing first a so-called relative gradient and then a relative covariant derivative on \( \hat{R}_t \).

### 10.5 Spatial differential operators on \( \hat{R}_t \)

#### 10.5.1 Relative gradient on \( \hat{R}_t \)

Let \( b = b(x, t) \in T_x\hat{R}_t \) be an Eulerian vector field. Then,

\[ \text{grad}b = (\text{GRAD}b)F^{-1}. \]
According to Noll [129] (cf. also [155]), this equation suggests to introduce relative gradients $\nabla_\Psi \mathbf{b}$ (relative to the current configuration), related to local (incompatible) deformation fields $\Psi(X,t) : T_X \mathcal{R} \to T_X \mathcal{R}_t$, by

$$\nabla_\Psi \mathbf{b} := (\text{GRAD}\mathbf{b})\Psi^{-1}. \quad (10.85)$$

Evidently, if $\mathbf{b} = \tilde{\mathbf{b}}(\hat{x},t) \in T_{\hat{x}}\hat{\mathcal{R}}_t$ is a vector field on $\hat{\mathcal{R}}_t$, then, by applying definition (10.85) on the plastic intermediate configuration, we can define a relative gradient on $\hat{\mathcal{R}}_t$ by

$$\tilde{\nabla}_p \tilde{\mathbf{b}} := (\text{GRAD} \tilde{\mathbf{b}})F^{-1}_p - (A^{-1})_{mn}^b \rho_n \otimes \hat{g}^i. \quad (10.86)$$

To gain the components of $\tilde{\nabla}_p \tilde{\mathbf{b}}$ relative to the basis $\{\hat{\rho}_i \otimes \hat{g}^j\}$, we set

$$\tilde{\mathbf{b}} = b^m \hat{\rho}_m = \hat{b}^n \hat{g}_n \in T_{\hat{x}}\hat{\mathcal{R}}_t, \quad \hat{b}^n = (A^{-1})_{mn}^b \cdot \quad (10.87)$$

Keeping in mind (10.69),

$$\frac{\partial \hat{\rho}_m}{\partial X^i} = (f^{-1})^j_n \frac{\partial (f_p)^m_n}{\partial X^i} \hat{\rho}_j, \quad (10.88)$$

and after substituting in Eq. (10.86)

$$\tilde{\nabla}_p \tilde{\mathbf{b}} = \left( \frac{\partial \tilde{\mathbf{b}}}{\partial X^i} \otimes \hat{g}^i \right) F^{-1}_p = \frac{\partial \tilde{\mathbf{b}}}{\partial X^i} \otimes \hat{g}^i = \frac{\partial b^m}{\partial X^i} \hat{\rho}_m \otimes \hat{g}^i + (f^{-1})^j_n \frac{\partial (f_p)^m_n}{\partial X^i} b^m \hat{\rho}_j \otimes \hat{g}^i, \quad (10.89)$$

or

$$\tilde{\nabla}_p \tilde{\mathbf{b}} = \left( \frac{\partial b^j}{\partial X^i} + (\Lambda f_p)^j_{im} b^m \right) \hat{\rho}_j \otimes \hat{g}^i \quad (10.90)$$

with

$$(\Lambda f_p)^j_{im} := (f^{-1})^j_n \frac{\partial (f_p)^m_n}{\partial X^i}. \quad (10.91)$$

It is worth remarking, that the basis $\{\hat{\rho}_i\}$ is anholonomic, its objects of anholonomity $(\hat{C})^s_{rm}$ (see [141], p. 100) reading

$$(\hat{C})^s_{rm} = (f^{-1})^k_s (f_p)^m_k \frac{\partial (f_p)^m_r}{\partial \hat{x}^n} - (f_p)^n_m \frac{\partial (f_p)^k_r}{\partial \hat{x}^n}. \quad (10.92)$$

The basis $\{\hat{g}_i\}$ is anholonomic too, its anholonomity objects being as in the last equation, but with $f_p$ replaced by $F_p$. Moreover, as outlined in [72], relative gradients related to incompatible deformations, like $\tilde{\nabla}_p \tilde{\mathbf{b}}$, are not covariant derivatives. However, they can be put into relation to some covariant derivatives, as it is shown below.

### 10.5.2 Relative gradient as transformed covariant derivative

One way to relate $\tilde{\nabla}_p \tilde{\mathbf{b}}$ to a covariant derivative arises from the very definition (10.86), from which it can be recognized, that $\tilde{\nabla}_p \tilde{\mathbf{b}}$ is immediately related to GRAD$\tilde{\mathbf{b}}$, the operator GRAD introducing a
covariant derivative in $\mathcal{R}_R$. However, $\mathbf{b}(\mathbf{x}, t)$ does not belong to the tangent space $T_X\mathcal{R}_R$. Therefore, we consider the Lagrangean vector field

$$\mathbf{B} = (\mathbf{f}_p^{-1})\mathbf{b} = b^i \mathbf{E}_i \in T_X\mathcal{R}_R ,$$

(10.93)

so that, from (10.89)

$$\hat{\nabla}_p \mathbf{b} = \left( \frac{\partial \mathbf{b}}{\partial X^i} \otimes \mathbf{E}^i \right) \mathbf{F}_p^{-1}
= \mathbf{f}_p \left( \frac{\partial \mathbf{B}}{\partial X^i} \otimes \mathbf{E}^i + (\mathbf{f}_p^{-1}) \frac{\partial \mathbf{f}_p}{\partial X^i} \mathbf{B} \otimes \mathbf{E}^i \right) \mathbf{F}_p^{-1}
= \mathbf{f}_p \left\{ \left( \frac{\partial b^j}{\partial X^i} + (\Lambda_{f_p})^j_{ik} b^k \right) \mathbf{E}_j \otimes \mathbf{E}^i \right\} \mathbf{F}_p^{-1} ,$$

(10.94)

with $(\Lambda_{f_p})^j_{ik}$ as given in Eq. (10.91). The term enclosed in curls is a covariant derivative of $\mathbf{B}$ in the space $\mathcal{R}_R$, with $(\Lambda_{f_p})^j_{ik}$ being, with respect to $\{ \mathbf{E}_i \}$, the objects of connection for $\mathcal{R}_R$. On defining

$$\hat{\nabla} \mathbf{B} := \left( \frac{\partial b^j}{\partial X^i} + (\Lambda_{f_p})^j_{il} b^l \right) \mathbf{E}_j \otimes \mathbf{E}^i ,$$

(10.95)

we conclude that

$$\hat{\nabla}_{f_p} \mathbf{b} = \mathbf{f}_p (\hat{\nabla} \mathbf{B}) \mathbf{F}_p^{-1} .$$

(10.96)

This asserts, that the relative gradient $\hat{\nabla}_p \mathbf{b}$ can be generated from the covariant derivative $\hat{\nabla} \mathbf{B}$ by push-forward transformation of the latter through $\mathbf{f}_p(v)\mathbf{F}_p^{-1}$.

Objects like $(\Lambda_{f_p})^j_{im}$ in Eq. (10.91) have been often regarded as objects of connection for a manifold (see, e.g., [9, 129, 99, 120, 27, 96]). It has been argued that such objects of connection are not torsion-free. In fact, after inserting Eq. (10.91) into Eq. (10.132) in Sect. 10.8, and taking into account that the anholonomity objects for $\{ \mathbf{E}_i \}$ are vanishing, we obtain the components of the torsion tensor $\mathbf{T}$ (of the connection for $\mathcal{R}_R$ with symbols $(\Lambda_{f_p})^j_{im}$), relative to the coordinate basis $\{ \mathbf{E}_i \}$,

$$T^j_{im} = (f_p^{-1})^j_k \left( \frac{\partial (f_p)^k_m}{\partial X^i} - \frac{\partial (f_p)^k_i}{\partial X^m} \right) ,$$

(10.97)

which are non-vanishing in general. Hence, the connection is non-torsion-free. Moreover, it is an immediate consequence of Eq. (10.135) in Sect. 10.8, that the Riemannian curvature tensor of that connection vanishes,

$$\mathcal{R}^r_{ijm} := \frac{\partial}{\partial X^j} \left\{ (f_p^{-1})^s_r \frac{\partial (f_p)^s_i}{\partial X^m} \right\} - \frac{\partial}{\partial X^m} \left\{ (f_p^{-1})^r_s \frac{\partial (f_p)^s_i}{\partial X^j} \right\}
+ (f_p^{-1})^r_s \frac{\partial (f_p)^s_p}{\partial X^j} (f_p^{-1})^q_s \frac{\partial (f_p)^q_i}{\partial X^m} - (f_p^{-1})^r_s \frac{\partial (f_p)^s_p}{\partial X^m} (f_p^{-1})^q_s \frac{\partial (f_p)^q_j}{\partial X^i} = 0 .$$

(10.98)

That means, the space $\mathcal{R}_R$ endowed with connection $(\Lambda_{f_p})^j_{im}$, relative to $\{ \mathbf{E}_i \}$, is flat.

Now, let $\mathbf{a}(\mathbf{x}, t), \mathbf{c}(\mathbf{x}, t) \in T_X\hat{\mathcal{R}}_t$ be two arbitrary vector fields on $\hat{\mathcal{R}}_t$, and $\mathbf{A} := f_p^{-1} \mathbf{a}, \mathbf{C} := f_p^{-1} \mathbf{c}$ corresponding Lagrangean counterparts. Then,

$$g(\mathbf{a}, \mathbf{c}) := \mathbf{a} \cdot \mathbf{c} = \mathbf{a} \cdot \mathbf{1} \mathbf{c}$$

(10.99)
defines the Euclidean metric on \( \hat{R}_t \), and \( \hat{G}(\mathbf{A}, \mathbf{C}) := \hat{g}(\hat{a}, \hat{c}) = \mathbf{A} \cdot (\hat{f}^T_p \hat{f}_p) \mathbf{C} \) defines a non-Euclidean metric on \( \mathcal{R}_R \). Indeed, \( \hat{f}^T_p \hat{f}_p \) is symmetric and positive definite. The components of \( \hat{G} \) with respect to \( \{ \mathbf{E}_i \} \) are

\[
\hat{G}_{ij} = (\hat{f}_p)^i_j \hat{\partial}_{\hat{u}} \hat{f}_p^j = \rho_i \cdot \rho_j .
\]

(10.100)

Since \((\hat{f}_p)^i_j\) is not a Jacobian matrix attributed to a change of coordinates in \( \mathcal{R}_R \), there does not exist a global coordinate system, so that the components of \( \hat{G} \) may be expressed by the Kronecker delta relative to that system. Consequently, \( \hat{G} \) introduces a non-Euclidean metric on \( \mathcal{R}_R \). Additionally, with respect to the metric \( \hat{G} \), the connection is metrical. This can be verified by using Eqs. (10.100), (10.91) into (10.134),

\[
-Q_{ik} = \frac{\partial ((\hat{f}_p)^m_k \delta_{mn}(\hat{f}_p)^n_l)}{\partial X^l} - (\Lambda_{fp})^m_{il} (\hat{f}_p)^n_l \delta_{nr}(\hat{f}_p)^r_k - (\Lambda_{fp})^m_{lk} (\hat{f}_p)^n_l \delta_{nr}(\hat{f}_p)^r_m
\]

\[
= \frac{\partial (\hat{f}_p)^m_l}{\partial X^l} \delta_{mn}(\hat{f}_p)^n_k + (\hat{f}_p)^m_l \delta_{mn} \frac{\partial (\hat{f}_p)^n_k}{\partial X^l}
\]

\[
- (\hat{f}_p^{-1})^m_l \frac{\partial (\hat{f}_p)^n_k}{\partial X^l} (\hat{f}_p)^n_l \delta_{nr}(\hat{f}_p)^r_k - (\hat{f}_p^{-1})^m_l \frac{\partial (\hat{f}_p)^n_k}{\partial X^l} (\hat{f}_p)^n_l \delta_{nr}(\hat{f}_p)^r_m = 0 .
\]

(10.101)

Summarizing, the space \( \mathcal{R}_R \) may be viewed as flat, non-Euclidean and non-Riemannian manifold, endowed with the metric tensor field \( \hat{G} \), and a metrical but non-symmetric connection, with objects \((\Lambda_{fp})^i_{jm}\) relative to the basis \( \{ \mathbf{E}_i \} \). Attention to non-Euclidean and non-Riemannian manifolds has been drawn for the first time by Kondo [94].

### 10.5.3 Relative gradient – relation to local deformations

We investigate the conditions under which the relative gradient \( \hat{\nabla}_p \hat{b} \) might be related to a covariant derivative, referred to a local deformation for the macroscopic continuum caused by \( \mathbf{F}_p \). Let \( \hat{b} \) be given as in Eq. (10.87), and consider a ”local” vector field \( \hat{b}_X \) on \( \hat{\mathcal{M}}(\hat{x}, t) \), with (cf. Sect. 10.4.2)

\[
\hat{b}_X(\hat{y}, t) = (\hat{b}_X)^i(\hat{\nu}_X)_i \in T_{\hat{y}} \hat{\mathcal{M}}(\hat{x}, t)
\]

(10.102)

and

\[
\hat{b}_X|_{\hat{y}=\hat{x}} = \hat{b}(\hat{x}, t)
\]

(10.103)

\[
\frac{\partial \hat{b}_X}{\partial \hat{Y}^i} \bigg|_{\hat{y}=\hat{x}} = \left. \frac{\partial \hat{b}}{\partial X^i} \right|_{\hat{y}=\hat{x}}
\]

(10.104)

It follows that (cf. Eqs. (10.77), (10.89)\_2)

\[
\frac{\partial \hat{b}_X}{\partial \hat{Y}} \bigg|_{\hat{y}=\hat{x}} \equiv \left. \frac{\partial \hat{b}_X}{\partial \hat{Y}^i} \otimes (\hat{\nu}_X)^i \right|_{\hat{y}=\hat{x}} = \left. \frac{\partial \hat{b}}{\partial X^i} \otimes \hat{g}^i \equiv \hat{\nabla}_p \hat{b} \right|_{\hat{y}=\hat{x}} ,
\]

(10.105)

where \( \frac{\partial \hat{b}_X}{\partial \hat{Y}} \) is the gradient of \( \hat{b}_X \) on \( \hat{\mathcal{M}}(\hat{x}, t) \), and therefore it represents a covariant derivative on \( \hat{\mathcal{M}}(\hat{x}, t) \) of the local vector field \( \hat{b}_X \). In other words, if conditions like (10.103), (10.104) are fulfilled, then the relative gradient \( \hat{\nabla}_p \hat{b} \) may be related to the gradient of the local vector fields \( \hat{b}_X \).
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10.5.4 Relative covariant derivative on $\hat{R}_t$

Instead of the special connection $(\Lambda_{ep})_{il}^j$, one might employ an arbitrary connection $\Lambda_{il}^j$ in Eq. (10.95), in order to define a general covariant derivative $\tilde{\nabla} B$ on $\mathcal{R}_R$,

$$\tilde{\nabla} B := \left( \frac{\partial b^i}{\partial X^i} + \Lambda_{il}^j \hat{b}^l \right) E_j \otimes E^i .$$  \hspace{1cm} (10.106)

After push-forward transformation according to Eq. (10.96),

$$\tilde{\nabla} \hat{b} := f_p(\tilde{\nabla} B) F_p^{-1} = \left( \frac{\partial b^i}{\partial X^i} + \Lambda_{il}^j \hat{b}^l \right) \hat{\rho}_j \otimes \hat{g}^i .$$  \hspace{1cm} (10.107)

As before, $\Lambda_{il}^j$ does not introduce a connection on $\hat{R}_t$, and $\tilde{\nabla} \hat{b}$ is not a covariant derivative of $\hat{b}$, it is just the push-forward transformation of the covariant derivative $\tilde{\nabla} B$. We shall call $\tilde{\nabla} \hat{b}$ relative covariant derivative of $\hat{b}$ on $\hat{R}_t$, the relative gradient being a particular case of that.

The relative covariant derivative can be related to some other covariant derivatives, associated with local deformations. To make this more precise, we start from Eqs. (10.102), (10.74)–(10.78) take into account (10.59), (10.60), (10.87), (10.70)–(10.72), and form the derivative

$$\frac{\partial \hat{b}^X}{\partial Y^i} \bigg|_{\hat{y} = \hat{x}} = \left\{ \left( \frac{\partial (b^X)^j}{\partial Y^i} + (M^X)^n_m \frac{\partial (b^X)^m}{\partial Y^i} \right) (\hat{v}^X)_j \right\} \bigg|_{\hat{y} = \hat{x}}$$

$$= \left\{ \left( \frac{\partial (b^X)^j}{\partial Y^i} \bigg|_{\hat{y} = \hat{x}} + (F_p^{-1})^j_n \mathcal{P}^m_{mi} \hat{b}^m \right) \right\} \hat{g}_j$$

$$= \left\{ \left( \frac{\partial (b^X)^j}{\partial Y^i} \bigg|_{\hat{y} = \hat{x}} + (F_p^{-1})^j_n \mathcal{P}^m_{mi} (A^{-1})^n_k b^k \right) \right\} \hat{g}_j$$

$$= \left\{ \left( \frac{\partial (b^X)^j}{\partial Y^i} \bigg|_{\hat{y} = \hat{x}} + (F_p^{-1})^j_n \mathcal{P}^m_{mi} (A^{-1})^n_k m^b \hat{\rho}_r \right) \right\} \hat{g}_j$$

$$= \frac{\partial \hat{b}^X}{\partial Y^i} \bigg|_{\hat{y} = \hat{x}} \hat{g}_j + (F_p^{-1})^j_n \mathcal{P}^m_{mi} (A^{-1})^n_k m^b \hat{\rho}_r .$$  \hspace{1cm} (10.108)

On the other hand, by virtue of (10.90), (10.91),

$$\frac{\partial \hat{b}}{\partial X^i} = \left( \frac{\partial b^j}{\partial X^i} + (F_p^{-1})^j_n \frac{\partial (b^X)^m}{\partial X^i} m^b \right) \hat{\rho}_j .$$  \hspace{1cm} (10.109)

On requiring again the equalities (10.103), (10.104), we conclude, with the aid of the last two equations, that

$$\frac{\partial (b^X)^j}{\partial Y^i} \bigg|_{\hat{y} = \hat{x}} \hat{g}_j = \frac{\partial b^j}{\partial X^i} \hat{\rho}_j + (F_p^{-1})^j_n \left( \frac{\partial (b^X)^m}{\partial X^i} - \mathcal{P}^m_{ki} (A^{-1})^k_e m^b \right) b^m \hat{\rho}_j .$$  \hspace{1cm} (11.10)

If now an arbitrary covariant derivative on $\hat{\mathcal{M}}(\hat{x}, t)$ were defined by

$$\tilde{\nabla} \hat{b}^X := \left\{ \frac{\partial (b^X)^j}{\partial Y^i} + \Lambda_{im}^j \hat{b}^m \right\} (\hat{v}^X)_j \otimes (\hat{v}^X)_i ,$$  \hspace{1cm} (11.11)
with
\[
\bar{\Lambda}^j_{im} = \bar{\Lambda}^j_{im}(\hat{x}, \hat{y}, t) ,
\] (10.112)
so that, at \( \hat{y} = \hat{x} \),
\[
\nabla \hat{b}_x |_{\hat{y} = \hat{x}} = \left( \frac{\partial b^j}{\partial X^i} \right)_{\hat{y} = \hat{x}} \hat{g}^i + \bar{\Lambda}^j_{im} |_{\hat{y} = \hat{x}} \hat{b}^m \hat{g}^j + \tilde{\Lambda}^j_{im} |_{\hat{y} = \hat{x}} \hat{b}^m \hat{g}^i + \hat{\Lambda}^j_{im} |_{\hat{y} = \hat{x}} \hat{b}^m \hat{g}^i ,
\] (10.113)
or
\[
\nabla \hat{b}_x |_{\hat{y} = \hat{x}} = \left( \frac{\partial b^j}{\partial X^i} \right)_{\hat{y} = \hat{x}} + (f^{-1})_n^j \left( \frac{\partial (f^j)_m}{\partial X^i} - P^i_{km}(A^{-1})^k_m \right) b^m \hat{\rho}_j \hat{g}^i + \bar{\Lambda}^j_{im} |_{\hat{y} = \hat{x}} (A^{-1})^m_k A^r_r \hat{\rho}_r \hat{g}^i |_{\hat{y} = \hat{x}} ,
\] (10.114)
then, the result (10.107) were be reestablished,
\[
\nabla \hat{b}_x |_{\hat{y} = \hat{x}} = \hat{\nabla} \hat{b} ,
\] (10.115)
provided \( \Lambda^j_{im} \) is given by
\[
\Lambda^j_{im} = (f^{-1})_n^j \left( \frac{\partial (f^j)_m}{\partial X^i} - P^i_{km}(A^{-1})^k_m \right) + A^r_r \bar{\Lambda}^j_{ik} |_{\hat{y} = \hat{x}} (A^{-1})^k_m .
\] (10.116)
This shows the relation of \( \hat{\nabla} \hat{b} \) to a covariant derivative, which is associated to local deformation.

### 10.6 Elastic and plastic parts of the micromorphic curvature tensor

We turn to the scalar differences in Eqs. (10.82), (10.83), and chose the differential operator \( \nabla_{R_t} \) to be given by \( \hat{\nabla} \) (cf. Eq. (10.107)), so that
\[
\nabla_{R_t} \varphi_2 = \left( \frac{\partial (\varphi_2)}{\partial X^i} + \Lambda^j_{im}(\varphi_2)_m \right) \hat{\rho}_j \hat{g}^i ,
\] (10.117)
where
\[
\varphi_2 = (\varphi_2)_j \rho_j , \quad \Phi_2 = (\Phi_2)_j E_j , \quad (\Phi_2)_j \equiv (\varphi_2)_j .
\] (10.118)
It is readily seen that
\[
\varphi_1 \cdot (\nabla_{R_t} \varphi_2)[\mathfrak{g}_j] = \Phi_1 \cdot f^{-1}(\nabla_{R_t} \varphi_2) F_p [E_3] = \Phi_1 \cdot \left\{ \left( \frac{\partial (\Phi_2)}{\partial X^i} + \Lambda^j_{im}(\Phi_2)_m \right) E_j \otimes E^i \right\} [E_3] .
\] (10.119)
Also, from (10.40),
\[
\nabla_{\mathcal{R}} \Phi_2 = \left( \frac{\partial (\Phi_2)}{\partial X^i} + \Lambda^j_{im}(\Phi_2)_m \right) E_j \otimes E^i ,
\] (10.120)
with $\lambda_{im}^j \equiv \lambda_{jim} = 0$ being the symbols, relative to $\{E_i\}$, of the Levi-Civita connection in $\mathcal{R}_R$ (see Sect. 10.8). Thus, after inserting into (10.83),

$$\Delta_c^p = \Phi^1 \cdot ((\Lambda_{im}^j - \lambda_{im}^j)(\Phi_2 \cdot E^m)) (E_j \otimes E^i)[E_3] \quad (10.121)$$

or

$$\Delta_c^e = \tilde{K}_c^p[\Phi^1, \Phi_2, E_3] \quad (10.122)$$

with

$$\tilde{K}_c^p = (\tilde{K}_c^p)^j_{mi} E_j \otimes E^m \otimes E^i \quad (10.123)$$

$$\tilde{K}_c^p)^j_{mi} = (\tilde{K}_c^p)_{jm} = \Lambda_{im}^j - \lambda_{im}^j \quad (10.124)$$

In addition, it can be seen that

$$\Delta_c^e = \tilde{K}_c[\Phi^1, \Phi_2, E_3] \quad (10.125)$$

with

$$\tilde{K} = \tilde{K}_c + \tilde{K}_p \quad (10.126)$$

On requiring from the differences $\Delta_c$, $(\Delta_c)^e$, and $(\Delta_c)^p$ to be form-invariant with respect to the chosen configuration, it is straightforward to deduce, after some algebraic manipulations, that, e.g., relative to the plastic intermediate configuration, the relations

$$\Delta_c = \tilde{K}[\varphi^1, \varphi_2, \varphi_3] \quad , \quad \tilde{K} = \mathcal{L}(f_p, f_p^{T-1}, F_p^{T-1})[\tilde{K}] \quad (10.127)$$

$$\Delta_c^e = \tilde{K}_e[\varphi^1, \varphi_2, \varphi_3] \quad , \quad \tilde{K}_e = \mathcal{L}(f_p, f_p^{T-1}, F_p^{T-1})[\tilde{K}_e] \quad (10.128)$$

$$\Delta_c^p = \tilde{K}_p[\varphi^1, \varphi_2, \varphi_3] \quad , \quad \tilde{K}_p = \mathcal{L}(f_p, f_p^{T-1}, F_p^{T-1})[\tilde{K}_p] \quad (10.129)$$

$$\tilde{K} = \tilde{K}_c + \tilde{K}_p \quad (10.130)$$

apply. This proves that the additive decomposition of $\Delta_c$ yields additive decompositions of the micromorphic curvature tensors $\tilde{K}$, $\tilde{K}$, $\tilde{K}$, and so forth. Obviously, tensors $\tilde{K}$, $\tilde{K}$, $\tilde{K}$, ... are members of an equivalence class. Postulating also $(\Delta_c)^e$, $(\Delta_c)^e$, $(\Delta_c)^p$, ... to be form-invariant with respect to the chosen configuration, associated rates for the micromorphic curvature tensors and their elastic and plastic parts can be defined in a natural way, as it is shown in Grammenoudis and Tsakmakis [73, 74].

### 10.7 Concluding remarks

A family of micromorphic curvature tensors $\tilde{K}$, $\tilde{K}$, $\tilde{K}$ has been introduced by representing the scalar valued difference $\Delta_c$ form-invariantly with respect to the chosen configuration. Multiplicative decompositions of $F$ and $f$ into elastic and plastic parts, together with the introduction of a relative covariant derivative on $\hat{R}_t$, allow to decompose $\Delta_c$ also into elastic and plastic parts. Latter may be represented form-invariantly by employing elastic and plastic micromorphic curvature tensors. In particular, the plastic part of the micromorphic curvature tensor relative to $\mathcal{R}_R$ is denoted by $\tilde{K}_p$ and posses components relative to Cartesian bases, which are given by connection differences, $(\tilde{K}_p)^j_{mi} = \Lambda_{im}^j - \lambda_{im}^j$.
This outlines the tensorial character of \((\tilde{K}_p)^j_{im}\). (Symbols of connections are not components of third-order tensors, but symbols of connection differences are.) Further families of micromorphic curvature tensors are offered by appealing other scalar differences.

Fundamental properties of any plasticity theory are reflected by the geometrical structure it assigns to the space \(\mathcal{R}\). Important issues of the geometrical structure are the metric coefficients and the symbols of connection. Former, not discussed here, are related to strain tensors. The symbols of connection are practically determined from \(\tilde{K}_p\), which has to be determined from appropriate constitutive laws. There are two possibilities for such constitutive laws.

1. \(\Lambda^j_{im}\), and therefore \(\tilde{K}_p\) too, are not subject to some compatibility conditions, so that the Riemannian curvature tensor is non-vanishing. Then separate constitutive laws are needed for plastic strain variables and for \(\tilde{K}_p\).

2. \(\Lambda^j_{im}\) in Eq. (10.124) is assumed to be equal to \((\Lambda_{fp})^j_{im}\) in Eq. (10.91). Since the right hand side of (10.91) is related to the gradient of \(f_p\), it is not necessary to postulate constitutive relations governing the response of \(\tilde{K}_p\), provided some evolution equations for \(f_p\) are available.

### Appendix

#### 10.8 Manifold with connection

The relations given in this Section may be consulted, e.g., in the textbooks \([141, 124, 142, 117, 59]\).

Let \(u, v\) be two vector fields on a manifold with affine connection, and let \(\Lambda^i_{jk}\) be the Christoffel symbols of the connection with respect to the arbitrary basis \(\{g_i\}\). The torsion of the connection is a third-order tensor \(T\), defined by

\[
T[u, v, w] := \nabla_u w - \nabla_w u - [u, v],
\]

where \([u, v]\) is the Lie bracket of \(u, v\) and \(\nabla_v u\) is the covariant derivative of \(u\) along \(v\). With respect to \(\{g_i\}\), the components of \(T\) read

\[
T^i_{jk} = (\Lambda^i_{jk} - \Lambda^i_{kj}) - C^i_{jk},
\]

with \(C^i_{jk}\) being the objects of anholonomity for the chosen basis \(\{g_i\}\). The connection is called torsion-free or symmetric, if \(T\) is vanishing, while the objects of connection \(\Lambda^i_{jk}\) are called symmetric if \(\Lambda^i_{jk} = \Lambda^i_{kj}\). Two cases are of particular interest.

a) The chosen basis is holonomic, so that \(C^i_{jk} = 0\) and \(T^i_{jk} = \Lambda^i_{jk} - \Lambda^i_{kj}\). In this case the connection is symmetric if and only if its objects \(\Lambda^i_{jk}\) are symmetric.

b) The chosen basis is anholonomic, so that \(C^i_{jk} \neq 0\). Then, the connection is symmetric if and only if \(\Lambda^i_{jk} - \Lambda^i_{kj} = C^i_{jk}\). That means, the objects \(\Lambda^i_{jk}\) are not symmetric. If \(T^i_{jk} \neq 0\), then \(\Lambda^i_{jk}\) may be symmetric or not.

Generally, the connection may be characterized by the formula

\[
\Lambda^r_{jl} = \frac{1}{2} g^{rk}(\partial_l g_{ik} + \partial_i g_{lk} - \partial_k g_{il}) + \frac{1}{2}(T^r_{il} + T^r_{il} - T^r_{il}) + \frac{1}{2}(C^r_{il} + C^r_{il} - C^r_{il}) + \frac{1}{2} (Q^r_{il} + Q^r_{il} - Q^r_{il}),
\]
where quantities $g_{ij}$ and $g^{ij}$ are used to raise and lower indices, and $\partial_i(\cdot)$ denotes the derivative of $(\cdot)$ along the basis vector $g_i$. If $\{g_i\}$ is holonomic, then $\partial_i(\cdot)$ reduces to the common partial derivative operator. Objects $Q_{lik}$ describe the compatibility of the connection with the metric, i.e., $Q_{lik}$ measures the lack of vanishing of the covariant derivative of the metric,

$$-Q_{lik} \equiv -Q_{lki} := \partial_l g_{ik} - \Lambda^m_{li} g_{mk} - \Lambda^m_{lk} g_{im}.$$  \hspace{1cm} (10.134)

Three cases can be distinguished.

a) The connection is symmetric (torsion-free). Then the expression in brackets enclosing the torsion terms is vanishing.

b) The chosen basis is holonomic. Then the expression in brackets enclosing objects of anholonomity is vanishing.

c) The connection is metric with respect to $g_{ik}$. Then the expression in the last brackets on the righthand side of (10.133) is vanishing.

On manifolds endowed with a metric, the following "fundamental theorem of Riemannian Geometry" holds. There exists a unique, so-called Levi Civita connection, which is symmetric (torsion-free) and metric, i.e., parallel translation preserves inner products. We shall use the letter $\lambda$ to denote the Levi Civita connection.

Aside from the metric and the connection, the manifold may be characterized by the Riemann (or Riemann-Christoffel) curvature tensor $R$ of the connection, which is a fourth-order tensor. With respect to the arbitrary basis $\{g_i\}$, the components of $R$ are

$$R^r_{ijm} = \partial_j \Lambda^n_{mi} - \partial_m \Lambda^n_{ji} + \Lambda^n_{jm} \Lambda^r_{ni} - \Lambda^n_{mn} \Lambda^r_{ji} + C^r_{mj} \Lambda^m_{ni}.$$  \hspace{1cm} (10.135)

An Euclidean manifold is endowed with both an Euclidean metric and a Levi-Civita connection, the objects of which vanish with respect to Cartesian coordinate systems. Hence, the Riemann curvature tensor vanishes too. The reversed statement asserts that every manifold endowed with a symmetric, metric connection, and vanishing Riemann curvature tensor, is an Euclidean one.

In manifolds with vanishing Riemann curvature tensor, parallel translation of vectors of a point $P$ to a point $Q$ is path independent. Such manifolds are said to be flat, or to posses teleparallelism. The manifold is said to be Riemannian, if it is endowed with a Riemannian metric, a symmetric, metric connection, and a non-vanishing Riemann curvature tensor. One says also that the manifold is curved. In plasticity theories it can happen, that the manifold is structured with non-Euclidean metric, and a non-metric and non-symmetric connection. The Riemann curvature tensor may vanish or not. Such manifolds are generally called as non-Riemannian and non-Euclidean.
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Abstract

Micropolar and micromorphic solids are continuum mechanics models, which take into account, in some sense, the microstructure of the considered real material. The characteristic property of such continua is that the state functions depend, besides the classical deformation of the macroscopic material body, also upon the deformation of the microcontinuum modeling the microstructure, and its gradient with respect to the space occupied by the material body. While micropolar plasticity theories, including non-linear isotropic and non-linear kinematic hardening, have been formulated, even for non-linear geometry, few works are known yet about the formulation of (finite deformation) micromorphic plasticity. It is the aim of the three papers (Parts I, II and III) to demonstrate how micromorphic plasticity theories may be formulated in a thermodynamically consistent way.

In the present article we start by outlining the framework of the theory. Especially, we confine attention to the theory of Mindlin on continua with microstructure, which is formulated for small deformations. After precising some conceptual aspects concerning the notion of microcontinuum, we work out a finite deformation version of theory, suitable for our aims. It is examined that resulting basic field equations are the same as in the non-linear theory of Eringen, which deals with a different definition of the microcontinuum. Furthermore, geometrical interpretations of strain and curvature tensors are elaborated. This allows to find out associated rates in a natural manner. Dual stress and double stress tensors, as well as associated rates, are then defined on the basis of the stress powers. This way, it is possible to relate strain tensors (respectively, micromorphic curvature tensors) and stress tensors (respectively, double stress tensors), as well as associated rates, independently of the particular constitutive properties.

11.1 Introduction

It is well recognized that non-locality effects have to be involved in a plasticity theory when discussing localization phenomena or size effects in the material response. One possibility to augment classical theories to capture non-locality aspects is to incorporate higher order gradients of the kinematical and dynamical variables (e.g. [3, 5, 51, 52, 154, 123, 122, 49, 45, 46, 149, 150, 54, 53, 10, 12, 38, 118, 34, 33, 67, 69, 70]).

Among the continuum theories involving higher order of gradients there are some continuum mo-
delas which take into account, in some sense, the microstructure of the real material (continua with microstructure), as, e.g. the micropolar and the micromorphic ones. The formulation of micropolar plasticity is progressed as can be recognized, e.g. from the works [53, 10, 11, 149, 138, 67, 69], and the references cited there. On the other hand, some interesting ideas concerning finite deformation micromorphic plasticity have been elaborated in Forest and Sievert [55, 56], Sansour [139], and Hirschberger and Steinmann [87]. In particular the comprehensive work of Forest and Sievert [55], provides a unified thermomechanical framework for the development of micromorphic plasticity. Nevertheless, several aspects of (finite deformation) micromorphic plasticity are not broadly investigated, concerning among others geometrical issues of deformation decompositions into elastic and plastic parts, or formulation of hardening laws like kinematic hardening rules. Thus, the aim of the first two works (Part I and Part II) is to sketch how (finite deformation) micromorphic plasticity models may be formulated in a thermodynamically consistent way, while Part III is concerned with the discussion of examples which are calculated numerically. In the first article, we shall present the framework of our micromorphic theory, and the variables which are chosen as appropriate for formulating the constitutive laws.

Eringen and Suhubi (see, e.g. [49]) introduced and discussed micromorphic theories, which capture the microstructure of the real material by assuming a microvolume to be included in each material particle of the macroscopic body ("macroelements are constructed by microelements"). On the other hand, Mindlin proposed an elasticity theory, in which also the microstructure of the real material is modeled by embedding a microvolume in each particle of the macromaterial. Mindlin’s theory differs from that one according to Eringen in that both the macro- and the micromaterial contribute to the kinetic energy-density of the overall material. The seminal works of Eringen and Mindlin are today the basis for every micromorphic continuum theory, and provide relevant field equations. Now, for a clear formulation of the basic concepts, it is perhaps helpful to address the question how small or how large can be the microvolume. If the microvolume is finite, what happens with material points in the neighborhood of the boundary of the continuum. Is there allowed for a part of the microvolume to be not included in the macrovolume element or even in the range of the continuum? In attempting to clarify such questions the authors were leaded to postulate the concept of microstructure something other than in the aforementioned works. But otherwise, as we shall see, not new basic equations may be gained by using this method.

In the present article, we adopt the proposal of Mindlin for establishing the balance laws of momentum and moment of momentum, in a fashion which allows the microcontinuum to exhibit arbitrary finite dimensions. In our opinion this can be a convenient way, when modeling microphysical properties in the framework of phenomenological continuum mechanics. It is examined that basic field equations established for non-linear geometry by Eringen’s theory, may be recovered by the version of Mindlin’s theory as accommodated here. Moreover, we elaborate geometrical interpretations for the strain and curvature tensors, which enter in the constitutive theory to be presented in Part II. This allows to find out associated rates in a natural manner. The method we pursue here is similar to the one developed by Haupt and Tsakmakis [82] in the context of classical continuum mechanics. Dual stress and double stress tensors, as well as associated rates, are then introduced on the basis of the stress powers. Thus, we relate strain (respectively, micromorphic curvature) and stress (respectively, double stress) tensors with each other, as well as associated rates, independently of the particular constitutive properties. It is shown that our approach is a generalization of the known method of conjugate variables in classical continuum mechanics. In fact, we extend the method of conjugate variables, on the one hand by covering also spacial variables, and on the other hand by dealing with double stress tensors.
11 Micromorphic continuum. Part I

11.2 Preliminaries

We consider isothermal deformations and write $R$ for the axis of real numbers, and $\dot{\varphi}(t)$ for the material time derivative of a function $\varphi(t)$, where $t$ is the time. An explicit reference to space will be dropped in most part of the paper. Commonly, the same symbol is used to designate a function and the value of that function at a point. However, if we deal with different representations of the same function, then use will often be made of different symbols. For real $x$, $\langle x \rangle$ denotes the function

$$\langle x \rangle := \begin{cases} x & \text{if } x \geq 0 \\ 0 & \text{if } x < 0 \end{cases} \quad (11.1)$$

Second-order tensors, like vectors, are denoted by bold-face Latin or Greek letters. In particular, $\mathbf{a} \cdot \mathbf{b}$ and $\mathbf{a} \otimes \mathbf{b}$ denote the inner product and the tensor product of the vectors $\mathbf{a}$ and $\mathbf{b}$, respectively. For second-order tensors $\mathbf{A}$ and $\mathbf{B}$, we write $\text{tr} \mathbf{A}$, $\det \mathbf{A}$ and $\mathbf{A}^T$ for the trace, the determinant and the transpose of $\mathbf{A}$, respectively, while $\mathbf{A} \cdot \mathbf{B} = \text{tr}(\mathbf{A}\mathbf{B}^T)$ is the inner product between $\mathbf{A}$ and $\mathbf{B}$, and $||\mathbf{A}|| = \sqrt{\mathbf{A} \cdot \mathbf{A}}$ is the Euclidean norm of $\mathbf{A}$. Furthermore,

$$\mathbf{1} = \delta_{ij} \mathbf{e}_i \otimes \mathbf{e}_j \quad , \quad i, j = 1, 2, 3 \quad (11.2)$$

represents the identity tensor of second-order, where $\delta_{ij} = \delta^i_j = \delta^j_i$ is the Kronecker delta and $\{\mathbf{e}_i\}$ is an orthonormal basis in the three-dimensional Euclidean vector space we deal with. Also, we use the notations $\mathbf{A}^D = \mathbf{A} - \frac{1}{3}(\text{tr} \mathbf{A})\mathbf{1}$ for the deviator of $\mathbf{A}$ and $\mathbf{A}^{T-1} = (\mathbf{A}^{-1})^T$, provided $\mathbf{A}^{-1}$ exists.

Third- and fourth-order tensors are denoted by bold-face calligraphic and double-stroke letters, respectively. Let $\mathbf{A}, \mathbf{B}$ be fourth-order tensors, $\mathbf{A}, \mathbf{B}$ third-order tensors, $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}, \mathbf{F}$ second-order tensors and $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ vectors. With respect to the orthonormal basis $\{\mathbf{e}_i\}$, the components of $\mathbf{A}, \mathbf{B}, \mathbf{A}, \mathbf{B}, \mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}, \mathbf{F}$, $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ are $A_{ijkl}, B_{ijkl}, A_{ijk}, B_{ijk}, A_{ij}, B_{ij}, C_{ij}, D_{ij}, E_{ij}, F_{ij}, a_i, b_i, c_i, d_i$ (often use will be made of notations of the form $A_{ij} = (\mathbf{A})_{ij}$). Then, we have

$$\mathbf{AB} = A_{ijkl}B_{mnkl} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_k \otimes \mathbf{e}_l \quad , \quad (11.3)$$

$$\mathbf{A}^T = A_{klij} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_k \otimes \mathbf{e}_l \quad , \quad (11.4)$$

$$\mathbf{A}[\mathbf{B}] = A_{ijkl}B_{mn} \mathbf{e}_i \otimes \mathbf{e}_j \quad , \quad (11.5)$$

$$\mathbf{B} \cdot \mathbf{A}[\mathbf{C}] = \mathbf{A}^T[\mathbf{B}] \cdot \mathbf{C} \quad , \quad (11.6)$$

$$\mathbf{A}^2 = \mathbf{A}\mathbf{A} = A_{ij}A_{jk} \mathbf{e}_i \otimes \mathbf{e}_k \quad , \quad (\mathbf{A}^2 = \mathbf{A}^{-1}\mathbf{A}^{-1}) \quad , \quad (11.7)$$

$$\mathbf{Aa} \equiv \mathbf{A}[\mathbf{a}] = A_{ij}a_j \mathbf{e}_i \quad , \quad (11.8)$$

$$\mathbf{AB} = B_{ij}(\mathbf{A}\mathbf{e}_i) \otimes \mathbf{e}_j = A_{ij} \mathbf{e}_i \otimes (\mathbf{B}^T \mathbf{e}_j) \quad , \quad (11.9)$$

$$\mathbf{A}[\mathbf{a}, \mathbf{b}] = A_{ij}(\mathbf{a} \cdot \mathbf{e}_i)(\mathbf{b} \cdot \mathbf{e}_j) = \mathbf{a} \cdot \mathbf{Ab} = A_{ij}a_jb_j \quad , \quad (11.10)$$

$$\mathbf{A}[\mathbf{a}, \mathbf{b}, \mathbf{c}] = A_{ijk}(\mathbf{a} \cdot \mathbf{e}_i)(\mathbf{b} \cdot \mathbf{e}_j)(\mathbf{c} \cdot \mathbf{e}_k) = A_{ijk}a_jb_jc_k \quad , \quad (11.11)$$

$$\mathbf{A}[\mathbf{a}] = A_{ijk}\mathbf{e}_i \otimes \mathbf{e}_j(a \cdot \mathbf{e}_k) = A_{ijk}a_k \mathbf{e}_i \otimes \mathbf{e}_j \quad , \quad (11.12)$$

$$\langle \mathbf{A} \otimes \mathbf{d} \rangle[\mathbf{a}, \mathbf{b}, \mathbf{c}] = (\mathbf{a} \cdot \mathbf{Ab})(\mathbf{d} \cdot \mathbf{c}) \quad , \quad (11.13)$$

$$\mathbf{A} \cdot \mathbf{B} = A_{ijk}B_{lmn}(\mathbf{e}_i \cdot \mathbf{e}_l)(\mathbf{e}_j \cdot \mathbf{e}_m)(\mathbf{e}_k \cdot \mathbf{e}_n) = A_{ijk}B_{ijk} \quad , \quad (11.14)$$

$$||\mathbf{A}|| = \sqrt{\mathbf{A} \cdot \mathbf{A}} \quad . \quad (11.15)$$

The products $\mathbf{AA}, \mathbf{A} \cdot \mathbf{A}, \mathbf{A} \cdot \mathbf{A} \equiv \mathbf{A}^T \cdot \mathbf{A}$ are defined to represent third-order tensors given by

$$\mathbf{AA} := A_{ijk}(\mathbf{A}\mathbf{e}_i) \otimes \mathbf{e}_j \otimes \mathbf{e}_k = A_{pi}A_{ijk}\mathbf{e}_p \otimes \mathbf{e}_j \otimes \mathbf{e}_k \quad , \quad (11.16)$$
\( \mathcal{A} := A_{ijk} \mathbf{e}_i \otimes \mathbf{e}_j \otimes (A^T \mathbf{e}_k) = A_{ijk} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_p \),

\( \mathcal{A} \circ \mathcal{A} \equiv A^T \circ \mathcal{A} := A_{ijk} \mathbf{e}_i \otimes (A^T \mathbf{e}_j) \otimes \mathbf{e}_k = A_{ijk} A_{jp} \mathbf{e}_i \otimes \mathbf{e}_p \otimes \mathbf{e}_k \),

while \( \mathcal{A}[A] \) represents the vector

\[
\mathcal{A}[A] = A_{ijk} \{ (\mathbf{e}_j \otimes \mathbf{e}_k) \cdot A \} \mathbf{e}_i = A_{ijk} A_{jk} \mathbf{e}_i.
\] (11.19)

We introduce a linear operator \( (A, B, C) \mapsto \mathcal{L}(A, B, C) \), acting on the space of all third-order tensors, by

\[
\mathcal{L}(A, B, C) : \mathcal{A} \mapsto \mathcal{L}(A, B, C)[\mathcal{A}] = A_{ijk} (A \mathbf{e}_i) \otimes (B \mathbf{e}_j) \otimes (C \mathbf{e}_k),
\] (11.20)
or, with respect to the orthonormal basis \( \{ \mathbf{e}_i \} \),

\[
(\mathcal{L}(A, B, C)[\mathcal{A}])_{mnp} = A_{mi} B_{nj} C_{pk} A_{ijk}.
\] (11.21)

It can be seen that

\[
\mathcal{L}(AB, CD, EF) = \mathcal{L}(A, C, E) \mathcal{L}(B, D, F),
\] (11.22)
\[
\mathcal{A} \cdot \mathcal{L}(A, B, C)[\mathcal{B}] = \mathcal{L}^T(\mathcal{A}, B, C)[\mathcal{A}] \cdot \mathcal{B} = \mathcal{L}(A^T, B^T, C^T)[\mathcal{A}] \cdot \mathcal{B}
\] (11.23)

and

\[
\mathcal{L}^{-1}(A, B, C) = \mathcal{L}(A^{-1}, B^{-1}, C^{-1}),
\] (11.24)

provided \( A^{-1}, B^{-1} \) and \( C^{-1} \) exist. For the particular case where \( \mathcal{A} = D \otimes a \), we have

\[
\mathcal{L}(A, B, C)[D \otimes a] = ADB^T \otimes (Ca).
\] (11.25)

In this case, we have also

\[
\mathcal{A}[b, c, d] = (D \otimes a)[b, c, d] = D[b, c](a \cdot d) = (b \cdot Dc)(a \cdot d).
\] (11.26)

We write \( \mathbf{I} \) for the fourth-order identity tensor,

\[
\mathbf{I} = \delta_{im} \delta_{jn} \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_m \otimes \mathbf{e}_n,
\] (11.27)

which satisfies the property

\[
\mathbf{I} = \mathbf{E} + \mathbf{J},
\] (11.28)

\[
\mathbf{E} = E_{imjn} \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n = \frac{1}{2} (\delta_{ij} \delta_{mn} + \delta_{im} \delta_{jn}) \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n,
\] (11.29)

\[
\mathbf{J} = J_{imjn} \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n = \frac{1}{2} (\delta_{ij} \delta_{mn} - \delta_{im} \delta_{jn}) \mathbf{e}_i \otimes \mathbf{e}_m \otimes \mathbf{e}_j \otimes \mathbf{e}_n.
\] (11.30)

Hence, for the symmetric and the skew-symmetric (anti-symmetric) part of the second-order tensor \( \mathbf{A} \), denoted, respectively, by \( \mathbf{A}_S \) and \( \mathbf{A}_A \), we have

\[
\mathbf{A}_S = \mathbf{E}[\mathcal{A}], \quad \mathbf{A}_A = \mathbf{J}[\mathcal{A}].
\] (11.31)
while
\[ \mathbf{I}[\mathbf{A}] = \mathbf{A} \]  
(11.32)
We write \( \mathbf{S} \) for the fourth-order tensor with the property
\[ \mathbf{S}[\mathbf{A}] = \mathbf{A}^T. \]  
(11.33)
Thus, every isotropic fourth-order tensor \( \mathbf{A} \) possesses the representation
\[ \mathbf{A} = \alpha_1 \mathbf{1} \otimes \mathbf{1} + \alpha_2 \mathbf{I} + \alpha_3 \mathbf{S}, \]  
(11.34)
where \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are scalars.

If \( \mathcal{M} \) is a manifold, then \( T\mathcal{M} \) is the tangent bundle of \( \mathcal{M} \),
\[ T\mathcal{M} := \bigcup_{p \in \mathcal{M}} T_p\mathcal{M}, \]  
(11.35)
where \( T_p\mathcal{M} \) is the tangent space to \( \mathcal{M} \) at \( p \).

### 11.3 Kinematic

#### 11.3.1 Micromorphic continuum

Consider a material body \( \mathcal{B} \) (macroscopic continuum, or macrocontinuum, or macroscopic material, or overall material body), with elements \( \mathcal{X}, \mathcal{Y}, \ldots \), which may be mapped into a region of the three dimensional Euclidean space \( \mathcal{E} \). With an origin \( O \) fixed in \( \mathcal{E} \), every point \( P \in \mathcal{E} \) may be identified by a position vector \( \mathbf{p} \), which belongs to the tangent space to \( \mathcal{E} \) at \( O \). As usually in classical continuum mechanics, we shall often set \( \mathbf{p} \) equal to point \( P \), and we shall speak of the point \( \mathbf{p} \in \mathcal{E} \).

Microphysically, real materials like metals indicate some kind of patterning with discrete distributed mass. This may be addressed, when formulating constitutive properties of a material point, by taking into account not only the material point itself, but rather an entire neighborhood of the point. We may realize this by attaching to each material point \( \mathcal{X} \in \mathcal{B} \), a material body \( \mathcal{B}'(\mathcal{X}) \) (microcontinuum, or microstructure), which serves to model the microphysical (microstructural) properties of the overall material body. It is assumed, that the same body \( \mathcal{B}' \), with elements \( \mathcal{X}', \mathcal{Y'}, \ldots \), is attached at every \( \mathcal{X} \). A configuration of the body \( \mathcal{B} \) and its microstructure \( \mathcal{B}' \) is a map
\[ (k, k') : (\mathcal{B}, \mathcal{B}') \to \mathcal{E} \times \mathcal{E}, \]  
(11.36)
\[ (\mathcal{X}, \mathcal{X}') \mapsto \left( \begin{array}{c} k = k(\mathcal{X}) \\ k' = k'(\mathcal{X}', \mathcal{X}') \end{array} \right), \]  
(11.37)
with \( k(\mathcal{B}), k'(\mathcal{X}, \mathcal{B}') \) open and simply connected subsets of \( \mathcal{E} \). \( k(\mathcal{B}) \) and \( k'(\mathcal{X}, \mathcal{B}') \) are denoted as the ranges in \( \mathcal{E} \) occupied, respectively, under the configuration \((k, k')\). We shall also write \((k, k') \equiv (k, k')\), and we shall set \( k(\mathcal{B}) \equiv k(\mathcal{B}), k'(\mathcal{X}, \mathcal{B}') \equiv k'(\mathcal{X}, \mathcal{B}') \), where \( k(\mathcal{X}) \) is a position vector with respect to origin \( O \) and \( k'(\mathcal{X}', \mathcal{X}') \) is a position vector emanated from point \( k(\mathcal{X}) \in \mathcal{E} \) and leading to the point in space occupied by \( \mathcal{X}' \).
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A fixed chosen configuration \((\mathbf{X}_R, \mathbf{X}'_R)\) is called reference configuration of \((\mathcal{B}, \mathcal{B}')\),

\[
(\mathcal{X}, \mathcal{X}') \quad \mapsto \quad \left( \begin{array}{c} \mathbf{X} = \mathbf{X}_R(\mathcal{X}) \\ \mathbf{X}' = \mathbf{X}'_R(\mathcal{X}, \mathcal{X}') \end{array} \right),
\]

while a motion of \((\mathcal{B}, \mathcal{B}')\) in \(\mathcal{E} \times \mathcal{E}\) is an one parameter family of configurations \((\mathbf{X}, \mathbf{X}')\), parameterized with time \(t \in I\) (\(I \subset \mathbb{R}\), \(I\): interval),

\[
(\mathbf{X}, \mathcal{X}') : \mathcal{B} \times \mathcal{B}' \times I \quad \rightarrow \quad \mathcal{E} \times \mathcal{E}, \quad \left( \begin{array}{c} \mathbf{x} = \mathbf{x}(\mathcal{X}, t) \\ \mathbf{x}' = \mathbf{x}'(\mathcal{X}, \mathcal{X}', t) \end{array} \right).
\]

It is supposed, that for fixed time \(t\), the map \((\mathbf{X}, \mathbf{X}')\) possesses an inverse, so that \(\mathcal{X}, \mathcal{X}'\) may be expressed in terms of \(\mathbf{x}, \mathbf{x}'\). If the motion of \((\mathcal{B}, \mathcal{B}')\) starts at time \(t_0\), then the configuration \((\mathbf{x}(\cdot, t_0), \mathbf{x}'(\cdot, t_0))\) is called the initial configuration. Accordingly, the configuration \((\mathbf{x}(\cdot, t), \mathbf{x}'(\cdot, \cdot, t))\) is denoted as actual or current or Eulerian configuration. In this article, we assume the initial configuration at time \(t_0\) to coincide with the reference configuration,

\[
\mathbf{x} = \mathbf{x}(\mathcal{X}, t_0) \equiv \mathbf{x}_R(\mathcal{X}), \quad \mathbf{x}' = \mathbf{x}'(\mathcal{X}, \mathcal{X}', t_0) \equiv \mathbf{x}'_R(\mathcal{X}, \mathcal{X}').
\]

It is common to call configurations different than the reference configuration as spatial ones. Also, it is assumed that, for fixed \(t\), all inverse functions exist, so that the motion can be expressed in terms of \(\mathbf{X}, \mathbf{X}'\). If no confusion may arise, following common praxis, we shall use the same symbols for these functions as in Eq. (11.40),

\[
(\mathbf{X}, \mathbf{X}', t) \quad \mapsto \quad \left( \begin{array}{c} \mathbf{x} = \mathbf{x}(\mathbf{X}, t) \equiv \mathbf{x}_b(\mathbf{X}) \\ \mathbf{x}' = \mathbf{x}'(\mathbf{X}, \mathbf{X}', t) \equiv \mathbf{x}'_b(\mathbf{X}, \mathbf{X}') \end{array} \right).
\]

Also, we shall write

\[
\mathbf{u} = \mathbf{u}(\mathbf{X}, t) = \mathbf{x} - \mathbf{X}
\]

for the macroscopic displacement vector. Functions \((\mathbf{x}, \mathbf{x}')\) in this equation, for fixed time \(t\), are referred to as deformation from the reference to the actual configuration. We refer to the ranges in \(\mathcal{E} R_R := \mathbf{x}_R(\mathcal{B}), R_t := \mathbf{x}_t(\mathcal{B}), R'_R(\mathbf{X}) := \mathbf{x}'_R(\mathcal{X}, \mathcal{B}'), R'_t(\mathbf{x}) := \mathbf{x}'_t(\mathbf{X}, \mathbf{X}').\)

The introduction of microcontinua into the theory goes back essentially to Mindlin [122] and Eringen [45]. Here, the microcontinuum is supposed to be, in some sense, mechanically (we are dealing with isothermal processes and uniform distributed temperature only) equivalent to some patterned material neighborhood around the considered point. The mass in the microcontinuum is assumed to be continuously distributed. Generally, the microcontinuum as adopted in the present article, is a fictitious (conceptual) one, which may have arbitrary finite dimensions (see Fig. 11.1), i.e. the region in \(\mathcal{E}\) occupied by the microcontinuum at a material point of the macroscopic material must not necessarily be subset of the region occupied by the macroscopic material itself (see also Grammenoudis and Tsakmakis [71]), where this kind of microcontinuum has been invoked in a micropolar plasticity theory). Following Eringen (see, e.g. [46]), we define a micromorphic material to be a material body with a microcontinuum at each point, which suffers only homogeneous deformations.
Figure 11.1: The region $\mathcal{R}_R'(X)$ (respectively $\mathcal{R}_t'(x)$) must not necessarily be subset of the region $\mathcal{R}_R$ (respectively $\mathcal{R}_t$).

### 11.3.2 Deformation

As for a classical continuum, the deformation of the macrocontinuum will be described by the (macro) deformation gradient tensor

$$ F = F(X, t) = \frac{\partial \chi(X, t)}{\partial X} = \text{GRAD} \chi(X, t), \quad (11.45) $$

where $\det F > 0$ is assumed. We distinguish between the operators GRAD and grad, representing the gradients with respect to $X$ and $x$, respectively. Under arbitrary rigid body rotations $Q$ superposed on the actual configuration, $F$ transforms according to

$$ F \rightarrow F^* = QF. \quad (11.46) $$

The right Cauchy-Green deformation tensor $C$ and the left Cauchy-Green deformation tensor $B$ are given by

$$ C = F^T F = U^2, \quad B = FF^T = V^2, \quad (11.47) $$

in which $U$ and $V$, called, respectively, the right and the left stretch tensors, are symmetric and positive definite. They appear in the polar decomposition of $F$,

$$ F = RU = VR, \quad (11.48) $$

where $R$ is a proper orthogonal second-order tensor. The velocity gradient tensor is denoted by $L$,

$$ L := \text{grad} \dot{x} = \dot{F} F^{-1}, \quad (11.49) $$

with

$$ L = D + W, \quad D := \frac{1}{2}(L + L^T), \quad W := \frac{1}{2}(L - L^T). \quad (11.50) $$
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Similar to Eq. (11.45), the deformation of the microscopic body will be described by the microdeformation gradient tensor

\[ f = f(X, X', t) := \frac{\partial X'(X, X', t)}{\partial X'}, \]

(11.51)

with \( \det f > 0 \) being assumed. As in the micromorphic continuum the microstructure suffers homogeneous deformations only, we have \( f = f(X, t) \). Geometrically, the macrodeformation gradient \( F(X, t) \) is a two point tensor, i.e. it acts on a vector \( A \in T_XR \) and furnishes a vector \( a = FA \in T_XR \). On the other hand, since \( f \) is homogeneous deformation, \( f \) may also be thought to be a two point tensor, which acts on vectors \( A \in T_XR \) and furnishes vectors \( \alpha \in T_XR \). Assume \( A, \alpha \) to be objective Lagrangean and objective Eulerian vectors respectively, i.e. under arbitrary rigid body rotations \( Q \) superposed on the actual configuration (of the macroscopic body), \( A, \alpha \) transforms according to \( A^* = A \) and \( \alpha^* = Q\alpha = QfA \). Then, \( f \) has to transform according to

\[ f \rightarrow f^* = Qf. \]

(11.52)

Keeping in mind \( \det f > 0 \), the polar decomposition

\[ f = ru = vr \]

(11.53)

holds, with \( r, u, v \) being second-order tensors corresponding, respectively, to the tensors \( R, U, V \) in the polar decomposition (11.48). We use the symbol \( l \) for the "microvelocity" gradient tensor,

\[ l := \dot{ff}^{-1} = d + w, \]

(11.54)

\[ d := \frac{1}{2}(l + l^T), \quad w := \frac{1}{2}(l - l^T). \]

(11.55)

(According to Eringen [46, p. 24], \( l \) is called the microgyration tensor.)

If we set \( x' = f(X, t)X' \) in Eq. (11.43), then the motion can be described by the map

\[ (X, X', t) \rightarrow \left( \begin{array}{c} x = \chi(X, t) \\ x' = f(X, t)X' \end{array} \right). \]

(11.56)

All what says this map can be reflected by considering instead of arbitrary vectors \( X' \), position vectors \( \Phi \) for the microcontinuum, which are arbitrary fields of \( X, \Phi = \Phi(X) \), and which are mapped to vectors \( \varphi(x, t) = f(X, t)\Phi(X) \). Then, for arbitrary but fixed \( \Phi(\cdot) \), Eq. (11.56) yields

\[ (X, t) \rightarrow \left( \begin{array}{c} x = \chi(X, t) \\ \varphi(x, t) = f(X, t)\Phi(X) \end{array} \right). \]

(11.57)

11.3.3 Coordinate systems

As usually, the tangent space at any point of a manifold is defined to be an Euclidean vector space. The inner product in this space is denoted by a dot. Clearly, in the tangent space of every point there exists always an orthonormal basis, so that, with respect to this (perhaps local) basis, the components of the metric tensor will be given by the Kronecker delta symbol. If these bases form a field of coordinate basis vectors, tangent to a global coordinate system, then the metric coefficients of the metric on the manifold, will be given everywhere by the Kronecker delta symbol. In this case, the metric tensor on
the manifold is everywhere the identity tensor of the second order, and the manifold will be Euclidean. However, if it is not possible to select such a coordinate system, then the tangent vector spaces will still be Euclidean, but the metric of the manifold, and hence the manifold itself, will be not Euclidean. In this case, if we are given the metric coefficients at every point on the manifold, then there do not exist some coordinate transformations rendering the metric coefficients equal to the Kronecker delta everywhere. Nevertheless, the components of tensorial quantities will be expressed in terms of the Euclidean product, which holds always in the tangent space at every point.

It is assumed that \( \mathbb{R}^n \) and \( \mathbb{R}^m \) are Euclidean manifolds, and that they can be covered by coordinate lines of single coordinate systems, respectively. Let \( \{x^i\} \) be Cartesian coordinate systems for \( \mathbb{R}^n \) and \( \mathbb{R}^m \), inducing the coordinate bases \( \mathbf{e}_i = \mathbf{e}_i \), \( \mathbf{g}_i \equiv \mathbf{g}_i \), respectively.

\[
\mathbf{E}_i \cdot \mathbf{E}_j = \delta^i_j, \quad \mathbf{e}_i \cdot \mathbf{e}_j = \delta^i_j .
\] (11.58)

It is convenient to use the coordinate system \( \{X^i\} \) as a convective one. Then the coordinate lines in \( \mathbb{R}^n \) of the coordinate system \( \{X^i\} \) will represent material lines, which will be deformed in \( \mathbb{R}^m \), to form the coordinate lines of the convective coordinate system. To a material point, it will be assigned in \( \mathbb{R}^n \) and \( \mathbb{R}^m \) the same values of convective coordinates \( \{X^i\} \), but the corresponding local coordinate basis will be different. If \( \mathbf{e}_i \) and \( \mathbf{g}_i \) are the coordinate basis vectors for the same material point in \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively, then

\[
\mathbf{g}_i = \mathbf{F} \mathbf{e}_i , \quad \mathbf{g}^j = \mathbf{F}^{-1} \mathbf{E}^j , \quad \mathbf{g}_i \cdot \mathbf{g}_j = \delta^i_j ,
\] (11.59)

\[
g_{ij} = g_i \cdot g_j = \mathbf{E}_i \cdot \mathbf{C} \mathbf{E}_j , \quad g^{ij} = \mathbf{g}_i \cdot \mathbf{g}_j = \mathbf{E}^i \cdot \mathbf{C}^{-1} \mathbf{E}^j .
\] (11.60)

Between the two basis fields \( \{\mathbf{e}_i\} \) and \( \{\mathbf{g}_i\} \), assigned to the manifold \( \mathbb{R}_t \), there are the relations

\[
g_j = \frac{\partial x^i}{\partial X^j} \mathbf{e}_i , \quad g^i = \frac{\partial X^i}{\partial x^j} \mathbf{e}_i .
\] (11.61)

This, together with the formula \( \mathbf{e}^k \frac{\partial}{\partial x^k} = \mathbf{e}^m \frac{\partial X^m}{\partial x^k} \frac{\partial}{\partial X^m} \), imply

\[
\mathbf{e}^k \frac{\partial}{\partial x^k} = \mathbf{g}^m \frac{\partial}{\partial X^m} .
\] (11.62)

Then,

\[
\mathbf{F} = \mathbf{F}^j_i \mathbf{e}_i \otimes \mathbf{E}^j = \delta^j_i \mathbf{g}_i \otimes \mathbf{E}^j , \quad \mathbf{F}_j^i \equiv \mathbf{F}_{ij} = \frac{\partial x^i}{\partial X^j} ,
\] (11.63)

\[
\mathbf{F}^{-1} = (\mathbf{F}^{-1})^j_i \mathbf{e}_i \otimes \mathbf{e}^j = \delta^j_i \mathbf{g}_i \otimes \mathbf{e}^j , \quad (\mathbf{F}^{-1})^i_j \equiv (\mathbf{F}^{-1})_{ij} = \frac{\partial X^i}{\partial x^j} .
\] (11.64)

In analogy to (11.59), (11.60), an additional basis field \( \mathbf{g}_i = \mathbf{g}_i(x, t) \) may be introduced on \( \mathbb{R}_t \), by

\[
\mathbf{g}_i := \mathbf{f} \mathbf{e}_i , \quad \mathbf{g}^i := \mathbf{f}^T \mathbf{E}^i , \quad \mathbf{g}^i \cdot \mathbf{g}_j = \delta^i_j .
\] (11.65)

Note that, in opposite to \( \{\mathbf{g}_i\} \), the basis \( \{\mathbf{g}_i\} \) is anholonomic, since \( \mathbf{f} \) does not satisfy some compatibility conditions with respect to the coordinates \( \{X^i\} \). In other words, \( \mathbf{f} \) may be thought to be only a local deformation for the macroscopic body.
11.3 Kinematic

11.3.4 Strain energy function in micromorphic hyperelasticity

The definition of kinematical measures typical for micromorphic continua can be motivated by considering first pure elasticity. Suppose the specific (per unit mass of the macroscopic continuum) strain energy function $\Psi$ for an elastic micromorphic material to depend on $F$, $f$, and $\text{GRAD} f$,

$$\Psi = \bar{\Psi}(F, f, \text{GRAD} f) \quad .$$ (11.66)

It is worth regarding, that $\text{GRAD} f$ introduces an internal length into the theory. According to Eq. (11.66), an elastic micromorphic continuum models microphysical properties of the real material by taking into account, beyond the classical deformation gradient tensor $F$, the microdeformation gradient tensor $f$ and its gradient $\text{GRAD} f$ (see Eringen [45]).

With respect to the convective coordinate system $\{X^i\}$, we have

$$\text{GRAD} f = \frac{\partial f}{\partial X^i} = \frac{\partial f}{\partial X^i} \otimes E^i \quad .$$ (11.67)

In view of (11.52), the third-order tensor $\text{GRAD} f$ obeys the transformation law

$$(\text{GRAD} f)^* \equiv \text{GRAD}(Q f) = Q \frac{\partial f}{\partial X^k} \otimes E^k = Q \text{GRAD} f \quad ,$$ (11.68)

where, as usual, $X^* \equiv X$ has been assumed. On requiring $\Psi^* = \tilde{\Psi}(F^*, f^*, \text{GRAD} f^*) = \Psi$, we get

$$\Psi = \tilde{\Psi}(Q F, Q f, Q \text{GRAD} f) \quad ,$$ (11.69)

which must hold for every proper orthogonal $Q$. By setting $Q = r^{-1}$,

$$\Psi = \tilde{\Psi}(r^{-1} F, u, r^{-1} \text{GRAD} f) = \tilde{\Psi}(u f^{-1} F, u, u f^{-1} \text{GRAD} f) = \tilde{\Psi}(f^{-1} F, u^2, f^{-1} \text{GRAD} f) \quad ,$$ (11.70)

or

$$\Psi = \tilde{\Psi}(\hat{\epsilon}, \hat{\beta}, \tilde{K}) \quad ,$$ (11.71)

where

$$\hat{\epsilon} := f^{-1} F - 1 \quad , \quad \hat{\beta} := \frac{1}{2} (u^2 - 1) \quad , \quad \tilde{K} := f^{-1} \text{GRAD} f = f^{-1} \frac{\partial f}{\partial X^k} \otimes E^k \quad .$$ (11.72)

Variables $\hat{\epsilon}$, $\hat{\beta}$, and $\tilde{K}$ are Lagrangean measures, which represent a second-order micromorphic strain tensor, a second-order classical strain tensor for the microstructure and a third-order micromorphic curvature tensor, respectively. This set of variables has been introduced by Eringen (see, e.g. Eringen [45, p. 15]) in order to formulate micromorphic elasticity. Especially, $\tilde{K}$ is called by Eringen the wryness tensor. Note that Eq. (11.72) is not the only set of variables appropriate for formulating the constitutive theory. Alternatives arise by setting in (11.69) $Q$ equal to $r^T$ or $R^{-1}$ or $R^T$. Then, by following similar steps as above, one can readily prove that the sets (cf. Eringen [46, p. 14 and 15])

$$\left( f^{-1} F - 1, \frac{1}{2} (u^2 - 1), F^{-1} \text{GRAD} f \right) \quad ,$$ (11.73)

$$\left( f^T F - 1, \frac{1}{2} (u^2 - 1), f^T \text{GRAD} f \right) \quad ,$$ (11.74)
\[ \left( f^T F - 1, \frac{1}{2} (u^2 - 1), F^{-1} \text{GRAD} f \right), \] (11.75)
\[ \left( f^T F - 1, \frac{1}{2} (U^2 - 1), F^T \text{GRAD} f \right), \] (11.76)
\[ \left( f^T F - 1, \frac{1}{2} (U^2 - 1), f^{-1} \text{GRAD} f \right), \] (11.77)
\[ \left( F^{-1} f - 1, \frac{1}{2} (U^2 - 1), F^{-1} \text{GRAD} f \right), \] (11.78)

may also be used as Lagrangean kinematical variables for formulating constitutive theories of micromorphic elasticity.

### 11.4 Balance laws

#### 11.4.1 Conservation of mass for the micro- and the macroscopic continuum

Let \( V'(X) \), \( v'(x, t) \) be the volumes of the space ranges \( \mathcal{R}'(X) \) and \( \mathcal{R}'(x) \), respectively. In the ensuing analysis we shall often suppress the argument \( X \) in functions \( V'(X) \), \( \mathcal{R}'(X) \), the argument \( x \) in function \( \mathcal{R}'(x) \), the arguments \( x, t \) in function \( v'(x, t) \), the arguments \( X, t \) in function \( f(X, t) \), and so forth. Thus, for corresponding volume elements \( dV' \) and \( dv' \), we have

\[ dv' = (\det f) dV' , \] (11.79)

or equivalently

\[ v' = (\det f) V' . \] (11.80)

The mass in the microcontinuum at \( X \), which models a neighborhood around \( X \) of the real material, is assumed to be continuously distributed, so that a mass density \( \rho'(x, x', t) \) is assigned to each point in \( \mathcal{R}'(x) \), the corresponding mass density in \( \mathcal{R}'(X) \) being \( \rho'_R(X, X') \equiv \rho'(X, X', 0) \). Conservation of mass for the microcontinuum is assumed to apply, so that

\[ \rho'(x, x', t) = \frac{\rho'_R(X, X')}{\det f(X, t)} . \] (11.81)

Let \( dV, \rho_R(X) \) be the volume element and the mass density of the macroscopic continuum in the reference configuration at point \( X \). Denote by \( dv \) the corresponding volume element in the actual configuration at point \( x \). Then

\[ dv = (\det F) dV . \] (11.82)

The volumes of \( \mathcal{R}_R \) and \( \mathcal{R}_t \) are denoted by \( V \) and \( v \), respectively.

We suppose \( \rho_R \) to be given by the volume average

\[ \rho_R(X) = \langle \rho'_R(X, X') \rangle_{\mathcal{R}_R} := \frac{1}{V'} \int_{\mathcal{R}_R} \rho'_R(X, X') dV' . \] (11.83)
The mass density of the macroscopic continuum in the actual configuration is referred to as $\rho(x, t)$, and conservation of mass for the macroscopic continuum is required,

$$\rho(x, t) = \frac{\rho_R(X)}{\det F(X, t)} .$$  \hspace{1cm} (11.84)

The latter, together with (11.79)–(11.83) yields

$$\rho(x, t) = \langle \rho'(x, x', t) \rangle_{R'} := \frac{1}{v'} \int_{R'} \chi(x, t) \rho'(x, x', t) dv' , \hspace{1cm} (11.85)$$

with the weight function $\chi$ being defined by

$$\chi(x, t) := \frac{\det f(X, t)}{\det F(X, t)} .$$  \hspace{1cm} (11.86)

In other words, the mass density of the macroscopic continuum is given by the weighted volume average of the mass density of the microcontinuum. The weight function $\chi$ captures both the deformation of the macroscopic continuum and the deformation of the microcontinuum. On the other hand, one may think the mass density of the macroscopic continuum to be defined by (11.85). Then, as $\rho'(X, X', 0) = \rho_R(X, X')$, $v'(X, 0) = V'(X)$, $f(X, 0) = F(X, 0) = 1$, and hence $\chi(X, 0) = 1$, we see that $\rho(X, 0) = \rho_R(X)$, with $\rho_R(X)$ given by (11.83), and Eq. (11.84) will be recovered.

### 11.4.2 Balance laws of momentum and moment of momentum

By taking into account the motion of the microcontinuum, Mindlin [122] elaborated rigorous derivations for the balance laws for momentum (linear moment) and moment of momentum (angular moment) for the case of small deformations. Following steps similar to those in Mindlin’s approach, but adjusted to the finite deformation version of the theory adopted here, one may derive in $R_t$, relative to the Cartesian coordinate system $\{x_i\}$, the balance of momentum

$$\frac{\partial T_{ij}}{\partial x_j} + b_i = \rho \ddot{x}_i \text{ in } R_t , \hspace{1cm} (11.87)$$

the balance of moment of momentum

$$\frac{\partial T_{ijk}}{\partial x_k} + T_{ij} - \Sigma_{ij} + b^{(d)}_{ij} = \rho \lambda_{ij} \text{ in } R_t , \hspace{1cm} (11.88)$$

and appropriate boundary conditions. (For reasons of completeness, the proof of this assertion is given in Sect. 11.6). In (11.87), (11.88), $\text{div} S = \frac{\partial S_{ij}}{\partial x_j} e_i$ for an Eulerian second-order tensor field $S = S(x)$, $T = T_{ij} e_i \otimes e_j$ is the Cauchy stress tensor (non-symmetric), $\Sigma = \Sigma_{ij} e_i \otimes e_j$ is a symmetric stress tensor responsible for the microcontinuum, $T = T_{ijk} e_i \otimes e_j \otimes e_k$ is a so-called double stress tensor, $b = b_i e_i$ and $b^{(d)} = b^{(d)}_{ij} e_i \otimes e_j$ are, respectively, the body force and the double body force per unit volume of the actual configuration of the macroscopic continuum, and $t = t_i e_i$, $t^{(d)} = t^{(d)}_{ij} e_i \otimes e_j$ are, respectively, the surface force (traction) and the double surface force (double traction) per unit area of the actual configuration of the macroscopic continuum. The second-order tensor $\lambda$ is defined by

$$\lambda(x, t) := \frac{1}{v'} \int_{R'} \dot{x}' \otimes x' dv' , \hspace{1cm} (11.89)$$
if $X' = 0$ is volume centroid of the microcontinuum in the reference configuration, or by

$$\lambda(x, t) := \frac{1}{\varrho(x, t)} \int \chi(x, t) (x' \otimes x') \varrho(x', x, t) \, dv' , \quad (11.90)$$

if $X' = 0$ is center of mass of the microcontinuum in the reference configuration. Tensor $\lambda$ in (11.89) or (11.90) is called specific (per unit mass of the microscopic continuum) spin inertia tensor. It is analogously but not equal to a corresponding tensor introduced by Eringen and Suhubi [49]. Note that $\lambda$ obeys the representation (see Sect. 11.6)

$$\lambda = (\dot{l} + ll) \theta , \quad (11.91)$$

with

$$\theta = f \Theta f^T \quad (11.92)$$

and

$$\Theta = \Theta(X) := \frac{1}{V} \int_{R'_R} (X' \otimes X') \, dV' = \Theta^T , \quad (11.93)$$

$$\theta = \theta(x, t) := \frac{1}{v'} \int_{R'_R} (x' \otimes x') \, dv' = \theta^T , \quad (11.94)$$

if $X' = 0$ is volume centroid of the microcontinuum in the reference configuration, or

$$\Theta = \Theta(X) := \frac{1}{\varrho_R(X) V'} \int \chi(x, t) (X' \otimes X') \varrho_R(X, X') \, dV' , \quad (11.95)$$

$$\theta = \theta(x, t) := \frac{1}{\varrho(x, t) v'} \int_{R'_R} \chi(x, t) (x' \otimes x') \varrho(x, x', t) \, dv' , \quad (11.96)$$

if $X' = 0$ is center of mass of the microcontinuum in the reference configuration. Again, the tensors $\Theta$, $\theta$ defined by (11.93), (11.94) or (11.95), (11.96) are in essence the same as the so-called microinertia tensors introduced by Eringen (see, e.g. [46, p. 32]). Furthermore, starting from the motion of a microcontinuum included in each material particle of the macroscopic continuum, Eringen and Suhubi (see, e.g. [49]) proposed, by using different approaches than Mindlin, balance laws of momentum and moment of momentum for the macroscopic continuum, and related boundary conditions. If one chooses a fixed form for $\Theta = \Theta(X)$ in (11.92), then, regardless of the way $\Theta$ is defined, these laws are exactly the same as those in (11.87), (11.88). Also, for small deformations, apart from definition of $\Theta$, relations (11.87), (11.88) are exactly the same relations obtained by Mindlin [122] for a material composed wholly of unit cells.

### 11.4.3 Balance of mechanical energy

It is well known in continuum mechanics that the balance law of mechanical energy is derivable from the balance laws of momentum and moment of momentum (cf. corresponding relations in [46, 49]). Since the resulting equation is important for our aims, and in order to make the paper self-contained, we discuss briefly the derivation of this balance law.

We take the product of Eq. (11.87) (respectively, Eq. (11.88)) with $\dot{x}_i$ (respectively, $l_{ij}$):

$$\frac{\partial T_{ij}}{\partial x_j} \dot{x}_i + b_i \dot{x}_i = \varrho \ddot{x}_i \dot{x}_i = \frac{1}{2} \varrho \frac{d}{dt} (\dot{x}_i \dot{x}_i) \quad , \quad (11.97)$$
\[ \frac{\partial T_{ijk}}{\partial x_k} l_{ij} + T_{ij}l_{ij} - \Sigma_{ij}l_{ij} + b^{(d)}_{ij} l_{ij} = \rho \lambda l_{ij} \]  

(11.98)

Employing the identities
\[
\begin{align*}
\frac{\partial T_{ij}}{\partial x_j} \xi_i &= \frac{\partial (T_{ij} \dot{x}_i)}{\partial x_j} - T_{ij} L_{ij} , \\
\frac{\partial T_{ijk}}{\partial x_k} l_{ij} &= \frac{\partial (T_{ijk} l_{ij})}{\partial x_k} - T_{ijk} (\text{grad} l)_{ijk} , \\
\end{align*}
\]

(11.99)

(11.100)

and integrating (11.97), (11.98) over \( \mathcal{R}_t \) (with boundary \( \partial \mathcal{R}_t \)), followed by the use of the divergence theorem,
\[
\int_{\partial \mathcal{R}_t} t \cdot \mathbf{a} d\mathbf{a} + \int_{\mathcal{R}_t} \mathbf{b} \cdot \mathbf{x} dv = \frac{d}{dt} \int_{\mathcal{R}_t} \frac{1}{2} (\dot{\mathbf{x}} \cdot \mathbf{x}) \rho dv + \int_{\mathcal{R}_t} \mathbf{T} \cdot \mathbf{L} dv ,
\]

(11.101)
\[
\int_{\partial \mathcal{R}_t} t^{(d)} \cdot \mathbf{a} d\mathbf{a} + \int_{\mathcal{R}_t} \mathbf{b}^{(d)} \cdot \mathbf{L} dv = \int_{\mathcal{R}_t} \mathbf{T} \cdot (\mathbf{L} - 1) dv + \int_{\mathcal{R}_t} (\mathbf{S} - \mathbf{T}) \cdot \mathbf{L} dv + \int_{\mathcal{R}_t} \mathbf{T} \cdot \text{grad} l dv .
\]

(11.102)

We write \( dA = d\mathbf{A} n_{\mathcal{R}} \) for a material surface element of the macroscopic continuum at \( \mathbf{x} \) in \( \mathcal{R}_t \), the corresponding material surface element at \( \mathbf{x} \) in \( \mathcal{R}_t \) being \( d\mathbf{A} = d\mathbf{a} n_{\mathcal{R}} \), where \( n_{\mathcal{R}} \) and \( n \) are the (positive) unit normals to the boundaries of \( \mathcal{R}_R \) and \( \mathcal{R}_t \), respectively. After adding Eq. (11.101) to Eq. (11.102),
\[
\int_{\partial \mathcal{R}_t} \left( t \cdot \dot{\mathbf{x}} + t^{(d)} \cdot \mathbf{1} \right) d\mathbf{a} + \int_{\mathcal{R}_t} \left( \mathbf{b} \cdot \dot{\mathbf{x}} + \mathbf{b}^{(d)} \cdot \mathbf{1} \right) dv
\]
\[= \int_{\mathcal{R}_t} \left[ \frac{1}{2} \frac{d}{dt} (\dot{\mathbf{x}} \cdot \mathbf{x}) + \lambda \cdot \mathbf{1} \right] dv + \int_{\mathcal{R}_t} \left[ \mathbf{T} \cdot (\mathbf{L} - 1) + \mathbf{S} \cdot \mathbf{1} + \mathbf{T} \cdot \text{grad} l \right] dv ,
\]

(11.103)

which is the resulting balance of mechanical energy. The terms on the left-hand side represent the rate of working of the external (applied) forces. The first integral on the right-hand side is the rate of change of the kinetic energy of the body and
\[
\int_{\mathcal{R}_t} [\mathbf{T} \cdot (\mathbf{L} - 1) + \mathbf{S} \cdot \mathbf{1} + \mathbf{T} \cdot \text{grad} l] dv = \int_{\mathcal{R}_R} [\mathbf{S} \cdot (\mathbf{L} - 1) + \mathbf{S} \cdot \mathbf{1} + \mathbf{T} \cdot \text{grad} l] dV ,
\]

(11.104)

is the rate of working of the internal forces, where
\[
\begin{align*}
\mathbf{S} &= (\det \mathbf{F})' \mathbf{T} , & \mathbf{S} &= (\det \mathbf{F}) \mathbf{\Sigma} , & \mathbf{S} &= (\det \mathbf{F}) \mathbf{T} \\
\mathbf{S} &= (\det \mathbf{F})' \mathbf{T} , & \mathbf{S} &= (\det \mathbf{F}) \mathbf{\Sigma} , & \mathbf{S} &= (\det \mathbf{F}) \mathbf{T} \\
\end{align*}
\]

(11.105)

are the weighted Cauchy stress tensor, the weighted stress tensor for the microcontinuum and the weighted double stress tensor, respectively. From Eq. (11.104), we recognize that
\[
\begin{align*}
w &= \mathbf{S} \cdot (\mathbf{L} - 1) , & w' &= \mathbf{S} \cdot \mathbf{1} \equiv \mathbf{\sigma} \cdot \mathbf{d} , & w_c &= \mathbf{S} \cdot \text{grad} l \\
\end{align*}
\]

(11.106)

represent stress powers per unit volume of the reference configuration.

### 11.5 Dual Variables

#### 11.5.1 Equivalent classes of strain and micromorphic curvature tensors

In this section we shall interpret geometrically the set of kinematical variables \( \tilde{\epsilon}, \tilde{\beta} \) and \( \tilde{\kappa} \) appearing in Eq. (11.72). To this end we shall made use of scalar valued differences of geometrical measures.
Figure 11.2: \( \mathbf{F}(\mathbf{X}, t) \), \( \mathbf{f}(\mathbf{X}, t) \) are two-point deformation tensors, mapping vectors at \( \mathbf{X} \) in the reference configuration to vectors at \( \mathbf{x} \) in the actual configuration.

The interpretation of other sets of variables like these in Eqs. (11.73)–(11.78) will be established in a similar fashion.

Consider a material line on \( \mathcal{R}_0 \) passing through an arbitrary point \( \mathbf{X} \) and having there tangent vector \( \mathbf{C} = \mathbf{C}(\mathbf{X}) \) (see Fig. 11.2). The corresponding tangent vector on the same material line on \( \mathcal{R}_t \) at \( \mathbf{x} = \chi(\mathbf{X}, t) \) is \( \mathbf{c} = \mathbf{c}(\mathbf{x}, t) \). Further, assume \( \Phi = \Phi(\mathbf{X}) \) to be a vector at \( \mathbf{X} \), which is position vector to some material point \( \mathbf{X}' \in \mathcal{R}'_0(\mathbf{X}) \), the corresponding vector at \( \mathbf{x} = \chi(\mathbf{X}, t) \) being \( \varphi(\mathbf{x}, t) \). Then,

\[
\mathbf{c} = \mathbf{F}\mathbf{C} \quad , \quad \varphi = \mathbf{f}\Phi .
\]  

(11.107)

On the other hand, one may consider vectors \( \Xi = \Xi(\mathbf{X}) \) and \( \mathbf{Z} = \mathbf{Z}(\mathbf{X}) \), which are normal at \( \mathbf{X} \), to material surfaces in the macroscopic and the microscopic continuum, respectively. The corresponding vectors normal to the same material surfaces in the actual configuration are respectively \( \xi = \xi(\mathbf{x}, t) \) and \( \zeta = \zeta(\mathbf{x}, t) \) and we have

\[
\xi = \mathbf{F}^T^{-1}\Xi , \quad \zeta = \mathbf{f}^T^{-1}\mathbf{Z} .
\]  

(11.108)

More generally, one can consider regular linear transformations \( \mathbf{F}_a = \mathbf{F}_a(\mathbf{X}, t) \) for the macroscopic continuum, and regular linear transformations \( \mathbf{f}_a = \mathbf{f}_a(\mathbf{X}, t) \) for the microscopic continuum, both going from the reference to the same, but otherwise arbitrary configuration. On designating the counterparts of \( \mathbf{C} \), \( \Phi \), \( \Xi \), \( \mathbf{Z} \) with respect to these configurations, respectively, by \( \mathbf{c}_a \), \( \varphi_a \), \( \xi_a \), \( \zeta_a \),

\[
\mathbf{c}_a = \mathbf{F}_a\mathbf{C} \quad , \quad \varphi_a = \mathbf{f}_a\Phi , \\
\xi_a = \mathbf{F}_a^T^{-1}\Xi , \quad \zeta_a = \mathbf{f}_a^T^{-1}\mathbf{Z} .
\]  

(11.109)  

(11.110)

Particular examples of such transformations are discussed in Part II in the framework of multiplicative decompositions of \( \mathbf{F} \) and \( \mathbf{f} \) into elastic and plastic parts.
11.5 Dual Variables

11.5.1.1 Strain tensors

As in classical continuum mechanics, the state of strain in the microstructure at \( \mathbf{x} = \mathbf{X}(x, t) \), for fixed time \( t \), may be expressed in terms of the scalar valued difference

\[
\Delta_s' = \Delta_s'(X, t) := \frac{1}{2}(\varphi \cdot \varphi - \Phi \cdot \Phi).
\]

(11.111)

With respect to the reference configuration, on using Eq. (11.107)_2, we have

\[
\Delta_s' = \Phi \cdot \tilde{\beta} \Phi,
\]

(11.112)

where

\[
\tilde{\beta} := \frac{1}{2}(f^T f - 1)
\]

(11.113)

represents a Green strain tensor for the microstructure. Various counterparts of \( \tilde{\beta} \) may be introduced by requiring from \( \Delta_s' \) to remain form-invariant with respect to the chosen configuration. (This method for defining strain tensors has been discussed intensively in Haupt and Tsakmakis [82]). For example, relative to the actual configuration,

\[
\Delta_s' = \varphi \cdot \beta \varphi,
\]

(11.114)

where

\[
\beta := f^T \tilde{\beta} f^{-1} = \frac{1}{2}(1 - \nu^{-2})
\]

(11.115)

is Eulerian counterpart of \( \tilde{\beta} \), and is called Almansi strain tensor (for the microstructure). An equivalence class of strain tensors \( \beta_a \) may be generated by representing \( \Delta_s' \) with respect to configurations induced by \( \mathbf{F}_a, f_a \),

\[
\Delta_s' = \varphi_a \cdot \beta_a \varphi_a, \quad \beta_a = f_a^T \tilde{\beta} f_a^{-1}.
\]

(11.116)

In other words, \( \Delta_s' \) is represented form-invariantly, with respect to configurations induced by \( f_a \), by means of the strain tensors \( \beta_a \), which are obtained by push-forward transformations of \( \beta \).

In order to interpret the micromorphic strain tensor \( \tilde{\epsilon} \), we enter into relation the deformations of the micro- and the macrocontinuum by introducing the scalar valued difference

\[
\Delta_s = \Delta_s(X, t) := \zeta \cdot c - Z \cdot C.
\]

(11.117)

Then, by virtue of (11.107)_1 and (11.108)_2, we get relative to the reference configuration

\[
\Delta_s = Z \cdot \tilde{\epsilon} C.
\]

(11.118)

With respect to arbitrary configurations induced by \( \mathbf{F}_a, f_a \), we have

\[
\Delta_s = \zeta_a \cdot \epsilon_a c_a.
\]

(11.119)

The strain tensors \( \epsilon_a \) are defined by the push-forward transformations

\[
\epsilon_a = c_a \tilde{\epsilon} f_a^{-1}.
\]

(11.120)
and form an equivalence class of micromorphic strain tensors. For the particular choice \( f = F, F_a = F \), we obtain the Eulerian micromorphic strain tensor

\[
\epsilon := f \bar{\epsilon} F^{-1} = f (f^{-1} F - 1) F^{-1} = 1 - f F^{-1},
\]

for which

\[
\Delta_a = \zeta \cdot \epsilon c.
\]

It is perhaps of interest to remark, that as \( \Phi(X), Z(X) \in T_X R_R, \bar{\beta}, \bar{\epsilon} \) can be imagined as second-order tensor fields on \( R_R \), i.e. \( \bar{\beta}(X,t), \bar{\epsilon}(X,t) : T_X R_R \times T_X R_R \rightarrow \mathbb{R} \). Similarly, \( \beta, \epsilon \) are second-order tensor fields on \( R_t \), i.e. \( \beta(x,t), \epsilon(x,t) : T_X R_t \times T_X R_t \rightarrow \mathbb{R} \) and so on.

As mentioned at the beginning of Sect. 11.5.1, all strain tensors may be introduced geometrically by considering appropriate scalar valued differences like \( \Delta'_a \) and \( \Delta_a \). For example, the micromorphic strain tensors in the sets (11.73)–(11.78) can be obtained by considering, relative to the reference configuration, differences of the form

\[
\varphi \cdot c - \Phi \cdot C, \quad \xi \cdot \varphi - \Xi \cdot \Phi, \quad \ldots.
\]

### 11.5.1.2 Micromorphic curvature tensors

For interpreting geometrically the micromorphic curvature tensor \( \tilde{K} \) (see Eq. (11.72)3), suppose \( X_i, i = 1, 2, 3 \), to be mutually different material points of the microstructure attached to \( X \), which are not all in a plane, and are different that \( X \). Let \( \Phi_i = \tilde{\Phi}_i(X) \equiv X_i \) be the (position) vectors assigned to the pairs \( (X, X_i') \). Clearly, \( \Phi_i \) are three time- and linear independent vectors (directors) at \( X (\Phi_i \in T_X R_R) \), which form a basis at \( X \), the reciprocal basis being \( \Phi^i = \Phi^i(X), \Phi^i \cdot \Phi_j = \delta^i_j \). On the other hand, \( \Phi_i \) may be thought to be tangent vectors to material lines of the microstructure at \( X \). Then, the reduced convective basis for the microcontinuum at \( x \) will be given by

\[
\varphi_i = \varphi_i(x,t) = f^{\Phi_i} \in T_X R_t,
\]

with reciprocal basis

\[
\varphi^i = \varphi^i(x,t) = f^{T^{-1}} \Phi^i \in T_X R_t.
\]

In the particular case where \( \Phi_i = E_i \), the basis \( \{ \varphi_i \} \) will coincide with the basis \( \{ \varrho_i \} \) (cf. Eq. (11.65)). However, in the following it is convenient to left \( \{ \Phi_i \} \) arbitrary. Evidently, the basis fields \( \varphi_i(x,t) \) and \( \Phi_i(X) \), induced by the convective coordinate systems in the microstructure, can be invoked to characterize the deformation of the microcontinuum. This is analogous to the macrocontinuum, the deformation of which can be reflected by the basis vector fields \( E_i(X) \) and \( g_i(x,t) \), induced by the convective coordinate system \( \{ X^i \} \).

Next, we define a scalar-valued difference \( \Delta_c \) by

\[
\Delta_c = \Delta_c(X, t) := \varphi^1 \cdot (\nabla_{R_t} \varphi_2)[g_3] - \Phi^1 \cdot (\nabla_{R_R} \Phi_2)[E_3],
\]

where

\[
\nabla_{R_t} \varphi_2 := \text{grad} \varphi_2 = \frac{\partial \varphi_2}{\partial X^k} \otimes g^k,
\]

(11.127)
\[
\n\nabla_{\mathcal{R}} \Phi_2 := \text{GRAD} \Phi_2 = \frac{\partial \Phi_2}{\partial X^k} \otimes E^k .
\]

(11.128)

\[\Delta_c\] is a measure for the deformation of the microstructure at a material point, which takes into account the deformation of the microstructure assigned to points in the neighborhood.

Our aim is to represent \(\Delta_c\) first by means of the curvature tensor \(\tilde{\mathcal{K}}\). To this end we express \(\varphi^1, \varphi_2\) and \(g_3\) in Eq. (11.126) in terms of \(\Phi^1, \Phi_2\) and \(E_3\),

\[
\Delta_c = f^{T-1} \Phi^1 \cdot \left( \frac{\partial (f \Phi_2)}{\partial X^k} \otimes g^k \right) [g_3] - \Phi^1 \cdot \left( \frac{\partial \Phi_2}{\partial X^k} \otimes E^k \right) [E_3]
\]

\[
= \Phi^1 \cdot \left( f^{-1} \frac{\partial f}{\partial X} \Phi_2 \right) \left( g^k \cdot g_3 \right) + \Phi^1 \cdot \frac{\partial \Phi_2}{\partial X^k} (g^k \cdot g_3) - \Phi^1 \cdot \frac{\partial \Phi_2}{\partial X^k} (E^k \cdot E_3) ,
\]

(11.129)

or, in view of \(g^k \cdot g_3 = E^k \cdot E_3\),

\[
\Delta_c = \Phi^1 \cdot \left( f^{-1} \frac{\partial f}{\partial X} \Phi_2 \right) (E^k \cdot E_3) = \left( f^{-1} \frac{\partial f}{\partial X} \otimes E^k \right) [\Phi^1, \Phi_2, E_3] .
\]

(11.130)

Hence, (cf. definition (11.72)\(_3\))

\[
\Delta_c = \mathcal{K}[\Phi^1, \Phi_2, E_3] .
\]

(11.131)

It straightforward to verify that, with respect to the actual configuration,

\[
\Delta_c = \mathcal{K}[\varphi^1, \varphi_2, g_3] ,
\]

(11.132)

where

\[
\mathcal{K} := \frac{\partial f}{\partial X^k} f^{-1} \otimes g^k \equiv (\text{grad} f) \circ f^{-1}
\]

(11.133)

and

\[
\mathcal{K} = \mathcal{L}(f, f^{T-1}, F^{T-1})[\tilde{\mathcal{K}}] .
\]

(11.134)

That means, \(\mathcal{K}\) can be derived from \(\tilde{\mathcal{K}}\) by push-forward transformation generated by \(\mathcal{L}(f, f^{T-1}, F^{T-1})\).

Result (11.134) can be generalized to arbitrary configurations induced by the deformations \(F_a, f_a\). In fact, if we define

\[
(g_a)_k := F_a E_k , \quad (g_a)^k = F^T_a \cdot E^k ,
\]

(11.135)

\[
(\varphi_a)_k := f_a \Phi_k , \quad (\varphi_a)^k = f^{T-1}_a \cdot \Phi^k ,
\]

(11.136)

then an equivalence class of tensors \(\mathcal{K}_a\) can be constructed, such that

\[
\Delta_c = \mathcal{K}_a[(\varphi_a)^1, (\varphi_a)_2, (g_a)_3] \]

(11.137)

and

\[
\mathcal{K}_a = \mathcal{L}(f_a, f^{T-1}_a, F^{T-1}_a)[\tilde{\mathcal{K}}]
\]

(11.138)

or

\[
\tilde{\mathcal{K}} = \mathcal{L}(f^{-1}_a, f^T_a, F^T_a)[\mathcal{K}_a] .
\]

(11.139)
Especially, for \( \mathbf{F}_a = \mathbf{F} \) and \( \mathbf{f}_a = \mathbf{f} \),
\[
\mathcal{K}_{mnr} = (f^{T^{-1}})_{mj}(\mathbf{F}^{T^{-1}})_{nj}(\mathbf{F}^{T^{-1}})_{nk}\tilde{K}_{ijk},
\]
and
\[
\tilde{\mathcal{K}}_{mnr} = (f^{-1})_{mj}(f^{T})_{nj}(f^{T})_{nk}\tilde{K}_{ijk},
\]
with respect to the Cartesian coordinate systems \( \{X_i\} \) for \( \mathcal{R}_R \) and \( \{x_i\} \) for \( \mathcal{R}_t \), inducing the basis \( \{\mathbf{E}_i\} \) and \( \{\mathbf{e}_i\} \), respectively. Evidently, \( \tilde{\mathcal{K}}(\mathbf{X}, t) \) is a third-order tensor on \( \mathcal{R}_R \), \( \mathcal{K}(\mathbf{x}, t) \) is a third-order tensor on \( \mathcal{R}_t \), and so on.

Summarizing, by representing the scalar differences \( \Delta'_s \), \( \Delta_s \) and \( \Delta_c \) in a form-invariant manner with respect to the chosen configuration, equivalent classes of strain tensors for the microcontinuum, micromorphic strain tensors and micromorphic curvature tensors can be obtained. This also provides the geometrical interpretation of the considered set of strain and curvature tensors. The geometrical interpretation of other sets of variables can be established in a similar fashion. However, in the remaining of this paper, and in Part II, we shall concentrate ourselves on the equivalent classes of strain and curvature tensors. The geometrical interpretation of other sets of variables can be found out associated time derivatives and dual stresses. For other sets of variables the approach will be quite similar.

### 11.5.2 Associated rates for strain and micromorphic curvature tensors

For every strain or micromorphic curvature tensor, a specific rate (associated rate) may be uniquely determined by requiring from \( \dot{\Delta}'_s \), \( \dot{\Delta}_s \), and \( \dot{\Delta}_c \) to remain also form-invariant with respect to the chosen configuration (cf. Haupt and Tsakmakis \[82\] for similar approaches in classical continuum mechanics).

It is worth mentioning that this method for assigning to each strain or micromorphic curvature tensor an associated rate is independent of particular material properties.

To illustrate the method, we restrict attention to \( \Delta'_s \), take the material time derivative of (11.111), (11.114) or (11.116), and summarize the results as follows
\[
\dot{\Delta}'_s = \varphi \cdot \dot{\beta} \varphi , \quad \dot{\beta} := \dot{\beta} + \dot{\mathbf{l}} = \mathbf{d} ,
\]
or generally
\[
\dot{\Delta}_s = \varphi_a \cdot \dot{\beta}_a \varphi_a , \quad \dot{\beta}_a := \dot{\beta}_a + (\dot{\mathbf{f}}_a \mathbf{f}_a^{-1})^T \beta_a + \beta_a (\dot{\mathbf{f}}_a \mathbf{f}_a^{-1}) .
\]

We refer to \( \dot{\beta}_a \) as the rate associated to \( \beta_a \). Obviously, \( \dot{\Delta}_s \), like \( \Delta'_s \), is represented form-invariantly with respect to the chosen configuration. To each strain \( \beta_a \), operating in configurations generated by \( \mathbf{F}_a, \mathbf{f}_a \), there is assigned a specific rate \( \dot{\beta}_a \), which represents a generalized Oldroyd time derivative.

With respect to the reference configuration, the associated rate is the material time derivative, while relative to the actual configuration, the associated rate corresponds to a classical Oldroyd derivative.

It is of interest, and also of practical importance, to remark that the associated rates \( \dot{\beta}_a \) arise from the rate \( \dot{\beta} \) by the same push-forward transformations as between \( \dot{\mathbf{f}}_a \) and \( \dot{\beta} \) (cf. Eq. (11.116)\(_2\))
\[
\dot{\beta}_a = \mathbf{f}_a^{T^{-1}} \dot{\beta} \mathbf{f}_a^{-1} .
\]
Without proof, we mention that under rigid body rotations superposed on the configuration induced by $F_a$, $f_a$, $\beta_a$, transforms like $\beta_a$. Moreover, higher associated rates may be introduced by postulating the time rates $\dot{\Delta}_s$, $\dot{\Delta}_s'$, ... to be form-invariant with respect to the chosen configuration as well. This means, our approach for introducing associated rates is the same as that one used to construct the well known Rivlin-Ericksen tensors (see Malvern [116, p. 403]).

In a similar way, Eqs. (11.117)–(11.122) yield

$$\Delta_s = Z \cdot \dot{\varepsilon} C \quad , \quad \dot{\varepsilon} := \dot{\varepsilon} ,$$

(11.146)

$$\Delta_s = \zeta \cdot \dot{\varepsilon} c \quad , \quad \dot{\varepsilon} := \dot{\varepsilon} - \epsilon e + \epsilon L = L - 1 = \epsilon e F^{-1} ,$$

(11.147)

or generally

$$\Delta_s = \zeta_a \cdot \dot{\varepsilon}_a c_a \quad , \quad \dot{\varepsilon}_a := \dot{\varepsilon}_a - (\dot{f}_a f^{-1}) \epsilon_a + \epsilon_a (\dot{F}_a F^{-1}) = f_a \epsilon e F^{-1} .$$

(11.148)

For the associated rates of micromorphic curvature tensors, we deduce from Eqs. (11.131)–(11.141)

$$\Delta_c = \hat{K} \{ \Phi^1, \Phi_2, E_3 \} \quad , \quad \hat{K} := \hat{\mathcal{K}} ,$$

(11.149)

$$\Delta_c = \hat{K} \{ \varphi^1, \varphi_2, g_3 \} \quad , \quad \hat{K} := \hat{\mathcal{K}} - I K_1 + I T \circ \mathcal{K} + K I = \nabla l = \mathcal{L}(f, f T^{-1}, F T^{-1})[\hat{\mathcal{K}}] .$$

(11.150)

With respect to the orthonormal bases $\{ E_i \}$ and $\{ e_i \}$, induced by the Cartesian coordinate systems $X_i$ for $\mathcal{R}_R$ and $x_i$ for $\mathcal{R}_t$,

$$\dot{K}_{ijm} = \left( (f^{-1})_{ir} \frac{\partial f_{rj}}{\partial X^i} \right)_{mq} = (f^{-1})_{ir} (f T^{-1})_{jm} (f T^{-1})_{mn} \frac{\partial l_{rp}}{\partial x_s} ,$$

(11.151)

$$\dot{K}_{klm} = (f)_{kl} (f T^{-1})_{lm} (f T^{-1})_{mn} \dot{K}_{ijm} = \frac{\partial l_{kl}}{\partial x_n} .$$

(11.152)

More generally,

$$\Delta_c = \hat{K}_a \{ \varphi_a^1, \varphi_a^2, g_a^3 \} ,$$

(11.153)

$$\hat{K}_a = \hat{K}_a - (\dot{f}_a f_a^{-1}) \mathcal{K}_a + (\dot{f}_a f_a^{-1})^T \mathcal{K}_a + \mathcal{K}_a (\dot{F}_a F_a^{-1}) = \mathcal{L}(f, f T^{-1}, F_a T^{-1}) \hat{\mathcal{K}} .$$

(11.154)

Of course, higher rates for the micromorphic strain and the micromorphic curvature tensors may be introduced in a natural manner, by requiring from the rates $\dot{\Delta}_s$, $\dot{\Delta}_s'$, ..., $\dot{\Delta}_c$, $\dot{\Delta}_c'$, ... to be form-invariant with respect to the chosen configuration. Concluding, we remark that also for the micromorphic strain and the micromorphic curvature tensors, the associated rates transform, under rigid body rotations superposed on the configuration induced by $F_a$, $f_a$, as the tensors themselves.

### 11.5.3 Dual Stress Tensors and Their Associated Rates

Generally, strain and stress tensors are not a priori related to each other, raising the question of whether there exists a method to connect with each strain tensor a stress tensor independently of specific material properties. The stress power is commonly the convenient framework for answering this
In the context of classical continuum mechanics, Hill [85] developed the concept of conjugate variables on the basis of the stress power \( \ddot{w} \) (e.g., per unit volume of reference configuration). According to this, a stress tensor is postulated to be conjugate to a given strain tensor \( \mathbf{e} \), if the scalar product of \( \mathbf{t} \) with the material time derivative of \( \mathbf{e} \) yields the stress power \( \ddot{w} \).

\[
\ddot{w} = \mathbf{t} \cdot \mathbf{\dot{e}}.
\]

Hill’s conjugacy concept is meaningful only for Lagrangean variables. In fact, for the Eulerian Cauchy stress tensor a conjugate strain tensor does not exist (see, e.g. Ogden [134, p.159]). To overcome this difficulty in classical continuum mechanics, Haupt and Tsakmakis [82] proposed the concept of dual variables. We shall adopt this concept and we shall extend it to cover micromorphic continua as well. For simplicity, we shall define the notion dual variables only with reference to the three classes of strain and micromorphic curvature tensors introduced in Sect. (11.5.1). But it is emphasized that for other classes one has to go on analogously.

We first concentrate ourself to the class of strain tensors \( \mathbf{\beta} \) and discuss in full length the main issues of the concept. Recall that for defining these tensors and their associated rates, use is made of the scalar quantities \( \Delta'_s, \Delta'_s, \ldots \). These scalars were required to be form-invariant with respect to the chosen configuration. Now, we consider the stress power \( w' \) defined by (11.106), and its rates \( \dot{w}', \ddot{w}', \ldots \), and require from these scalar quantities to be also form-invariant with respect to the chosen configuration. Keeping in mind (11.143), it follows that

\[
w' = \mathbf{\sigma} \cdot \mathbf{\dot{\beta}}
\]

relative to the actual configuration, or

\[
w' = \mathbf{\sigma} \cdot \mathbf{f}^{-1} \mathbf{\dot{\beta}} \mathbf{f}^{-1} = \mathbf{f}^{-1} \mathbf{\sigma} \mathbf{f}^{-1} \cdot \mathbf{\dot{\beta}},
\]

and therefore

\[
w' = \mathbf{\sigma} \cdot \mathbf{\dot{\beta}}
\]

relative to the reference configuration, where (cf. Eq. (11.226))

\[
\mathbf{\sigma} = \mathbf{f}^{-1} \mathbf{\sigma} \mathbf{f}^{-1}
\]

represents a second Piola-Kirchhoff stress tensor for the microcontinuum. Substituting \( \mathbf{\dot{\beta}} \) from (11.145) into (11.158),

\[
w' = \mathbf{f}_a \mathbf{\sigma}_a \mathbf{f}_a^T \cdot \mathbf{\dot{\beta}}_a.
\]

On defining the stress tensor \( \mathbf{\sigma}_a \) through

\[
\mathbf{\sigma}_a := \mathbf{f}_a \mathbf{\sigma} \mathbf{f}_a^T,
\]

we obtain, with respect to configurations generated by \( \mathbf{F}_a, \mathbf{f}_a \),

\[
w' = \mathbf{\sigma}_a \cdot \mathbf{\dot{\beta}}_a.
\]

The latter reveals that \( w' \) exhibits a form-invariant representation with respect to every configuration induced by \( \mathbf{F}_a, \mathbf{f}_a \). If \( \mathbf{F}_a = \mathbf{f}_a = 1 \) (reference configuration), then \( w' \) is given by (11.158), while for
\( \mathbf{F}_a = \mathbf{F} \) and \( \mathbf{f}_a = \mathbf{f} \) (actual configuration) \( w' \) is given by (11.156). Pairs \((\mathbf{\beta}_a, \mathbf{\sigma}_a)\) of strain and stress tensors satisfying (11.162) are said to be dual strain and stress tensors (with respect to \( w' \)).

To determine the time derivative which is associated with the stress tensor \( \mathbf{\sigma}_a \), we take the material time derivative of \( w' \) in (11.158),

\[
\dot{w}' = \dot{\mathbf{\sigma}} \cdot \dot{\mathbf{\beta}} + \dot{\mathbf{\sigma}} \cdot \dddot{\mathbf{\beta}} .
\] (11.163)

Using the stress tensors \( \mathbf{\sigma}_a \) and the strain tensors \( \mathbf{\beta}_a \), the term \( \dot{\mathbf{\sigma}} \cdot \dddot{\mathbf{\beta}} \) can be written in the form

\[
\dot{\mathbf{\sigma}} \cdot \dddot{\mathbf{\beta}} = \mathbf{\Delta} \mathbf{\sigma}_a \cdot \mathbf{\Delta} \mathbf{\beta}_a ,
\] (11.164)

where

\[
\mathbf{\Delta} \mathbf{\beta}_a = \mathbf{\hat{f}}_a^T \mathbf{f}_a^{-1} \mathbf{\hat{f}}_a^T = (\mathbf{\hat{\beta}}_a) + (\mathbf{\hat{f}}_a \mathbf{f}_a^{-1}) \mathbf{\hat{\beta}}_a + \mathbf{\hat{\beta}}_a (\mathbf{\hat{f}}_a \mathbf{f}_a^{-1}) .
\] (11.165)

Clearly, Eq. (11.164) represents a scalar, which is expressible form-invariantly with respect to the chosen configuration. Consequently, the scalar

\[
w'_{\text{incr.}} := \dot{\mathbf{\sigma}} \cdot \dddot{\mathbf{\beta}} ,
\] (11.166)

which is called the incremental stress power (per unit volume of the reference configuration) for the microcontinuum, must also be form-invariant with respect to the chosen configuration. Because,

\[
w'_{\text{incr.}} = \dot{\mathbf{\sigma}} \cdot \mathbf{\hat{f}}_a^T \mathbf{\hat{\beta}}_a \mathbf{f}_a = \mathbf{\hat{f}}_a \dot{\mathbf{\sigma}} \mathbf{\hat{f}}_a^T \cdot \mathbf{\hat{\beta}}_a ,
\] (11.167)

\( \dot{w}' \) will be form-invariant,

\[
w'_{\text{incr.}} = \mathbf{\nabla} \mathbf{\sigma}_a \cdot \mathbf{\Delta} \mathbf{\beta}_a ,
\] (11.168)

whenever

\[
\mathbf{\nabla} \mathbf{\sigma}_a := \dot{\mathbf{\sigma}} - (\mathbf{\hat{f}}_a \mathbf{f}_a^{-1}) \mathbf{\sigma}_a - \mathbf{\sigma}_a (\mathbf{\hat{f}}_a \mathbf{f}_a^{-1})^T = \mathbf{f}_a \dot{\mathbf{\sigma}} \mathbf{f}_a^T .
\] (11.169)

If \( \mathbf{F}_a = \mathbf{F}, \mathbf{f}_a = \mathbf{f} \) (actual configuration), then

\[
\mathbf{\nabla} \mathbf{\sigma} = \dot{\mathbf{\sigma}} - \mathbf{\sigma} \mathbf{f}_a \mathbf{f}_a^T .
\] (11.170)

This way, we can associate with each stress tensor \( \mathbf{\sigma}_a \) a specific time derivative \( \mathbf{\nabla} \mathbf{\sigma}_a \), which is referred to as associated rate. Concerning the properties of the rates \( \mathbf{\nabla} \mathbf{\sigma}_a \), it is easy to prove that under rigid body rotations superposed on the configurations induced by \( \mathbf{F}_a, \mathbf{f}_a, \mathbf{\nabla} \mathbf{\sigma}_a \) transform like \( \mathbf{\sigma}_a \). Also, Eqs. (11.169) and (11.161) suggest that \( \mathbf{\nabla} \mathbf{\sigma}_a \) arises from \( \dot{\mathbf{\sigma}} \) by the same push-forward transformation as between \( \mathbf{\sigma}_a \) and \( \mathbf{\sigma} \).

The method for determining stress tensors dual to the micromorphic strains \( \mathbf{\epsilon}_a \), as well as associated rates, is quite similar. The main results read as follows,

\[
w = \tilde{\mathbf{S}} \cdot \dot{\mathbf{\hat{\epsilon}}} = \mathbf{S} \cdot \dot{\mathbf{\hat{\epsilon}}} = \mathbf{S}_a \cdot \dot{\mathbf{\hat{\epsilon}}}_a .
\] (11.171)
with (cf. (11.226))
\[ S = fT^{-1}SF^T, \]  
(11.172)

or generally
\[ S_a := f_aT^{-1}SF_a^T. \]  
(11.173)

\( S_a \) is called dual to \( \epsilon_a \). The associated rates \( \dot{S}_a \) are given by
\[ \dot{S}_a = f_aT^{-1}\dot{S}F_a^T = \dot{S}_a + (\dot{f}_a f_a^{-1})^T S_a - S_a (\dot{F}_a F_a^{-1})^T. \]  
(11.174)

For \( F_a = F, f_a = f \) (actual configuration)
\[ \dot{S} = fT^{-1}\dot{S}F^T = \dot{S} + f^T S - SL^T. \]  
(11.175)

Finally, for the double stress tensors dual to the micromorphic curvature tensors, we have
\[ w_c = \tilde{S} \cdot \dot{\mathbf{K}} = S \cdot \dot{\mathbf{K}} = S_a \cdot \dot{\mathbf{K}}_a, \]  
(11.176)

with (cf. (11.226))
\[ S = \mathcal{L}(fT^{-1}, f, F)[\tilde{S}], \]  
(11.177)

or generally
\[ S_a := \mathcal{L}(f_aT^{-1}, f_a, F_a)[\tilde{S}]. \]  
(11.178)

Micromorphic curvature tensors \( \mathbf{K}_a \) and double stress tensors \( S_a \) are said to be dual to each other. The associated rates \( \tilde{S}_a \) are given by
\[ \tilde{S}_a = \mathcal{L}(f_aT^{-1}, f_a, F_a)[\tilde{S}] = \dot{S}_a + (\dot{f}_a f_a^{-1}) S_a - S_a (\dot{F}_a F_a^{-1})^T - S_a (\dot{F}_a F_a^{-1})^T. \]  
(11.179)

In particular, for \( F_a = F \) and \( f_a = f \),
\[ \tilde{S} = \mathcal{L}(fT^{-1}, f, F)[\tilde{S}] = \dot{S} + fS - fT - SL. \]  
(11.180)

We shall employ in Part II the strain and micromorphic curvature tensors, as well as their corresponding dual stress tensors to formulate micromorphic plasticity.

Appendix

11.6 Derivation of balance laws for momentum and moment of momentum according to Mindlin’s approach

We shall extend, from small to finite deformations, the approach of Mindlin for establishing the balance laws of momentum and moment of momentum. We start from the definition of the microcontinuum, the
kinematical relations, the equations describing conservation of mass (see Sect. 11.4.1) and Hamilton’s principle. Latter is considered only for conservative mechanical systems and is equivalent to the local equations of motion, provided all functions involved are sufficiently smooth. However, although the local equations of motion will be derived in the framework of conservative systems, they still apply to every mechanical system governed by similar higher order stresses. Consequently, they can be utilized for the elastic-plastic materials addressed in Part II. Another important reason for employing this approach is to derive rigorously the local equations of motion for the macrocontinuum by using appropriate averages of the microcontinuum, as it is shown in the remainder of the paper.

Before going any further we would like to mention two articles, which come into our knowledge by one of the reviewers. The first one is of Germain [62] and deals with the virtual power method to derive relevant field equations among others also for micromorphic materials. According to this method, which has been recently applied by Forest and Sievert [55], it is not necessary for the material behavior to be hyperelastic, which makes it appear to be an advantage, or to be more general, than other energetical principles dealing with hyperelastic material behavior. However, the virtual power method requires some a priori knowledge, which may be available only through experience. The second article goes back to Chen [22] and proposes to gain the field equations from Hamilton’s principle under the framework of Poisson bracket formalisms. There are some similarities between this article and our work, in what concerns the weight functions in the averaging procedures. But otherwise the article of Chen [22] relies upon Eringen’s definition on microcontinuum, so that differences exist, e.g. in the definition of the spin inertia tensor.

11.6.1 Hamilton’s principle for pure elastic materials

Hamilton’s principle for independent variations $\delta u$ and $\delta f$ of displacement $u := x - X$ and microdeformation $f$, and fixed times $t_0, t_1$, reads

$$\delta \left( \int_{t_0}^{t_1} K \, dt + \int_{t_0}^{t_1} W_e \, dt \right) = \delta \int_{t_0}^{t_1} W \, dt \ ,$$

or

$$\int_{t_0}^{t_1} \delta K \, dt + \int_{t_0}^{t_1} \delta W_e \, dt = \int_{t_0}^{t_1} \delta W \, dt \ .$$

Here, $K$ and $W_e$ are the total kinetic energy and the work done by external forces for the macrocontinuum, respectively, while $W$ designates the work of the internal forces. Variations $\delta u$ and $\delta f$, as well as quantities $K$, $W_e$, $W$ are defined in the following sections. In doing this, it suffices to concentrate ourself on the Cartesian coordinates $\{x_i\}$ for $R_t$ and $\{X_i\}$ for $R_R$, inducing the orthonormal bases $\{e_i\}$ and $\{E_i\}$, respectively. All tensorial components are referred to these coordinate systems.

11.6.2 Variation of $u$ and $f$

Let $\partial R_t$ be the boundary of $R_t$, and denote by $\partial R_t^{u_i}$ the part of $\partial R_t$ where the displacement components $u_i$ are prescribed, $u_i = \bar{u}_i$ on $\partial R_t^{u_i}$. Variations $\delta u = \delta u(x,t)$ are defined to be, as sufficiently as needed, smooth functions vanishing on $\partial R_t^{u_i}$, i.e. $\delta u_i = 0$ on $\partial R_t^{u_i}$. Moreover, $\delta u$ have to vanish everywhere at times $t_0$ and $t_1$, $\delta u \equiv 0$ in $R_{t_0}$ or $R_{t_1}$.
Let \( \partial R_{ij}^{(f)} \) be the part of \( \partial R_t \) where components of the microdeformation \( f_{ij} \) are prescribed, \( f_{ij} = \bar{f}_{ij} \) on \( \partial R_{ij}^{(f)} \). Variations \( \delta f = \delta f(x, t) \) are defined to be, as sufficiently as needed, smooth functions vanishing on \( \partial R_{ij}^{(f)} \), i.e. \( \delta f_{ij} = 0 \) on \( \partial R_{ij}^{(f)} \), and to satisfy \( \delta f = 0 \) in in \( R_{t_0} \) or \( R_{t_1} \).

### 11.6.3 Kinetic energy of the macroscopic continuum

The total kinetic energy of the macrocontinuum is given by (cf. Mindlin [122])

\[
K := \int_{R} T dV \equiv \int_{R_t} \tau dv , \tag{11.183}
\]

where \( T \) is the density of kinetic energy of the macroscopic continuum at \( X \) per unit volume of the reference configuration of the macroscopic continuum, and \( \tau \) is the density of kinetic energy of the macroscopic continuum at \( x \) per unit volume of the actual configuration of the macroscopic continuum. We define

\[
T = T(X, t) := \frac{1}{2} \langle \dot{x}'(X, x') \rangle_{R_R} \langle (x + x') \cdot (x + x') \rangle_{R_R} = \frac{\partial_R}{2} \langle (x + x') \cdot (x + x') \rangle_{R_R} , \tag{11.184}
\]

\[
\tau = \tau(x, t) := \frac{1}{2} \langle \dot{x}'(x, x', t) \rangle_{R_t} \langle (x + x') \cdot (x + x') \rangle_{R_t} = \frac{\theta}{2} \langle (x + x') \cdot (x + x') \rangle_{R_t} , \tag{11.185}
\]

where \( \langle (x + x') \cdot (x + x') \rangle_{R_R} \) and \( \langle (x + x') \cdot (x + x') \rangle_{R_t} \) are respectively averages of squares of velocities to be defined appropriately, and use has been made of (11.83) and (11.85). In order for definitions (11.184) and (11.185) to be compatible with (11.183), we have to prove that

\[
TdV = \tau dv . \tag{11.186}
\]

In addition, we shall show that \( T \) and \( \tau \) obey the representations

\[
T = \frac{\partial_R}{2} (\dot{x} \cdot \dot{x}) + \frac{\partial_R}{2} f^T \dot{f} \cdot \Theta , \tag{11.187}
\]

\[
\tau = \frac{\theta}{2} (\dot{x} \cdot \dot{x}) + \frac{\theta}{2} f^T T \cdot \theta , \tag{11.188}
\]

where \( \Theta \) and \( \theta \) are Lagrangean and Eulerian second-order tensors, respectively, to be given below. They fulfill the transformation law

\[
\theta = f \Theta f^T . \tag{11.189}
\]

Proceeding to prove (11.186)–(11.189), we consider two possibilities for the material point \( X' = 0 \) of the microcontinuum at \( X \).

In the first possibility, we assume this point to be the volume centroid of the microcontinuum, i.e.

\[
\int_{R_R} X' dV' = 0 . \tag{11.190}
\]

As the deformation of the microcontinuum is homogeneous, we have \( X' = f^{-1} x' \), so that (11.190) is equivalent to

\[
\frac{1}{\det f} f^{-1} \int_{R_{t_1}} x' dv' = 0 , \tag{11.191}
\]
11.6 Derivation of balance laws for momentum and moment of momentum

where (11.79) has been taken into account. Since \( f \) is a regular mapping, the linear equation (11.191) possess only the trivial solution

\[
\int_{R'_t} \mathbf{x}' dV' = 0 .
\]  

(11.192)

In other words, the material point of the microcontinuum which is volume centroid in the reference configuration remains volume centroid in the actual configuration as well. From (11.192),

\[
\frac{d}{dt} \int_{R'_t} \mathbf{x}' dV' = \int_{R'_t} (\dot{\mathbf{x}}' + \mathbf{x}'(\text{tr}\mathbf{I})) dV' = 0 ,
\]  

(11.193)

and hence

\[
\int_{R'_t} \dot{\mathbf{x}}' dV' = 0 \quad \text{or} \quad \int_{R'_R} \dot{\mathbf{x}}' dV' = 0 .
\]  

(11.194)

Now, we define

\[
\langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{R_R} := \frac{1}{V'} \int_{R'_R} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dV' ,
\]  

(11.195)

\[
\langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{R_t} := \frac{1}{v'} \int_{R'_t} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dv' .
\]  

(11.196)

It follows from (11.184), (11.185), by virtue of (11.194), that

\[
T = T(\mathbf{X}, t) = \frac{\varrho_R(\mathbf{X})}{2} \left\{ \frac{1}{V'} \int_{R'_R} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dV' \right\} = \frac{\varrho_R}{2} \langle \dot{\mathbf{x}} \cdot \dot{\mathbf{x}} \rangle + \frac{\varrho_R}{2} \left\{ \frac{1}{v'} \int_{R'_t} (\dot{\mathbf{x}}' \cdot \dot{\mathbf{x}}') dv' \right\} ,
\]  

(11.197)

and

\[
\tau = \tau(\mathbf{x}, t) = \frac{\varrho(\mathbf{x}, t)}{2} \left\{ \frac{1}{v'} \int_{R'_t} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') dv' \right\} = \frac{\varrho}{2} \langle \dot{\mathbf{x}} \cdot \dot{\mathbf{x}} \rangle + \frac{\varrho}{2} \left\{ \frac{1}{v'} \int_{R'_t} (\dot{\mathbf{x}}' \cdot \dot{\mathbf{x}}') dv' \right\} .
\]  

(11.198)

Note in passing, that (11.197) corresponds to the kinetic energy density proposed by Mindlin [122], when "the material is composed wholly of unit cells". Also, it is not difficult (by using (11.79)–(11.86)) to verify that (11.197) and (11.198) satisfy the equivalence relation (11.186).

In order to recast \( T \) and \( \tau \), we introduce the second-order tensors \( \Theta \) and \( \theta \) by the volume averages

\[
\Theta = \Theta(\mathbf{X}) := \frac{1}{V'} \int_{R'_R} (\mathbf{X}' \otimes \mathbf{X}') dV' = \Theta^T ,
\]  

(11.199)

\[
\theta = \theta(\mathbf{x}, t) := \frac{1}{v'} \int_{R'_t} (\mathbf{x}' \otimes \mathbf{x}') dv' = \theta^T .
\]  

(11.200)

Clearly, these definitions satisfy the transformation rule (11.189), and recalling that \( \dot{\mathbf{x}}' = \mathbf{l} \dot{\mathbf{x}}' \), we find

\[
\frac{1}{V'} \int_{R'_R} (\dot{\mathbf{x}}' \cdot \dot{\mathbf{x}}') dV' = \frac{1}{v'} \int_{R'_t} (\dot{\mathbf{x}}' \cdot \dot{\mathbf{x}}') dv' = \dot{\mathbf{f}}^T \dot{\mathbf{f}} \cdot \Theta = \dot{\mathbf{f}}^T \mathbf{l} \cdot \theta .
\]  

(11.201)
After inserting in (11.197) and (11.198), we get Eqs. (11.187) and (11.188), which proves the assertion
in the context of the first possibility.

According to the second possibility, we assume the point \( \mathbf{X}' = 0 \) of the microcontinuum at \( \mathbf{X} \), to be
the center of mass, i.e.

\[
\int_{\mathcal{R}'} \mathbf{X}' \varrho_R dV' = 0 ,
\]
(11.202)

which is equivalent to

\[
\int_{\mathcal{R}_i'} \mathbf{x}' \varrho' dV' = 0 .
\]
(11.203)

That means, the material point of the microcontinuum which is center of mass in the reference configu-
ration remains center of mass in every configuration during the motion of the material body. Moreover,

\[
\frac{d}{dt} \int_{\mathcal{R}_i'} \mathbf{x}' \varrho' dV' = \int_{\mathcal{R}_i'} \dot{x}' \varrho' dV' = 0 .
\]
(11.204)

(These results go back to Eringen (see, e.g. [46, p. 31]).)

Now, we define

\[
\langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_R} := \frac{1}{\int_{\mathcal{R}'_R} \varrho_R'(\mathbf{x}, \mathbf{x}')dV'} \int_{\mathcal{R}'_R} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \varrho_R'(\mathbf{x}, \mathbf{x}')dV' ,
\]
(11.205)

\[
\langle (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \rangle_{\mathcal{R}_i} := \frac{1}{\int_{\mathcal{R}'_i} \chi(\mathbf{x}, t) \varrho'(\mathbf{x}, \mathbf{x}', t)dV'} \int_{\mathcal{R}'_i} \chi(\mathbf{x}, t)[(\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}')] \varrho'(\mathbf{x}, \mathbf{x}', t)dV' .
\]
(11.206)

After inserting in (11.184), (11.185), and applying (11.202)–(11.204) and the relations (cf. Eqs. (11.83),
(11.85))

\[
\varrho_R V' = \int_{\mathcal{R}'_R} \varrho'_R dV' , \quad \varrho v' = \int_{\mathcal{R}'_i} \chi \varrho' dV' ,
\]
(11.207)

we conclude that

\[
T = \frac{\varrho_R}{2} \left\{ \frac{1}{\varrho_R V'} \int_{\mathcal{R}'_R} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \varrho'_R dV' \right\} = \frac{\varrho_R}{2} (\dot{\mathbf{x}} \cdot \dot{\mathbf{x}}) + \frac{\varrho_R}{2} \left\{ \frac{1}{\varrho_R V'} \int_{\mathcal{R}'_R} (\dot{\mathbf{x}}' \cdot \dot{\mathbf{x}}') \varrho'_R dV' \right\}
\]
(11.208)

and

\[
\tau = \frac{\varrho}{2} \left\{ \frac{1}{\varrho v'} \int_{\mathcal{R}'_i} \chi \mathbf{x} (\mathbf{x} + \mathbf{x}') \cdot (\mathbf{x} + \mathbf{x}') \varrho' dV' \right\} = \frac{\varrho}{2} (\ddot{\mathbf{x}} \cdot \mathbf{x}) + \frac{\varrho}{2} \left\{ \frac{1}{\varrho v'} \int_{\mathcal{R}'_i} \chi \dot{\mathbf{x}}' \cdot \mathbf{x}' \varrho' dV' \right\} .
\]
(11.209)

It is easy to confirm (by using relations (11.79)–(11.86)), on the one hand, that (11.208) and (11.209)
satisfy Eq. (11.186), and on the other hand, that \( T \) and \( \tau \) may be represented by (11.187), (11.188),
provided \( \Theta \) and \( \theta \) are now defined by the mass averages

\[
\Theta = \Theta(\mathbf{X}) := \frac{1}{\varrho_R(\mathbf{X}) V'(\mathbf{X})} \int_{\mathcal{R}'_R} (\mathbf{X}' \otimes \mathbf{X}') \varrho_R(\mathbf{X}, \mathbf{X}')dV' = \Theta^T ,
\]
(11.210)
\[ \theta = \theta(x, t) := \frac{1}{\varrho(x, t) v'(x, t)} \int_{\mathcal{R}_t'} \chi(x, t) (x' \otimes x') \varrho'(x, x', t) dv' = \theta^T, \]  

which proves the assertion in the context of the second possibility.

Note that the second-order tensors \( \Theta \) and \( \theta \) in Eqs. (11.210), (11.211) correspond, but are not equal, to the microinertia tensors introduced by Eringen (see, e.g. [46, p. 32]).

From (11.183) and (11.187)
\[ \int_{t_0}^{t_1} \delta K dt = - \int_{t_0}^{t_1} \left\{ \int_{\mathcal{R}_t} (\varrho R \bar{x} \cdot \delta \mathbf{u} + \varrho R \Theta \cdot \bar{f} \delta \mathbf{f}) dV \right\} dt, \]

where use is made of partial integration and of the fact that \( \delta \mathbf{u} \) and \( \delta \mathbf{f} \) vanish at times \( t_0 \) and \( t_1 \).

Similar to Eringen [46, p. 33], we define a spin inertia second-order tensor \( \lambda \) by
\[ \lambda(x, t) := \frac{1}{v'} \int_{\mathcal{R}_t'} (\dot{x}' \otimes x') dv' \]
if \( X' = 0 \) is volume centroid, or by
\[ \lambda(x, t) := \frac{1}{\varrho(x, t) v'} \int_{\mathcal{R}_t'} \chi(x, t) (\ddot{x}' \otimes x') \varrho'(x, x', t) dv' \]
if \( X' = 0 \) is center of mass. Since the microcontinuum undergoes homogeneous deformations, the relation \( \ddot{x}' = (\dot{\mathbf{l}} + \mathbf{ll}) x' \) applies, so that in every case
\[ \lambda = (\dot{\mathbf{l}} + \mathbf{ll}) \theta, \]
in view of (11.200) and (11.211). Further, it is readily shown that
\[ \Theta \cdot \bar{f} \delta \mathbf{f} = (\dot{\mathbf{l}} + \mathbf{ll}) \theta \cdot (\delta \mathbf{f}) \mathbf{f}^{-1}, \]
so that, after substitution in (11.212),
\[ \int_{t_0}^{t_1} \delta K dt = - \int_{t_0}^{t_1} \left\{ \int_{\mathcal{R}_t} [\varrho \bar{x} \cdot \delta \mathbf{u} + \varrho \lambda \cdot (\delta \mathbf{f}) \mathbf{f}^{-1}] dV \right\} dt, \]
or,
\[ \int_{t_0}^{t_1} \delta K dt = - \int_{t_0}^{t_1} \left\{ \int_{\mathcal{R}_t} [\varrho \ddot{x}_i \delta u_i + \varrho \lambda_{ij} (\delta f_{im}) (\mathbf{f}^{-1})_{mj}] dV \right\} dt. \]

### 11.6.4 Work of the internal forces

The work of the internal forces will be stored in the material as potential energy \( W \),
\[ W := \int_{\mathcal{R}_R} \varrho R \Psi dV \equiv \int_{\mathcal{R}_t} \varrho \Psi dv, \]
with \( \Psi \) being given by (11.71). We define the second-order stress tensors
\[ \tilde{S} := \varrho R \frac{\partial \tilde{\Psi}}{\partial \tilde{\epsilon}}, \quad \tilde{\sigma} := \varrho R \frac{\partial \tilde{\Psi}}{\partial \tilde{\beta}} = \tilde{\sigma}^T \]
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and the third-order double stress tensor
\[
\tilde{S} := \varrho R \frac{\partial \tilde{\psi}}{\partial \tilde{\mathbf{K}}} .
\] (11.221)

It follows from (11.219), that
\[
\delta W = \int_{R_t} \left( \tilde{S} \cdot \delta \tilde{\epsilon} + \tilde{\sigma} \cdot \delta \tilde{\beta} + \tilde{S} \cdot \delta \tilde{\mathbf{K}} \right) dV .
\] (11.222)

After some lengthy, but otherwise straightforward calculations,
\[
\tilde{S} \cdot \delta \tilde{\epsilon} = S \cdot \{ (\delta \mathbf{F}) \mathbf{F}^{-1} - (\delta \mathbf{f}) \mathbf{f}^{-1} \} ,
\] (11.223)
\[
\tilde{\sigma} \cdot \delta \tilde{\beta} = \sigma \cdot \{ (\delta \mathbf{f}) \mathbf{f}^{-1} \} ,
\] (11.224)
\[
\tilde{S} \cdot \delta \tilde{\mathbf{K}} = S \cdot \frac{\partial \{ (\delta \mathbf{f}) \mathbf{f}^{-1} \}}{\partial \mathbf{x}} ,
\] (11.225)

where
\[
S := \mathbf{f}^T \mathbf{S} \mathbf{F}^T , \quad \sigma := \mathbf{f} \mathbf{\sigma} \mathbf{f}^T , \quad \mathbf{S} := \mathcal{L}(\mathbf{f}^T, \mathbf{f}, \mathbf{F})[\tilde{\mathbf{S}}] .
\] (11.226)

Substitution in (11.222), and integrating with respect to the actual configuration,
\[
\delta W = \int_{R_t} \left\{ T \cdot \{ (\delta \mathbf{F}) \mathbf{F}^{-1} \} - T \cdot \{ (\delta \mathbf{f}) \mathbf{f}^{-1} \} + \Sigma \cdot \{ (\delta \mathbf{f}) \mathbf{f}^{-1} \} + T \cdot \frac{\partial \{ (\delta \mathbf{f}) \mathbf{f}^{-1} \}}{\partial \mathbf{x}} \right\} dV ,
\] (11.227)

or equivalently
\[
\delta W = \int_{R_t} \{ T_{ij} (\delta \mathbf{F}_{im})(\mathbf{F}^{-1})_{mj} - T_{ij} (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} + \Sigma_{ij} (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} + T_{ijk} \frac{\partial \{ (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} \}}{\partial \mathbf{x}_k} \} dV ,
\] (11.228)

where
\[
T := \frac{1}{\text{det} \mathbf{F}} \mathbf{S} , \quad \Sigma := \frac{1}{\text{det} \mathbf{F}} \sigma , \quad T := \frac{1}{\text{det} \mathbf{F}} S .
\] (11.229)

We notice the relations
\[
T_{ij} (\delta \mathbf{F}_{im})(\mathbf{F}^{-1})_{mj} = \frac{\partial (T_{ij} \delta u_i)}{\partial \mathbf{x}_j} - \frac{\partial T_{ij}}{\partial \mathbf{x}_j} \delta u_i ,
\] (11.230)
\[
T_{ijk} \frac{\partial \{ (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} \}}{\partial \mathbf{x}_k} = \frac{\partial \{ T_{ijk} (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} \}}{\partial \mathbf{x}_k} - \frac{\partial T_{ijk}}{\partial \mathbf{x}_k} (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} .
\] (11.231)

On inserting in (11.228), and employing the divergence theorem,
\[
\delta W = \int_{R_t} \left( \Sigma_{ij} - T_{ij} - \frac{\partial T_{ijk}}{\partial \mathbf{x}_j} \right) (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} dV - \int_{\partial R_t} \frac{\partial T_{ij}}{\partial \mathbf{x}_j} (\delta u_i) d\mathbf{a}
\[\begin{align*}
& \quad + \int_{\partial R_t} T_{ij} n_j (\delta u_i) d\mathbf{a} + \int_{\partial R_t} T_{ijk} n_k (\delta \mathbf{f}_{im})(\mathbf{f}^{-1})_{mj} d\mathbf{a} .
\end{align*}
\] (11.232)

with $\partial R_t$ being the boundary of $R_t$. 
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11.6.5 Work of the external forces

As suggested by Mindlin [122], the form of (11.232) motivates to adopt the following form for \(\delta W_e\),

\[
\delta W_e = \int_{\mathcal{R}_t} b_i \delta u_i dv + \int_{\mathcal{R}_t} b_{ij}^{(d)} (\delta f_{im}) (\mathbf{f}^{-1})_{mj} dv + \int_{\partial \mathcal{R}_t} t_i \delta u_i da + \int_{\partial \mathcal{R}_t} t_{ij}^{(d)} (\delta f_{im}) (\mathbf{f}^{-1})_{mj} da ,
\]

(11.233)

where \(\mathbf{b} = b_i \mathbf{e}_i\), \(\mathbf{b}^{(d)} = b_{ij}^{(d)} \mathbf{e}_i \otimes \mathbf{e}_j\) are the body force and double body force per unit volume of the actual configuration of the macroscopic continuum and \(\mathbf{t} = t_i \mathbf{e}_i\), \(\mathbf{t}^{(d)} = t_{ij}^{(d)} \mathbf{e}_i \otimes \mathbf{e}_j\) are the surface force (traction) and the double surface force (double traction) per unit area of the actual configuration of the macroscopic continuum, respectively.

11.6.6 Local equations of motion

We now insert Eqs. (11.233), (11.232), and (11.218) into Eq. (11.182) and drop the integration with respect to time,

\[
\begin{align*}
\int_{\mathcal{R}_t} \left( \frac{\partial T_{ij}}{\partial x_j} + b_i - \varrho \ddot{x}_i \right) \delta u_i dv \\
+ \int_{\mathcal{R}_t} \left( \frac{\partial T_{ijk}}{\partial x_k} + T_{ij} - \Sigma_{ij} + b_{ij}^{(d)} - \varrho \lambda_{ij} \right) (\delta f_{im}) (\mathbf{f}^{-1})_{mj} dv \\
+ \int_{\partial \mathcal{R}_t} (t_i - T_{ij} n_j) \delta u_i da + \int_{\partial \mathcal{R}_t} (t_{ij}^{(d)} - T_{ijk} n_k) (\delta f_{im}) (\mathbf{f}^{-1})_{mj} da = 0 .
\end{align*}
\]

(11.234)

The necessary and sufficient conditions in order for (11.234) to be satisfied for arbitrary variations \(\delta \mathbf{u}\), \(\delta \mathbf{f}\), are the local equations of motion

\[
\begin{align*}
\frac{\partial T_{ij}}{\partial x_j} + b_i = \varrho \ddot{x}_i & \quad \text{in } \mathcal{R}_t , \quad (11.235) \\
\frac{\partial T_{ijk}}{\partial x_k} + T_{ij} - \Sigma_{ij} + b_{ij}^{(d)} = \varrho \lambda_{ij} & \quad \text{in } \mathcal{R}_t , \quad (11.236)
\end{align*}
\]
together with the boundary conditions

\[
\begin{align*}
T_{ij} n_j = t_i & \quad \text{on } \partial \mathcal{R}_t^{l_i} = \partial \mathcal{R}_t \setminus \partial \mathcal{R}_t^{u_i} , \quad (11.237) \\
T_{ijk} n_k = t_{ij}^{(d)} & \quad \text{on } \partial \mathcal{R}_t^{l_i} = \partial \mathcal{R}_t \setminus \partial \mathcal{R}_t^{f_{ij}} , \quad (11.238) \\
\delta u_i = 0 \quad \text{and} \quad u_i = \bar{u}_i & \quad \text{on } \partial \mathcal{R}_t^{u_i} , \quad (11.239) \\
\delta f_{ij} = 0 \quad \text{and} \quad f_{ij} = \bar{f}_{ij} & \quad \text{on } \partial \mathcal{R}_t^{f_{ij}} . \quad (11.240)
\end{align*}
\]

Thereby,

\[
\begin{align*}
\partial \mathcal{R}_t^{u_i} \cup \partial \mathcal{R}_t^{l_i} & = \partial \mathcal{R}_t , \quad \partial \mathcal{R}_t^{u_i} \cap \partial \mathcal{R}_t^{l_i} = \emptyset \ , \quad (11.241) \\
\partial \mathcal{R}_t^{f_{ij}} \cup \partial \mathcal{R}_t^{l_{ij}} & = \partial \mathcal{R}_t , \quad \partial \mathcal{R}_t^{f_{ij}} \cap \partial \mathcal{R}_t^{l_{ij}} = \emptyset . \quad (11.242)
\end{align*}
\]

Concluding, we emphasize once more that relations (11.235)–(11.242) have been established here by confining to pure elasticity, but otherwise they are valid for all micromorphic materials, irrespective of particular constitutive properties.
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Abstract

It is demonstrated how a micromorphic plasticity theory may be formulated on the basis of multiplicative decompositions of the macro- and microdeformation gradient tensor, respectively. The theory exhibits non-linear isotropic and non-linear kinematic hardening. The yield function is expressed in terms of Mandel stress and double stress tensors, appropriately defined for micromorphic continua. Flow rules are derived from the postulate of Il’iushin and represent generalized normality conditions. Evolution equations for isotropic and kinematic hardening are introduced as sufficient conditions for the validity of the second law of thermodynamics in every admissible process. Finally, it is sketched how isotropic damage effects may be incorporated in the theory. This is done for the concept of effective stress combined with the hypothesis of strain equivalence.

12.1 Introduction

It has been mentioned in Part I that micropolar and micromorphic materials are continuum theories which take into account, in some sense, the microstructure of the real material (continua with microstructures). Higher-order gradients of the kinematical variables are incorporated, which renders such models, among other things, to be suitable when describing localization effects. However, in opposite to micropolar continua, there are no broadly known (finite deformation) micromorphic plasticity theories. Thus the aim of Part II is to sketch how a thermodynamically consistent micromorphic plasticity theory may be formulated, by using the general framework developed in Part I.

To give an outline of the present work, we elaborate multiplicative decompositions of the macro- and microdeformation gradient tensors into elastic and plastic parts, respectively, in order to introduce a so-called plastic intermediate configuration for micromorphic continua. As in classical plasticity, this implies additive decompositions of the strain and micromorphic curvature tensors into elastic and plastic parts. It is a peculiarity of the proposed theory that the plastic part of the micromorphic curvature tensor is not related to some gradient operator and hence it is not subjected to some compatibility conditions. The formulation of the constitutive theory is based on three stress tensors, namely the Cauchy stress tensor, a stress tensor responsible for the microcontinuum and a double stress
12.2 Decompositions of deformation

12.2.1 Multiplicative decomposition of the macro- and the microdeformation gradient tensors into elastic and plastic parts

As in classical plasticity, it is assumed that the macrodeformation gradient tensor $F$ may be decomposed into elastic and plastic parts,

$$ F = F_e F_p, $$

(12.1)

where $\det F_e > 0$ is assumed, and therefore $\det F_p > 0$, in view of $\det F > 0$. This decomposition of $F$ has been broadly known by the works of Lee and Liu [101] and Lee [100]. Decomposition (12.1) is supposed to be unique except for a rigid body rotation (see [78, 13, 14]). In addition to (12.1), we assume the multiplicative decomposition of the microdeformation gradient tensor $f$ into elastic and plastic parts,

$$ f = f_e f_p, $$

(12.2)

with $\det f_e > 0$, and therefore $\det f_p > 0$ too. Decomposition (12.2) is supposed to be also unique except for the same rigid body rotation, which may be inserted into the decomposition (12.1).

It must be mentioned that further interesting multiplicative decompositions into elastic and plastic parts have been introduced previously by Sansour [139], and later on adopted by Forest and Sievert [55]. A generalized deformation gradient $\mathbf{F}$ is assumed by Sansour [139] to reflect the deformation of the micro- and macrocontinuum. With respect to $\mathbf{F}$, two alternative multiplicative decompositions are proposed, which are not equivalent to our Equations (12.1), (12.2).

In opposite to $F(X, t)$, $F_p(X, t)$ (and therefore $F_e(X, t)$ too) is incompatible deformation. For fixed time $t$, $F_p(X, t)$ induces a local configuration for the macroscopic continuum at $X$. (We adopt the
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definition of local deformation and local configuration used by Noll [129] and Truesdell and Noll [155].

Let \( \hat{x} \in \mathcal{E} \) be the position vector, in that local configuration, of the material point, which in the reference configuration possesses the position vector \( X \). Obviously, the position \( \hat{x} \) can be chosen arbitrary (cf. Grammenoudis and Tsakmakis [72]). This fact may be visualized by imaging the local deformation \( \mathbf{F}_p(X,t) \) at \( X \) to map a neighborhood \( \mathcal{N}(X) \in \mathcal{E} \) on a neighborhood \( \mathcal{M}(\hat{x},t) \in \mathcal{E} \) around \( \hat{x} \), with \( \hat{x} \) being arbitrary point of \( \mathcal{E} \). (Further aspects and details may be consulted in Grammenoudis and Tsakmakis [72, 75].) Now, as \( \hat{x} \) may be chosen arbitrary, we assume in particular \( \hat{x} \) to be given by an arbitrary deformation \( \hat{\chi} \).

\[
\hat{x} = \hat{\chi}(X,t) .
\] (12.3)

It is emphasized that \( \mathbf{F}_p(X,t) \neq \frac{\partial \hat{x}}{\partial X} \) generally. As special cases, \( \hat{x} \equiv X \) or \( \hat{x} \equiv \mathbf{x} \) are allowed. In the following, the conceptual configuration introduced by deformation \( \hat{\chi}(\cdot,t) \) is left arbitrary. We shall write \( \tilde{R}_t \) for the range in \( \mathcal{E} \) occupied by the body under the configuration induced by \( \hat{\chi} \), \( \tilde{R}_t = \hat{\chi}(R_R,t) \).

Configuration \( \hat{\chi}(\cdot,t) \), together with a collection of local deformations for \( \mathbf{F}_p \) is referred to as plastic intermediate configuration for the macroscopic continuum. As the position vector \( \hat{x} \) may be chosen arbitrary, we shall say that the macroscopic continuum will deform in the plastic intermediate configuration locally by \( \mathbf{F}_p \). While the macroscopic continuum deforms locally from \( X \) to \( \hat{x} \), the microscopic continuum at \( X \) is postulated to deform homogeneously by \( \mathbf{f}_p = \mathbf{f}_p(X,t) \), so that the position vector \( \mathbf{X}' \), emanated from point \( X \in R_R \), will go to the position vector \( \hat{\mathbf{x}}' = \hat{\chi}'(X,X',t) = f_p(X,t)X' \), emanated from point \( \hat{x} \in \tilde{R}_t \). This way, the range \( R'_R(X) \) will be mapped to the range \( \tilde{R}_t(\hat{x}) = \hat{\chi}'(X,B') \). For fixed \( t \), we refer to \( \hat{\chi}'(X,\cdot,t) \) as the plastic intermediate configuration of the microscopic continuum at \( X \). The plastic intermediate configuration for the macroscopic continuum together with that one for the microscopic continuum are called plastic intermediate configuration for the micromorphic continuum. Clearly, \( \mathbf{F}_p \) and \( \mathbf{f}_p \), and therefore \( \mathbf{F}_e \) and \( \mathbf{f}_e \) too, are two-point tensor fields, satisfying polar decompositions

\[
\begin{align*}
\mathbf{F}_e &= \mathbf{R}_e \mathbf{U}_e = \mathbf{V}_e \mathbf{R}_e , & \mathbf{F}_p &= \mathbf{R}_p \mathbf{U}_p = \mathbf{V}_p \mathbf{R}_p , \\
\mathbf{f}_e &= \mathbf{r}_e \mathbf{u}_e = \mathbf{v}_e \mathbf{r}_e , & \mathbf{f}_p &= \mathbf{r}_p \mathbf{u}_p = \mathbf{v}_p \mathbf{r}_p ,
\end{align*}
\] (12.4) (12.5)

where \( \mathbf{U}_e, \mathbf{U}_p, \mathbf{V}_e, \mathbf{V}_p, \mathbf{u}_e, \mathbf{u}_p, \mathbf{v}_e, \mathbf{v}_p \) are symmetric, positive definite second-order tensors, and \( \mathbf{R}_e, \mathbf{R}_p, \mathbf{r}_e, \mathbf{r}_p \) are proper orthogonal second-order tensors (rotations). Aside from the velocity gradient tensors \( \mathbf{L}, \mathbf{L}_p \) introduced in Part I, the plastic deformation rates operating in the plastic intermediate configuration

\[
\begin{align*}
\dot{\mathbf{L}}_p &= \dot{\mathbf{f}}_p \mathbf{f}_p^{-1} = \dot{\mathbf{D}}_p + \mathbf{W}_p , & \dot{\mathbf{D}}_p &= \frac{1}{2}(\dot{\mathbf{L}}_p + \dot{\mathbf{L}}_p^T) , & \dot{\mathbf{W}}_p &= \frac{1}{2}(\dot{\mathbf{L}}_p - \dot{\mathbf{L}}_p^T) , \\
\dot{\mathbf{L}}_p &= \dot{\mathbf{f}}_p \mathbf{f}_p^{-1} = \dot{\mathbf{d}}_p + \mathbf{w}_p , & \dot{\mathbf{d}}_p &= \frac{1}{2}((\dot{\mathbf{L}}_p + \dot{\mathbf{L}}_p^T) , & \dot{\mathbf{w}}_p &= \frac{1}{2}((\dot{\mathbf{L}}_p - \dot{\mathbf{L}}_p^T) .
\end{align*}
\] (12.6) (12.7)

will be useful e.g. for defining strain and stress rates with respect to the plastic intermediate configuration.

As mentioned above, like classical plasticity (cf. [78, 13, 14]), the plastic intermediate configuration may be determined uniquely only within an arbitrary rigid body rotation \( \mathbf{Q}_p = \mathbf{Q}_p(t) \). Some transformation rules, which apply to both, rigid body rotations \( \mathbf{Q} = \mathbf{Q}(t) \) superposed on the actual configuration, and rigid body rotations \( \mathbf{Q}_p = \mathbf{Q}_p(t) \) superposed on the plastic intermediate configuration simultaneously, are given in Sect. 12.4.
12.2 Decompositions of deformation

12.2.2 Basis systems on \( \hat{R}_t \)

Before going any further, it is convenient to introduce some special basis systems. In conjunction with the basis systems \( \{ g_i \}, \{ E_i \} \), we define

\[
g_t := F_p E_i \quad , \quad \hat{g}^i = F_p^{T-1} E^i \quad , \quad \hat{g}^i \cdot \hat{g}_j = \delta^i_j \quad ,
\]

so that

\[
g_i = F_e \hat{g}_i \quad , \quad g^i = F_e^{T-1} \hat{g}^i .
\]

Additionally, we set

\[
F_p = (F_p)^j_i \hat{e}_i \otimes E^j \quad , \quad (F_p)^j_i = (F_p)_{ij} ,
\]

\[
F_p^{-1} = (F_p^{-1})^j_i \hat{e}_i \otimes \hat{e}^j \quad , \quad (F_p^{-1})^j_i = (F_p^{-1})_{ij} .
\]

It follows that

\[
\hat{g}_t := (F_p)^j_i \hat{e}_j \quad , \quad \hat{g}^i = (F_p^{-1})^i_j \hat{e}^j .
\]

Beyond \( \{ \hat{g}_i \} \) and \( \{ \hat{e}_i \} \), one may introduce a further basis \( \{ \hat{\rho}_i \} \) at \( \hat{x} \), by

\[
\hat{\rho}_i := f_p E_i \quad , \quad \hat{\rho}^i = f_p^{T-1} E^i \quad , \quad \hat{\rho}^i \cdot \hat{\rho}_j = \delta^i_j .
\]

Similar to (12.10), (12.11), we set

\[
f_p = (f_p)^j_i \hat{e}_i \otimes E^j \quad , \quad (f_p)^j_i = (f_p)_{ij} ,
\]

\[
f_p^{-1} = (f_p^{-1})^j_i \hat{e}_i \otimes \hat{e}^j \quad , \quad (f_p^{-1})^j_i = (f_p^{-1})_{ij} ,
\]

and hence

\[
\hat{\rho}_i = (f_p)^j_i \hat{e}_j \quad , \quad \hat{\rho}^i = (f_p^{-1})^i_j \hat{e}^j .
\]

The transformation law between \( \{ \hat{g}_i \} \) and \( \{ \hat{\rho}_i \} \) reads

\[
\hat{g}_i = A_i^j \hat{\rho}_j \quad , \quad \hat{g}^i = (A^{-1})^j_i \hat{\rho}^j ,
\]

with

\[
A_i^j = (f_p^{-1})^i_r (f_p)^r_j \quad , \quad (A^{-1})^i_r = (f_p^{-1})^i_r (f_p)^r_j \quad ,
\]

\[
(A^{-1})^i_r A_r^j = A_i^j = \delta^i_j .
\]

12.2.3 Additive decompositions of the strain tensors

We set in Part I, Sect. 11.5.1, \( F_a = F_p, f_a = f_p, \beta_a = \hat{\beta}, \epsilon_a = \hat{\epsilon} \) and \( c_a = \hat{c}, \varphi_a = \hat{\varphi}, \xi_a = \hat{\xi}, \zeta_a = \hat{\zeta} \), to get, on the one hand,

\[
\hat{c} = F_p C \quad , \quad \hat{\xi} = F_p^{T-1} \Xi \quad ,
\]

\[
\hat{\varphi} = f_p \Phi \quad , \quad \hat{\zeta} = f_p^{T-1} Z .
\]
and on the other hand
\[ c = F_e \hat{\epsilon} , \quad \xi = F_e^{T^{-1}} \hat{\xi} , \quad \varphi = f_e \hat{\varphi} , \quad \zeta = f_e^{T^{-1}} \hat{\zeta} . \] (12.22)

In addition,
\[ \tilde{\beta} = f_p^{T^{-1}} \tilde{\beta} f_p^{-1} , \quad \tilde{\epsilon} = f_p \tilde{\epsilon} F_p^{-1} . \] (12.24)

These relations suggest additive decompositions of \( \Delta'_s \) and \( \Delta_s \) of the form
\[
\Delta'_s = \frac{1}{2}(\varphi \cdot \varphi - \Phi \cdot \Phi) = \frac{1}{2}(\varphi \cdot \varphi - \hat{\varphi} \cdot \hat{\varphi}) + \frac{1}{2}(\varphi \cdot \varphi - \Phi \cdot \Phi) = (\Delta'_s)_e + (\Delta'_s)_p \tag{12.25}
\]
and
\[
\Delta_s = \zeta \cdot c - Z \cdot C = (\zeta \cdot c - \hat{\zeta} \cdot \hat{c}) + (\hat{\zeta} \cdot \hat{c} - Z \cdot C) = (\Delta_s)_e + (\Delta_s)_p . \tag{12.26}
\]

On requiring from all these scalar valued differences to be form-invariant with respect to the chosen configuration, and by employing similar mathematical manipulations as in Part I, it is straightforward to deduce that (12.25), (12.26) indicate additive decompositions of the strain tensors. For example, with respect to the reference configuration, we have
\[
\Delta'_s = \Phi \cdot \tilde{\beta} \Phi , \quad (\Delta'_s)_e = \Phi \cdot \tilde{\beta}_e \Phi , \quad (\Delta'_s)_p = \Phi \cdot \tilde{\beta}_p \Phi , \tag{12.27}
\]
\[
\tilde{\beta} = \tilde{\beta}_e + \tilde{\beta}_p , \tag{12.28}
\]
and
\[
\Delta_s = Z \cdot \tilde{\epsilon} C , \quad (\Delta_s)_e = Z \cdot \tilde{\epsilon}_e C , \quad (\Delta_s)_p = Z \cdot \tilde{\epsilon}_p C , \tag{12.29}
\]
\[
\tilde{\epsilon} = \epsilon_e + \epsilon_p . \tag{12.30}
\]

With respect to the plastic intermediate configuration,
\[
\Delta'_s = \hat{\varphi} \cdot \tilde{\beta} \hat{\varphi} , \quad (\Delta'_s)_e = \hat{\varphi} \cdot \tilde{\beta}_e \hat{\varphi} , \quad (\Delta'_s)_p = \varphi \cdot \hat{\beta}_p \varphi , \tag{12.31}
\]
\[
\tilde{\beta} = \tilde{\beta}_e + \tilde{\beta}_p , \tag{12.32}
\]
and
\[
\Delta_s = \hat{\zeta} \cdot \tilde{\epsilon} \hat{c} , \quad (\Delta_s)_e = \hat{\zeta} \cdot \tilde{\epsilon}_e \hat{c} , \quad (\Delta_s)_p = \hat{\zeta} \cdot \tilde{\epsilon}_p \hat{c} , \tag{12.33}
\]
\[
\tilde{\epsilon} = \tilde{\epsilon}_e + \tilde{\epsilon}_p , \tag{12.34}
\]
\[
\tilde{\epsilon} = f_p \tilde{\epsilon} F_p^{-1} , \quad \tilde{\epsilon}_e = f_p \tilde{\epsilon}_e F_p^{-1} , \quad \tilde{\epsilon}_p = f_p \tilde{\epsilon}_p F_p^{-1} . \tag{12.35}
\]

Further details are given in Sect. 12.6, from which it can be recognized that the tensors \( (\tilde{\beta}, \tilde{\beta}, \beta) \), or \( (\tilde{\beta}_e, \tilde{\beta}_e, \beta_e) \), or \( (\epsilon, \epsilon, \epsilon) \), or \( (\epsilon_e, \epsilon_e, \epsilon_e) \), or \( \ldots \), are, respectively, members of corresponding equivalence classes. Also, like \( \beta, \tilde{\epsilon} \), the strains \( \beta_e, \tilde{\beta}_e, \epsilon_e, \tilde{\epsilon}_e \), are tensors on \( R_R \) (cf. Part I, Sect. 11.5.1), and so forth.

To conclude the discussion about strain tensors, we postulate \( (\Delta'_s)_e, (\Delta'_s)_p, (\Delta_s)_e \) and \( (\Delta_s)_p \) to be also form-invariant with respect to the chosen configuration. This allows to define, in a natural way, associated rates for the elastic and plastic parts of the strain tensors. Clearly, the additive decomposition of the strain tensors carries over their associated rates. Sect. 12.6 summarizes formulas of this kind and illustrates how the various strain tensors, and their associated rates, are related to each other.
12.2.4 Additive decomposition of the micromorphic curvature tensors

12.2.4.1 Decomposition of $\Delta_c$

Once more, we set $F_a = F_p, f_a = f_p$, as well as $\mathcal{K}_a = \hat{\mathcal{K}}, (g_a)_k = \hat{g}_k, (\varphi_a)_k = \hat{\varphi}_k$, so that (cf. Part I, Sect. 11.5.1.2)

$$\hat{\varphi}_k = f_p \Phi_k, \quad \hat{\varphi}_k = f_p T^{-1} \Phi_k,$$

(12.37)

and therefore

$$\varphi_k = f_e \hat{\varphi}_k, \quad \varphi_k = f_e T^{-1} \hat{\varphi}_k.$$

(12.38)

This suggests additive decomposition of $\Delta_c$ (see Part I, Eq. (11.126)) into elastic $(\Delta_c)_e$ and plastic $(\Delta_c)_p$ parts,

$$\Delta_c = \varphi^1 \cdot (\nabla_{\mathcal{R}_t} \varphi_2)[g] - \Phi^1 \cdot (\nabla_{\mathcal{R}_R} \Phi_2)[E] = (\Delta_c)_e + (\Delta_c)_p$$

(12.39)

with

$$(\Delta_c)_e := \varphi^1 \cdot (\nabla_{\mathcal{R}_t} \varphi_2)[g],$$

$$\Delta_c)_p := \hat{\varphi}^1 \cdot (\nabla_{\mathcal{R}_t} \hat{\varphi}_2)[\hat{g}] - \Phi^1 \cdot (\nabla_{\mathcal{R}_R} \Phi_2)[E],$$

(12.40, 12.41)

where, as in Part I, Eqs. (11.127), (11.128),

$$\nabla_{\mathcal{R}_t} \varphi_2 := \text{grad} \varphi_2 = \frac{\partial \varphi_2}{\partial X_k} \otimes g^k,$$

$$\nabla_{\mathcal{R}_R} \Phi_2 := \text{GRAD} \Phi_2 = \frac{\partial \Phi_2}{\partial X_k} \otimes E^k.$$

(12.42, 12.43)

Constitutive aspects of the underlying physic of plasticity may be addressed appropriately by using a suitable differential operator $\nabla_{\hat{\mathcal{R}}_t}$. In the case of micropolar plasticity, a so-called relative covariant derivative has been proposed by Grammenoudis and Tsakmakis [72] as a possibility. An appropriate definition for relative covariant derivative in micromorphic plasticity has been proposed in Grammenoudis and Tsakmakis [75], which we shall adopt also for the present article. The most important issues of the relative covariant derivative are summarized in the next section.

12.2.4.2 Relative covariant derivative on $\hat{\mathcal{R}}_t$

Let $\hat{b} = \hat{b}(\hat{x}, t)$ be a vector field on $\hat{\mathcal{R}}_t, \hat{b}(\hat{x}, t) \in T_k \hat{\mathcal{R}}_t$, with $\hat{b} = b^m \hat{\rho}_m$. The relative covariant derivative of $\hat{b}$ is defined (relative to $\hat{\mathcal{R}}_t$) by

$$\nabla_{\hat{\mathcal{R}}_t} \hat{b} := \left( \frac{\partial b^j}{\partial \hat{X}^i} + \Lambda^j_{il} b^l \right) \hat{\rho}_j \otimes \hat{g}^i.$$

(12.44)

As mentioned in Grammenoudis and Tsakmakis [72], $\Lambda^j_{il}$ are symbols of connection for the space $\mathcal{R}_R$ but not for the space $\hat{\mathcal{R}}_t$, and $\nabla_{\hat{\mathcal{R}}_t} \hat{b}$ does not represent a covariant derivative of $\hat{b}$ relative to $\hat{\mathcal{R}}_t$. Furthermore, $\Lambda^j_{il}$ defines generally a non-torsion free connection on $\mathcal{R}_R$. In addition, the space $\mathcal{R}_R$ may be endowed with a non-Euclidean metric

$$\tilde{g}_{ij} = (f_p)^i_j \delta_{kl} (f_p)^l_k = \rho_i \cdot \hat{\rho}_j.$$

(12.45)
This metric, together with connection $\Lambda^i_{il}$ renders the space $\mathcal{R}$ to be a non-Euclidean and a non-Riemannian one. For the particular choice $\Lambda^i_{il} \equiv (\Lambda^i_{ip})^i_{il}$, with

$$ (\Lambda^i_{ip})^j_{im} := (f_p^{-1})^j_n \frac{\partial (f_p^m)}{\partial X^i} , $$

the space $\mathcal{R}$ will be flat. In this case, no constitutive laws for $\tilde{K}_p$ are necessary, provided some evolution laws for $f_p$ are available.

### 12.2.4.3 Elastic and plastic parts of the curvature tensor

We turn to the scalar differences in Eqs. (12.40), (12.41), and chose the differential operator $\nabla_{Rt}$ to be given by $\hat{\nabla}$ (cf. Eq. (12.44)), so that

$$ \nabla_{Rt} \hat{\varphi}_2 = \left( \frac{\partial (\hat{\varphi}_2)^j}{\partial X^i} + \Lambda^i_{im} (\hat{\varphi}_2)^m \right) \hat{\rho}_j \otimes \hat{g}^i , $$

where

$$ \hat{\varphi}_2 = (\varphi_2)^j \hat{\rho}_j , \quad \Phi_2 = (\Phi_2)^j E_j , \quad (\Phi_2)^j \equiv (\varphi_2)^j . $$

It is readily seen that

$$ \hat{\varphi}^1 \cdot (\nabla_{Rt} \hat{\varphi}_2)[\hat{g}^3] = \Phi^1 \cdot f_p^{-1} (\nabla_{Rt} \hat{\varphi}_2) F_p [E_3] = \Phi^1 \cdot \left\{ \left( \frac{\partial (\Phi_2)^j}{\partial X^i} + \Lambda^i_{im} (\Phi_2)^m \right) E_j \otimes E^i \right\} [E_3] . $$

Also, from (12.43),

$$ \nabla_{R\mathcal{R}} \Phi_2 = \left( \frac{\partial (\Phi_2)^j}{\partial X^i} + \lambda^i_{im} (\Phi_2)^m \right) E_j \otimes E^i , $$

with $\lambda^i_{im} \equiv \lambda_{jm} = 0$ being the symbols, relative to $\{E_i\}$, of the Levi-Civita connection in $\mathcal{R}$. Thus, after inserting into (12.41),

$$ (\Delta_c)^p = \Phi^1 \cdot \left\{ (\Lambda^i_{im} - \lambda^i_{im}) (\Phi_2 \cdot E^m) \right\} (E_j \otimes E^i) [E_3] $$

or

$$ (\Delta_c)^p = \tilde{K}_p [\Phi^1, \Phi_2, E_3] $$

with

$$ \tilde{K}_p = (\tilde{K}_p)^j_{im} E_j \otimes E^m \otimes E^i , $$

$$ (\tilde{K}_p)^j_{im} \equiv (\tilde{K}_p)^j_{imi} = \Lambda^i_{im} - \lambda^i_{im} . $$

In addition, it can be seen that

$$ (\Delta_c)^e = \tilde{K}_e [\Phi^1, \Phi_2, E_3] $$

with

$$ \tilde{K} = \tilde{K}_e + \tilde{K}_p . $$
On requiring from the differences $\Delta_c$, $(\Delta_c)_e$, and $(\Delta_c)_p$ to be form-invariant with respect to the chosen configuration, and by employing similar mathematical manipulations as in Part I, it is straightforward to deduce that, e.g. relative to the plastic intermediate configuration the relations

$$
\Delta_c = \hat{\mathbf{K}} ([\hat{\varphi}^1, \hat{\varphi}^2, \hat{g}_3]) , \quad \hat{\mathbf{K}} = \mathcal{L} (f_p, f_p^{T-1}, F_p^{T-1}) [\hat{\mathbf{K}}] ,
$$

(12.57)

$$
(\Delta_c)_e = \hat{\mathbf{K}}_e ([\hat{\varphi}^1, \hat{\varphi}^2, \hat{g}_3]) , \quad \hat{\mathbf{K}}_e = \mathcal{L} (f_p, f_p^{T-1}, F_p^{T-1}) [\hat{\mathbf{K}}_e] ,
$$

(12.58)

$$
(\Delta_c)_p = \hat{\mathbf{K}}_p ([\hat{\varphi}^1, \hat{\varphi}^2, \hat{g}_3]) , \quad \hat{\mathbf{K}}_p = \mathcal{L} (f_p, f_p^{T-1}, F_p^{T-1}) [\hat{\mathbf{K}}_p] ,
$$

(12.59)

$$
\hat{\mathbf{K}} = \hat{\mathbf{K}}_e + \hat{\mathbf{K}}_p
$$

(12.60)

apply. Further relations are given in Sect. 12.6. Obviously, tensors $\hat{\mathbf{K}}, \hat{\mathbf{K}}_p, \ldots$ are members of an equivalence class.

Postulating also $(\Delta_r)_e$, $(\Delta_r)_p$, ... to be form-invariant with respect to the chosen configuration, associated rates for the elastic and plastic parts of the micromorphic curvature tensors can be defined in a natural way. Clearly, the additive decomposition of the curvature tensors carries over their associated rates. Sect. 12.6 summarizes formulas of this kind and illustrates how the various micromorphic curvature tensors, and their associated rates, are related to each other.

**Remark**

As indicated in conjunction with Eq. (12.46), there are two possibilities for the curvature tensor $\hat{\mathbf{K}}_p$.

1. $\Lambda^j_{im}$, and therefore $\hat{\mathbf{K}}_p$ too, are not subject to some compatibility conditions, so that the Riemannian curvature tensor is non-vanishing. Then, separate constitutive laws are needed for plastic strain variables and for $\hat{\mathbf{K}}_p$.

2. $\Lambda^j_{im}$ in Eq. (12.54) is assumed to be equal to $(\Lambda f_p)^j_{im}$ in Eq. (12.46). Since the right-hand side of (12.46) is related to the gradient of $f_p$, it is not necessary to postulate constitutive relations governing the response of $\hat{\mathbf{K}}_p$, provided some evolution equations for $f_p$ are available.

In the present article we are concerned with the first possibility only. (The other case will be discussed elsewhere.)

**12.2.5 Stress tensors and their associated rates**

It has been shown in Part I how dual stress tensors and associated rates may be introduced with the help of the stress powers $w'$, $w$, and $w_c$. By setting $f_a = f_p$, $F_a = F_p$ (see Part I, Sect. 11.5.3), we obtain with respect to the plastic intermediate configuration $R_t$,

$$
w' = \hat{\sigma} \cdot \hat{\beta} , \quad w = \hat{\mathbf{S}} \cdot \hat{\epsilon} , \quad w_c = \hat{\mathbf{S}} \cdot \hat{\mathbf{K}} ,
$$

(12.61)

where

$$
\hat{\sigma} := f_p \sigma f_p^T , \quad \hat{\mathbf{S}} := f_p^{T-1} \mathbf{S} f_p^T , \quad \hat{\mathbf{S}} := f_p^{T-1} \mathbf{S} f_p^T
$$

(12.62)

It is of interest to remark that the stress tensors $\hat{\sigma}, \hat{\sigma}_e, \hat{\sigma}_p$, or $\hat{\mathbf{S}}, \hat{\mathbf{S}}_e, \hat{\mathbf{S}}_p$, $\hat{\mathbf{S}}, \hat{\mathbf{S}}_e, \hat{\mathbf{S}}_p$ are members of corresponding equivalence classes. The associated rates of the stress tensors in (12.62) read

$$
\dot{\overline{\sigma}} = \dot{\hat{\sigma}} - l_p \dot{\hat{\sigma}} - \dot{\sigma}_p^{T} ,
$$

(12.63)
\[ \dot{\mathbf{S}} = \mathbf{S} + \mathbf{L}_p^T \hat{\mathbf{S}} - \mathbf{S} \mathbf{L}_p^T , \]  
(12.64) 
\[ \dot{\mathbf{S}} = \hat{\mathbf{S}} + \mathbf{L}_p \hat{\mathbf{S}} - \hat{\mathbf{S}} \mathbf{L}_p^T . \]  
(12.65)

Although no stress and double stress rates are needed for the purpose of the present paper, for reasons of completeness some results are given in Sect. 12.6.

12.3 Thermodynamical framework for micromorphic plasticity

In the following all components are given with respect to the bases \( \{ \mathbf{E}_i \}, \{ \hat{\mathbf{e}}_i \} \) or \( \{ \mathbf{e}_i \} \), so that no distinction between lower and upper indices is made.

We assume isothermal deformations with uniform temperature distribution. Then, the Clausius-Duhem inequality for micromorphic materials, with respect to the actual configuration, takes the form (cf. Eringen [46, p. 50])

\[ \mathbf{S} \cdot (\mathbf{L} - 1) + \mathbf{\sigma} \cdot \mathbf{d} + \mathbf{S} \cdot \text{grad} l - \varrho_R \dot{\Psi} \equiv \mathbf{S} \cdot \hat{\mathbf{\dot{\varepsilon}}} + \mathbf{\sigma} \cdot \hat{\mathbf{\dot{\beta}}} + \mathbf{S} \cdot \hat{\mathbf{\dot{K}}} - \varrho_R \dot{\Psi} \geq 0 , \]  
(12.66)

where \( \Psi \) is the specific (per unit mass of the macroscopic continuum) free energy of the micromorphic material. As usually in classical plasticity, we assume the decomposition

\[ \Psi(t) = \Psi_e(t) + \Psi_p(t) . \]  
(12.67)

Hence, inequality (12.66) is equivalent to

\[ \mathbf{S} \cdot \hat{\mathbf{\dot{\varepsilon}}} + \mathbf{\sigma} \cdot \hat{\mathbf{\dot{\beta}}} + \mathbf{S} \cdot \hat{\mathbf{\dot{K}}} - \varrho_R \dot{\Psi}_e - \varrho_R \dot{\Psi}_p \geq 0 , \]  
(12.68)

or, with respect to the plastic intermediate configuration,

\[ \dot{\mathbf{S}} \cdot \hat{\mathbf{\dot{\varepsilon}}} + \mathbf{\sigma} \cdot \hat{\mathbf{\dot{\beta}}} + \dot{\mathbf{S}} \cdot \hat{\mathbf{\dot{K}}} - \varrho_R \dot{\Psi}_e - \varrho_R \dot{\Psi}_p \geq 0 . \]  
(12.69)

12.3.1 Elasticity laws – dissipation inequality

In analogy to the case of pure elasticity (cf. Part I, Sect. 11.3.4), we suppose \( \Psi_e \) to have the form

\[ \Psi_e = \hat{\Psi}_e(\hat{\mathbf{\dot{\varepsilon}}}_e, \hat{\mathbf{\dot{\beta}}}_e, \hat{\mathbf{\dot{K}}}_e) . \]  
(12.70)

Evidently, \( \Psi_e \) must be invariant under arbitrary rigid body rotations \( \mathbf{Q}_p \) superposed on the plastic intermediate configuration, which implies (cf. Sect. 12.4),

\[ \Psi_e = \hat{\Psi}_e(\mathbf{Q}_p \hat{\mathbf{\dot{\varepsilon}}}_e, \mathbf{Q}_p \hat{\mathbf{\dot{\beta}}}_e, \mathbf{Q}_p \hat{\mathbf{\dot{K}}}_e, \mathcal{L}(\mathbf{Q}_p, \mathbf{Q}_p, \mathbf{Q}_p)[\hat{\mathbf{K}}_e]) . \]  
(12.71)

But, this is exactly the condition for \( \hat{\Psi}_e \) to be an isotropic tensor function. Consequently, \( \Psi_e \) must be a function of scalar invariants of \( \hat{\mathbf{\dot{\varepsilon}}}_e, \hat{\mathbf{\dot{\beta}}}_e, \hat{\mathbf{\dot{K}}}_e \), as e.g. \( (\hat{\mathbf{\dot{\varepsilon}}}_e)_{ii}, (\hat{\mathbf{\dot{\beta}}}_e)_{ii}, (\hat{\mathbf{\dot{\beta}}}_e)_{ij}(\hat{\mathbf{\dot{\varepsilon}}}_e + \hat{\mathbf{\dot{\varepsilon}}}_e^T)_{ij}, (\hat{\mathbf{\dot{K}}}_e)_{ijj}(\hat{\mathbf{K}}_e)_{imm}, \ldots \). These can be expressed in terms of \( \hat{\mathbf{\dot{\varepsilon}}}_e, \hat{\mathbf{\dot{\beta}}}_e, \hat{\mathbf{\dot{\beta}}}_e, \hat{\mathbf{\dot{K}}}_e \),

\[ (\hat{\mathbf{\dot{\varepsilon}}}_e)_{ii} = (\hat{\mathbf{\dot{\varepsilon}}}_e)^{jm} ((\hat{\mathbf{\dot{\varepsilon}}}_e + 1)^{-1})_{mj} . \]  
(12.72)
\[ (\beta_e)_{ii} = (\beta_e)_{im} \left( (2\beta_p + 1)^{-1} \right)_{nj}, \quad (12.73) \]
\[ (\beta_e)_{ij} (\dot{\varepsilon}_e + \dot{\varepsilon}_e^T)_{ij} = (\beta_e)_{ij} \left( (2\beta_p + 1)^{-1} \right)_{im} \left( (\dot{\varepsilon}_p + 1)^{T-1} \right)_{mk} (\dot{\varepsilon}_e)_{jk} + (\beta_e)_{ij} (\dot{\varepsilon}_e)_{im} \left( (\dot{\varepsilon}_p + 1)^{T-1} \right)_{mk} (2\beta_p + 1)^{-1} \right)_{kj}, \quad (12.74) \]
\[ (\hat{K}_e)_{ijj} (\hat{K}_e)_{iil} = (2\beta_p + 1)_{mp} \left( (2\beta_p + 1)^{-1} \right)_{nl} \left( (\dot{\varepsilon}_p + 1)^{T-1} \right)_{ls} \left( (2\beta_p + 1)^{-1} \right)_{gk} \left( (\dot{\varepsilon}_p + 1)^{T-1} \right)_{kr} (\hat{K}_e)_{nms} (\hat{K}_e)_{pqr}, \quad (12.75) \]

Therefore, \( \Psi_e \) can be represented also as a function of \( \dot{\varepsilon}, \dot{\beta}, \hat{K}, \varepsilon_p, \beta_p, \hat{K}_p \),

\[ \Psi_e = \dot{\Psi}_e (\varepsilon, \dot{\varepsilon}, \hat{K}, \varepsilon_p, \beta_p, \hat{K}_p). \quad (12.76) \]

In order to exploit inequality (12.69) we need \( \dot{\Psi}_e \). After some lengthy mathematical manipulation, we deduce from (12.70)

\[ \dot{\Psi}_e = \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \cdot \dot{\varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \beta} \cdot \beta + \frac{\partial \dot{\Psi}_e}{\partial \hat{K}} \cdot \hat{K} - \left\{ \varepsilon \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \right\} \cdot \dot{\varepsilon} - \left\{ \dot{\varepsilon} \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \right\} \cdot \dot{\varepsilon}, \quad (12.77) \]

where

\[ \frac{1}{\varrho R} \dot{\Lambda} := \frac{1}{\varrho R} \dot{\eta} - \frac{1}{\varrho R} \dot{\chi} + \varepsilon \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} - \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \varepsilon^T, \quad (12.78) \]

\[ \{ \cdot \}_S, \{ \cdot \}_A \] are the symmetric and skew-symmetric parts of \( \{ \cdot \} \), respectively, and \( \dot{\eta}, \dot{\chi} \) are given by

\[ \frac{1}{\varrho R} (\dot{\eta})_{nm} := \frac{\partial \dot{\Psi}_e}{\partial (\hat{K}_e)_{rnl}} (\hat{K}_e)_{rnm}, \quad (12.79) \]
\[ \frac{1}{\varrho R} (\dot{\chi})_{nm} := \frac{\partial \dot{\Psi}_e}{\partial (\hat{K}_e)_{lnr}} (\hat{K}_e)_{nmr} - \frac{\partial \dot{\Psi}_e}{\partial (\hat{K}_e)_{nlr}} (\hat{K}_e)_{nmr}. \quad (12.80) \]

Eq. (12.77) may be rewritten as

\[ \dot{\Psi}_e = \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \cdot \dot{\varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \beta} \cdot \beta + \frac{\partial \dot{\Psi}_e}{\partial \hat{K}} \cdot \hat{K} - \left\{ \varepsilon \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \right\} \cdot \dot{\varepsilon} - \left\{ \dot{\varepsilon} \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \right\} \cdot \dot{\varepsilon} - \left\{ (1 + 2\beta_p) \frac{\partial \dot{\Psi}_e}{\partial \beta} + \frac{1}{\varrho R} \dot{\Lambda} \right\} \cdot \beta_p - \left\{ 2\beta_p \frac{\partial \dot{\Psi}_e}{\partial \beta} + \frac{1}{\varrho R} \dot{\Lambda} \right\} \cdot \dot{w}_p - \frac{\partial \dot{\Psi}_e}{\partial \hat{K}} \cdot \hat{K}_p. \quad (12.81) \]

Now, we shall show that \( \left\{ 2\beta_p \frac{\partial \dot{\Psi}_e}{\partial \beta} + \frac{1}{\varrho R} \dot{\Lambda} \right\} \equiv 0 \). To this end, we take the material time derivative of (12.76),

\[ \dot{\Psi}_e = \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \cdot \dot{\varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \beta} \cdot \beta + \frac{\partial \dot{\Psi}_e}{\partial \hat{K}} \cdot \hat{K} + \frac{\partial \dot{\Psi}_e}{\partial \varepsilon} \cdot \dot{\varepsilon} + \frac{\partial \dot{\Psi}_e}{\partial \beta} \cdot \dot{\beta} + \frac{\partial \dot{\Psi}_e}{\partial \hat{K}} \cdot \dot{\hat{K}}. \]
On comparing (12.81) with (12.82),

\[
\frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} = f_p^{T-1} \frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} F_p^T \cdot \hat{\epsilon} + f_p \frac{\partial \hat{\Psi}_e}{\partial \beta_e} F_p^T \cdot \hat{\beta} + \mathcal{L}(f_p^{T-1}, f_p, F_p) \left[ \frac{\partial \hat{\Psi}_e}{\partial \kappa} \right] \cdot \hat{\kappa} + f_p^{T-1} \frac{\partial \hat{\Psi}_e}{\partial \epsilon_p} F_p^T \cdot \hat{\epsilon}_p + f_p \frac{\partial \hat{\Psi}_e}{\partial \beta_p} F_p^T \cdot \hat{\beta}_p + \mathcal{L}(f_p^{T-1}, f_p, F_p) \left[ \frac{\partial \hat{\Psi}_e}{\partial \kappa_p} \right] \cdot \hat{\kappa}_p .
\]

(12.82)

On comparing (12.81) with (12.82),

\[
\frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} = f_p^{T-1} \frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} F_p^T \cdot \hat{\epsilon} ,
\]

(12.83)

\[
\frac{\partial \hat{\Psi}_e}{\partial \beta_e} = f_p \frac{\partial \hat{\Psi}_e}{\partial \beta_e} F_p^T ,
\]

(12.84)

\[
\frac{\partial \hat{\Psi}_e}{\partial \kappa_e} = \mathcal{L}(f_p^{T-1}, f_p, F_p) \left[ \frac{\partial \hat{\Psi}_e}{\partial \kappa} \right] ,
\]

(12.85)

\[
- \left\{ (1 + \epsilon_e^T) \frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} + \frac{1}{\varrho_R} \hat{\eta} \right\} = f_p^{T-1} \frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} F_p^T ,
\]

(12.86)

\[
- \left\{ (1 + 2\beta_e) \frac{\partial \hat{\Psi}_e}{\partial \beta_e} + \frac{1}{\varrho_R} \hat{\Lambda} \right\}_S = f_p \frac{\partial \hat{\Psi}_e}{\partial \beta_e} F_p^T ,
\]

(12.87)

\[
- \frac{\partial \hat{\Psi}_e}{\partial \kappa_e} = \mathcal{L}(f_p^{T-1}, f_p, F_p) \left[ \frac{\partial \hat{\Psi}_e}{\partial \kappa_p} \right] ,
\]

(12.88)

\[
\left\{ 2\beta_e \frac{\partial \hat{\Psi}_e}{\partial \beta_e} + \frac{1}{\varrho_R} \hat{\Lambda} \right\}_A = 0 ,
\]

(12.89)

which proves the assertion.

Substituting (12.77) into (12.69),

\[
\left( \dot{\hat{\mathbf{S}}} - \varrho_R \frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} \right) \cdot \hat{\epsilon} + \left\{ \varrho_R (1 + \epsilon_e^T) \frac{\partial \hat{\Psi}_e}{\partial \epsilon_e} + \hat{\eta} \right\} \cdot \hat{\epsilon}_p \\
+ \left( \dot{\hat{\mathbf{S}}} - \varrho_R \frac{\partial \hat{\Psi}_e}{\partial \beta_e} \right) \cdot \hat{\beta} + \left\{ \varrho_R (1 + 2\beta_e) \frac{\partial \hat{\Psi}_e}{\partial \beta_e} + \hat{\Lambda} \right\}_S \cdot \hat{\beta}_p \\
+ \left( \dot{\hat{\mathbf{S}}} - \varrho_R \frac{\partial \hat{\Psi}_e}{\partial \kappa_e} \right) \cdot \hat{\kappa} + \varrho_R \frac{\partial \hat{\Psi}_e}{\partial \kappa_p} \cdot \hat{\kappa}_p - \varrho_R \hat{\Psi}_p \geq 0 ,
\]

(12.90)

which must be satisfied for all \( \hat{\epsilon}, \hat{\beta} \) and \( \hat{\kappa} \).

We assume that \( \hat{\mathbf{S}}, \dot{\hat{\mathbf{S}}} \) and \( \ddot{\hat{\mathbf{S}}} \) are functions of \( \epsilon_e, \beta_e, \kappa_e \),

\[
\hat{\mathbf{S}} = \hat{\mathbf{S}}(\epsilon_e, \beta_e, \kappa_e) , \quad \dot{\hat{\mathbf{S}}} = \dot{\hat{\mathbf{S}}}(\epsilon_e, \beta_e, \kappa_e) , \quad \ddot{\hat{\mathbf{S}}} = \ddot{\hat{\mathbf{S}}}(\epsilon_e, \beta_e, \kappa_e) ,
\]

(12.91)

and that \( \Psi_p \) depends on internal state variables describing the hardening response of the micromorphic material. For the case of rate-dependent plasticity, referred to as viscoplasticity, we assume the
evolution of the internal state variables to depend also on state variables (but not on their rates). That is, we suppose \( \hat{\epsilon}_p, \hat{\beta}_p, \hat{K}_p \) and \( \hat{\Psi}_p \) to be functions of state variables only. Thus, using similar arguments as in Coleman and Gurtin [28], we may conclude that the relations

\[
\hat{\sigma} = R \frac{\partial \hat{\Psi}_e}{\partial \hat{\beta}_e} = R f_p \frac{\partial \hat{\Psi}_e}{\partial \hat{\beta}_e} F_p^T,
\]

\[
\hat{S} = R \frac{\partial \hat{\Psi}_e}{\partial \hat{K}_e} = R \{ f_p^T (1 + \hat{\beta}_e) \} \frac{\partial \hat{\Psi}_e}{\partial \hat{K}_e} \leq 0,
\]

\[
D := \{ R \{ 1 + \hat{\epsilon}_e^T \} \frac{\partial \hat{\Psi}_e}{\partial \hat{\epsilon}_e} + \hat{\eta} \} \cdot \hat{\epsilon}_e + \{ R \{ 1 + 2 \hat{\beta}_e \} \frac{\partial \hat{\Psi}_e}{\partial \hat{\beta}_e} + \hat{\Lambda} \} \cdot \hat{\beta}_e + R \frac{\partial \hat{\Psi}_e}{\partial \hat{K}_e} \hat{K}_p - R \hat{\Psi}_p \geq 0
\]

are necessary and sufficient conditions in order for inequality (12.90) to be valid in every admissible process. We call inequality (12.95) the internal dissipation inequality.

For rate-independent plasticity, often called plasticity, we define the evolution of internal state variables to depend on the state variables and the rates of the strain and micromorphic curvature tensors. Consequently, relations (12.92)–(12.95) are necessary and sufficient for (12.90) to be valid in every purely elastic admissible process, for which, by definition, \( \hat{\epsilon}_p, \hat{\beta}_p, \hat{K}_p \) vanish. However, we assume (12.92)–(12.95) to apply also along loading paths where inelastic flow is involved, so that for (rate-independent) plasticity these relations are generally only sufficient conditions for (12.90).

It is convenient to introduce the stress tensors

\[
\hat{P} := (1 + \hat{\epsilon}_e^T ) \hat{S} + \hat{\eta},
\]

\[
\hat{K} := \left\{ (1 + 2 \hat{\beta}_e) \hat{\sigma} + \hat{\Lambda} \right\} \hat{K}_e,
\]

where \( \hat{\Lambda} \) reads, in terms of \( \hat{S} \),

\[
\hat{\Lambda} = \hat{\eta} - \hat{\chi} + \hat{\epsilon}_e^T \hat{S} - \hat{S} \hat{\epsilon}_e^T,
\]

and \( \hat{\chi}, \hat{\eta} \) are given by (12.79), (12.80). Then, inequality (12.95) becomes

\[
D = \hat{P} \cdot \hat{\epsilon}_e + \hat{K} \cdot \hat{\beta}_e + \hat{S} \cdot \hat{K}_p - R \hat{\Psi}_p \geq 0.
\]

It is worthwhile mentioning that the plastic stress power is represented by means of the stress tensors \( \hat{P}, \hat{K}, \) and \( \hat{S} \), i.e., these stress tensors play a similar role as the so-called Mandel stress tensor in classical plasticity (see e.g. [112, 157]). Therefore, it is meaningful to refer to these stress tensors also as Mandel stress tensors of the micromorphic material. Note in passing that Mandel stress tensors for plastically deformable micropolar materials have been introduced in Grammenoudis and Tsakmakis [67].
12.3.2 Postulate of Il’iushin – flow rule for plasticity

The postulate of Il’iushin has been investigated in the framework of classical rate-independent plasticity, among others, by [85, 86, 32, 15, 112, 108, 114, 58, 148] as well as [157, 159, 160]. An appropriate generalization of the postulate for micropolar plasticity has been worked out in Grammenoudis and Tsakmakis [67]. Here, we shall adopt the validity of this postulate, in an appropriate fashion for micromorphic (rate-independent) plasticity. Flow rules for \( \dot{\varepsilon}_p, \dot{\beta}_p, \) and \( \dot{K}_p \) will then be derived as sufficient conditions for the postulate.

Let
\[
f(t) = \dot{f}(\dot{P}, \dot{\Pi}, \dot{S}, \dot{h})
\]
be a yield function with respect to the space of the stress tensors \( \dot{P}, \dot{\Pi}, \dot{S} \), with \( \dot{h} \) being a set of internal state variables \( \dot{h}_i, 1 \leq i \leq M \). The latter are scalars or components of tensors capturing hardening properties. It is assumed that (12.100) may be recast in a “strain-curvature space” formulation with respect to the reference configuration in the form
\[
f(t) = \dot{g}(\dot{\varepsilon}, \dot{\beta}, \dot{K}, \dot{\varepsilon}_p, \dot{\beta}_p, \dot{K}_p, \dot{q}) = 0
\]
where \( \dot{q} \) denotes a set of internal state variables \( \dot{q}_j, 1 \leq j \leq N \), associated in some way with the hardening variables \( \dot{h}_i \).

The equation
\[
f(t) = \dot{f}(\dot{P}, \dot{\Pi}, \dot{S}, \dot{h}) = \dot{g}(\dot{\varepsilon}, \dot{\beta}, \dot{K}, \dot{\varepsilon}_p, \dot{\beta}_p, \dot{K}_p, \dot{q}) = 0
\]
is called yield condition. For fixed values of \( \dot{h} \), it describes a so-called yield surface in the space of the stress tensors \( \dot{P}, \dot{\Pi}, \dot{S} \), and \( \dot{h} \) being a set of internal state variables \( \dot{h}_i \). For fixed values of \( \dot{\varepsilon}_p, \dot{\beta}_p, \dot{K}_p \) it describes a yield surface in the space of the strain tensors \( \dot{\varepsilon}, \dot{\beta} \) and micromorphic curvature tensors \( \dot{K} \). For simplicity, the yield surfaces are assumed to be smooth.

Loading processes involving plastic flow may be described by employing, instead of time \( t \), a scalar parameter \( s \) denoting a plastic arc length. It is postulated that for \( s = \text{const.} \) all internal state variables stay constant as well. Furthermore, it is convenient to introduce a so-called loading factor \( L(t) \) (cf. [156]),
\[
L := [\dot{f}]_{s=\text{const.}}.
\]
Then, the model response is characterized as follows (cf. [126, 125])
\[
f < 0 \Leftrightarrow \text{elastic range} \quad ,
\]
\[
f = 0 \quad \& \quad L \begin{cases} < 0 \quad \Rightarrow \quad \text{elastic unloading} \quad , \\ = 0 \quad \Rightarrow \quad \text{neutral loading} \quad , \\ > 0 \quad \Rightarrow \quad \text{plastic loading} \quad . \end{cases}
\]
Plastic flow is defined to occur only when conditions for plastic loading apply.

We remark that a cycle in the space of the tensors \( \dot{\varepsilon}, \dot{\beta}, \) and \( \dot{K} \) is equivalent to a cycle in the space of any further strain and micromorphic curvature measure. Generalizing a proposal of Lucchesi and Silhavy [114] (cf. also Grammenoudis and Tsakmakis [67], who generalize the postulate to capture micropolar material response), we denote strain-curvature cycles as small (but not necessarily infinitesimally
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small), if the following condition is satisfied. During the cyclic process, the initial strain-curvature state is always on or inside the yield surfaces \( \tilde{g} = 0 \) corresponding to the process. In other words, the initial strain-curvature state always lies in the intersection of all the elastic ranges surrounded by the yield surfaces \( \tilde{g} = 0 \) during the process.

We write \( C_s[t_0, t_e] \) for a small cycle, which begins at time \( t_0 \), and ends at time \( t_e \). A plastically deformable micromorphic material is defined to satisfy the postulate of Il’iushin for small cycles, if for a fixed material particle

\[
I(t_0, t_e) := \frac{1}{\varrho R} \int_{t_0}^{t_e} S \cdot \dot{\varepsilon} dt + \frac{1}{\varrho R} \int_{t_0}^{t_e} \sigma \cdot \dot{\beta} dt + \frac{1}{\varrho R} \int_{t_0}^{t_e} S \cdot \dot{K} dt
\]

\[
= \frac{1}{\varrho R} \int_{t_0}^{t_e} S \cdot \dot{\varepsilon} dt + \frac{1}{\varrho R} \int_{t_0}^{t_e} \sigma \cdot \dot{\beta} dt + \frac{1}{\varrho R} \int_{t_0}^{t_e} S \cdot \dot{K} dt \geq 0 \quad \text{for every } C_s[t_0, t_e] .
\]

(12.106)

In Sect. 12.5 it is proven that (12.106) is equivalent to

\[
\dot{\mathbf{P}} \cdot \dot{\varepsilon}_p + \dot{\Pi} \cdot \dot{\beta}_p + \dot{S} \cdot \dot{K}_p \geq \dot{P}^{(A)} \cdot \dot{\varepsilon}_p + \dot{\Pi}^{(A)} \cdot \dot{\beta}_p + \dot{S}^{(A)} \cdot \dot{K}_p ,
\]

(12.107)

where \((\dot{\mathbf{P}}, \dot{\Pi}, \dot{S})\) is a stress state on the yield surface, which induces the plastic strain-curvature rates \((\dot{\varepsilon}_p, \dot{\beta}_p, \dot{K}_p)\). The stress state \((\dot{P}^{(A)}, \dot{\Pi}^{(A)}, \dot{S}^{(A)})\) is a so-called admissible stress state, i.e. a stress state which is accessible and is on or inside the yield surface, \( f(\dot{P}^{(A)}, \dot{\Pi}^{(A)}, \dot{S}^{(A)}, \dot{h}^{(A)}) \leq 0 \).

If one introduces the notation

\[
\dot{\mathbf{U}} := (\dot{\varepsilon}_p, \dot{\beta}_p, \dot{K}_p) , \quad \dot{s} := (\dot{\mathbf{P}}, \dot{\Pi}, \dot{S}) ,
\]

(12.108)

then (12.106) is equivalent to

\[
\dot{s} \cdot \dot{\mathbf{U}} \geq \dot{s}^A \cdot \dot{\mathbf{U}} .
\]

(12.109)

As the plastic power of the micromorphic material may be expressed in terms of \( \dot{s}, \dot{\mathbf{U}} \),

\[
w_{pl} := \dot{\mathbf{P}} \cdot \dot{\varepsilon}_p + \dot{\Pi} \cdot \dot{\beta}_p + \dot{S} \cdot \dot{K}_p \equiv \dot{s} \cdot \dot{\mathbf{U}} ,
\]

(12.110)

inequality (12.109) represents a so-called principle of maximum plastic stress power, which is a natural extension of the corresponding principle of maximum plastic stress power in classical plasticity. The physical interpretation of (12.109) may be seen by using the definition

\[
f(\dot{s}, \dot{h}) := f(\dot{\mathbf{P}}, \dot{\Pi}, \dot{S}, \dot{h}) .
\]

(12.111)

Then, with respect to a pure mechanical formulation of the theory, inequality (12.109) states that, for a given plastic rate \( \dot{\mathbf{U}} \), among all admissible stress states \( \dot{s}^A \), the actual stress state \( \dot{s} \) maximizes the plastic power \( w_{pl} \).

For isothermal deformations with uniform distribution, we deal with here, the internal dissipation is given by (cf. (12.99))

\[
\mathcal{D}(\dot{s}, \dot{\mathbf{U}}, \dot{\psi}_p) = \dot{s} \cdot \dot{\mathbf{U}} - \varrho R \dot{\psi}_p .
\]

(12.112)
Keeping in mind this equation, (12.109) states that for given internal state variables and their rates, i.e. for given \( \hat{\mathbf{U}} \) and \( \hat{\Psi}_p \), among all admissible stresses \( \hat{s} \), the actual one \( \hat{s} \) maximizes \( D \).

As in classical plasticity (see e.g. Lubliner [113, Sect. 3.2.2]), the convexity of the yield surface \( \bar{f} = 0 \), and the normality rule for \( \hat{\mathbf{U}} \), are sufficient conditions for inequality (12.109) to hold. This means that (12.109) is always satisfied, if \( \hat{\mathbf{U}} \) is directed along the outward normal on the yield surface \( \bar{f} = 0 \), which has been assumed to be smooth,

\[
\hat{\mathbf{U}} = \hat{s} \frac{\partial \bar{f}}{\partial \hat{s}} ,
\]

or, equivalently

\[
\hat{\mathbf{e}}_p = \hat{s} \frac{\partial \bar{f}}{\partial \hat{\mathbf{P}}} , \quad \hat{\beta}_p = \hat{s} \frac{\partial \bar{f}}{\partial \hat{\Pi}} , \quad \hat{\mathcal{K}}_p = \hat{s} \frac{\partial \bar{f}}{\partial \hat{\mathbf{S}}} ,
\]

with

\[
\left\| \frac{\partial \bar{f}}{\partial \hat{s}} \right\| := \sqrt{\frac{\partial \bar{f}}{\partial \hat{\mathbf{P}}} \cdot \frac{\partial \bar{f}}{\partial \hat{\mathbf{P}}} + \frac{\partial \bar{f}}{\partial \hat{\Pi}} \cdot \frac{\partial \bar{f}}{\partial \hat{\Pi}} + \frac{\partial \bar{f}}{\partial \hat{\mathbf{S}}} \cdot \frac{\partial \bar{f}}{\partial \hat{\mathbf{S}}} } .
\]

\( \hat{s} \) is a positive scalar for plastic loading, which has to be determined from the so-called consistency condition \( \dot{\bar{f}} = 0 \). We see from (12.113)–(12.115) that

\[
\hat{s} = \sqrt{\hat{\mathbf{U}} \cdot \hat{\mathbf{U}}} := \sqrt{\hat{\mathbf{e}}_p \cdot \hat{\mathbf{e}}_p + \hat{\beta}_p \cdot \hat{\beta}_p + \hat{\mathcal{K}}_p \cdot \hat{\mathcal{K}}_p} .
\]

Clearly, convexity of \( \bar{f}(\hat{s}, \hat{\mathbf{h}}) = 0 \) with respect to \( \hat{s} \) is equivalent to convexity of \( \bar{f}(\hat{\mathbf{P}}, \hat{\Pi}, \hat{\mathbf{S}}, \hat{\mathbf{h}}) = 0 \) with respect to \( \hat{\mathbf{P}}, \hat{\Pi}, \hat{\mathbf{S}} \).

Plastic incompressibility is defined by the constraints

\[
\det \mathbf{F}_p = \det \mathbf{f}_p = 1 \iff \text{tr} \mathbf{L}_p = \text{tr} \mathbf{l}_p = \text{tr} \hat{\mathbf{e}}_p = \text{tr} \hat{\beta}_p = 0 .
\]

If this is assumed, then the yield function must have such a form that \( \frac{\partial \bar{f}}{\partial \hat{\mathbf{P}}} \) and \( \frac{\partial \bar{f}}{\partial \hat{\Pi}} \) are deviatoric.

Note in passing, that in contrast to the very interesting approach of Ehlers (see e.g. [42, 41, 43]), \( \mathcal{K}_p \) does not satisfy any compatibility conditions. This is the reason why evolution equations for \( \mathcal{K}_p \) are necessary. Also several yield functions, corresponding to multi-mechanism plasticity have been suggested by Forest and Sievert [55]. This could be an alternative approach, which may be more proper when discussing practical problems.
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12.3.3 Flow rule for viscoplasticity

Consider micromorphic viscoplasticity models which arise from those of micromorphic plasticity by adopting all the constitutive equations except for the evolution equation for $s$. This is now defined in a quite similar way as in classical viscoplasticity in terms of a so-called over-stress. Thus, whereas for rate-independent micromorphic plasticity the yield function is subject to the constraint $f = \hat{f}(\hat{P}, \hat{\Pi}, \hat{S}, \hat{h}) \leq 0$, in the case of micromorphic viscoplasticity no such restrictions on $f$ are imposed. We call a positive value of $f$ an overstress, so that $\dot{s}$ is supposed to be given as a function of $\langle f \rangle$. As an example, we propose the evolution equation (cf. [18])

$$\dot{s} = \frac{(f)^m}{\eta} \geq 0,$$

with $m$ and $\eta$ being positive material parameters.

12.3.4 Hardening rules

We suppose the micromorphic material to exhibit isotropic and kinematic hardening. Let $r$ be a scalar valued internal state variable responsible for isotropic hardening. With respect to the plastic intermediate configuration, we introduce strain and micromorphic curvature tensors $\hat{\epsilon}_k$, $\hat{\beta}_k$, $\hat{K}_k$, responsible for kinematic hardening, so that the additive decompositions

$$\hat{\epsilon}_p = \hat{\epsilon}_k + \hat{\epsilon}_d, \quad \hat{\beta}_p = \hat{\beta}_k + \hat{\beta}_d, \quad \hat{K}_p = \hat{K}_k + \hat{K}_d,$$

apply. The index $d$ indicates that the corresponding variables are related with the work dissipated as heat. We think of the additive decompositions (12.119) to be induced by multiplicative decompositions of $F_p$, $f_p$,

$$F_p = F_k F_d, \quad f_p = f_k f_d,$$

with $\det F_k > 0$, $\det f_k > 0$. $F_k$, $f_k$ introduce a new intermediate configuration $\hat{R}_k$, characterized by the property that the stress and back-stress tensors are vanishing there. According to our work until now, it is a straightforward matter to establish the kinematical relations given in Sect. 12.7, which are similar to those in Sect. 12.6.

Following classical proposals (see e.g. [36]), we assume the additive decomposition for $\Psi_p$

$$\Psi_p(t) = \Psi_{is}(t) + \Psi_k(t)$$

with

$$\Psi_{is} = \overline{\Psi}_{is}(r), \quad \Psi_k = \hat{\Psi}_k(\hat{\epsilon}_k, \hat{\beta}_k, \hat{K}_k).$$

It is convenient to introduce the stresses

$$R := \varrho_R \frac{\partial \Psi_{is}}{\partial r}, \quad \hat{S}_k := \varrho_R \frac{\partial \hat{\Psi}_k}{\partial \hat{\epsilon}_k}, \quad \hat{\sigma}_k := \varrho_R \frac{\partial \hat{\Psi}_k}{\partial \hat{\beta}_k}, \quad \hat{S}_k := \varrho_R \frac{\partial \hat{\Psi}_k}{\partial \hat{K}_k}.$$

$R$ denotes the scalar valued stress modeling isotropic hardening, so that the yield stress $k$ is given by

$$k := R + \bar{k}_0, \quad \bar{k}_0 = \text{const.} \geq 0.$$
Kinematic hardening is modeled by the back-stress tensor $\dot{s}_k,$

$$\dot{s}_k := (\dot{P}_k, \dot{\Pi}_k, \dot{S}_k) ,$$  

(12.125)

where the tensors $\dot{P}_k, \dot{\Pi}_k$ are defined in the following.

Assume that $\Psi_k$ in (12.122) may be represented also in the form (cf. Eqs. (12.70), (12.76))

$$\Psi_k = \dot{\Psi}_k(\dot{\varepsilon}_p, \dot{\beta}_p, \dot{K}_d, \dot{\beta}_d, \dot{K}_d) .$$  

(12.126)

Performing mathematical manipulations similar to those in Sect. 12.3.1, we arrive at the results

$$\dot{\Psi}_k = \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_k} \cdot \dot{\varepsilon}_k + \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_k} \cdot \dot{\beta}_k + \frac{\partial \dot{\Psi}_k}{\partial \dot{K}_k} \cdot \dot{K}_k - \left\{ \left( \dot{\varepsilon}_k \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_k} + \frac{1}{\theta_R} \hat{n}_k \right) \cdot \dot{\varepsilon}_p - \left( 2 \dot{\beta}_k \frac{\partial \dot{\Psi}_k}{\partial \beta_k} + \frac{1}{\theta_R} \hat{\Lambda}_k \right) \cdot \dot{\beta}_p \right\}$$

$$= \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_d} \cdot \dot{\varepsilon}_d + \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_d} \cdot \dot{\beta}_d + \frac{\partial \dot{\Psi}_k}{\partial \dot{K}_d} \cdot \dot{K}_d - \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_p} \cdot \dot{\beta}_p - \frac{\partial \dot{\Psi}_k}{\partial \dot{K}_p} \cdot \dot{K}_p ,$$  

(12.127)

from which we deduce

$$- \frac{1}{\theta_R} \dot{S}_k = - \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_k} = f_p^{-1} \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_d} F_p^T ,$$  

(12.128)

$$- \frac{1}{\theta_R} \sigma_k = - \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_k} = f_p \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_d} f_p^T ,$$  

(12.129)

$$- \frac{1}{\theta_R} \dot{S}_k = - \frac{\partial \dot{\Psi}_k}{\partial \dot{K}_k} = L(f_p^{-1}, f_p, F_p) \left[ \frac{\partial \dot{\Psi}_k}{\partial \dot{K}_d} \right] ,$$  

(12.130)

$$\left\{ (1 - \dot{\varepsilon}_k) \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_k} - \frac{1}{\theta_R} \hat{n}_k \right\} = f_p^{-1} \frac{\partial \dot{\Psi}_k}{\partial \dot{\varepsilon}_p} F_p^T ,$$  

(12.131)

$$\left\{ (1 - 2 \dot{\beta}_k) \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_k} - \hat{\Lambda}_k \right\}_S = f_p \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_p} f_p^T ,$$  

(12.132)

$$\frac{\partial \dot{\Psi}_k}{\partial \dot{K}_k} = L(f_p^{-1}, f_p, F_p) \left[ \frac{\partial \dot{\Psi}_k}{\partial \dot{K}_p} \right] ,$$  

(12.133)

$$\left\{ 2 \dot{\beta}_k \frac{\partial \dot{\Psi}_k}{\partial \dot{\beta}_k} + \frac{1}{\theta_R} \hat{\Lambda}_k \right\}_A = 0 ,$$  

(12.134)

with

$$\frac{1}{\theta_R} \hat{\Lambda}_k := \frac{1}{\theta_R} \hat{n}_k - \frac{1}{\theta_R} \hat{\chi}_k + \frac{1}{\theta_R} \left( \dot{\varepsilon}_k^T \dot{S}_k - \dot{S}_k \dot{\varepsilon}_k^T \right) ,$$  

(12.135)

$$\frac{1}{\theta_R} (\hat{n}_k)_{ml} := \frac{\partial \dot{\Psi}_k}{\partial (\dot{K}_k)_{rml}} (\dot{K}_k)_{rnm} ,$$  

(12.136)
\[
\frac{1}{\mathcal{R}} (\hat{\mathbf{s}}_k)_{ml} := \frac{\partial \hat{\Psi}_k}{\partial (\hat{\mathbf{K}}_k)_{nrr}} (\hat{\mathbf{K}}_k)_{nrr} - \frac{\partial \hat{\Psi}_k}{\partial (\hat{\mathbf{K}}_k)_{nlr}} (\hat{\mathbf{K}}_k)_{nlr} .
\] (12.137)

These relations suggest to define the back-stress tensors \( \hat{\mathbf{P}}_k \), \( \hat{\Pi}_k \) by
\[
\hat{\mathbf{P}}_k := (1 - \hat{\epsilon}^T_t) \hat{\mathbf{s}}_k - \hat{\eta}_k , \quad \hat{\Pi}_k := \left\{ (1 - 2\hat{\beta}_k) \hat{\sigma}_k - \hat{\Lambda}_k \right\}_S .
\] (12.138)

This way, \( \mathcal{R} \dot{\Psi}_p \) becomes
\[
\mathcal{R} \dot{\Psi}_p = -\hat{\mathbf{s}}_k \cdot \hat{\dot{\epsilon}}_d - \hat{\sigma}_k \cdot \hat{\dot{\beta}}_d - \hat{\mathbf{s}}_k \cdot \hat{\dot{\mathbf{K}}}_d + \hat{\mathbf{P}}_k \cdot \hat{\dot{\epsilon}}_p + \hat{\Pi}_k \cdot \hat{\dot{\beta}}_p + \hat{\mathbf{s}}_k \cdot \hat{\dot{\mathbf{K}}}_p + \mathcal{R} \dot{r} .
\] (12.139)

After inserting in the dissipation inequality (12.99),
\[
\mathcal{D} = (\mathbf{P} - \hat{\mathbf{P}}_k) \cdot \hat{\dot{\epsilon}}_p + (\mathbf{\Pi} - \hat{\Pi}_k) \cdot \hat{\dot{\beta}}_p + (\hat{\mathbf{s}} - \hat{\mathbf{s}}_k) \cdot \hat{\dot{\mathbf{K}}}_p - \mathcal{R} \dot{r} + \hat{\mathbf{s}}_d \cdot \hat{\dot{\mathbf{K}}}_d \geq 0 ,
\] (12.140)
or
\[
\mathcal{D} = (\mathbf{s} - \hat{\mathbf{s}}_k) \cdot \hat{\dot{\mathbf{U}}} - \mathcal{R} \dot{r} + \hat{\mathbf{s}}_d \cdot \hat{\dot{\mathbf{U}}}_d \geq 0 ,
\] (12.141)
where
\[
\mathbf{s}_d := (\hat{\mathbf{s}}_k, \hat{\sigma}_k, \hat{\mathbf{s}}_k), \quad \hat{\mathbf{U}}_d := (\hat{\dot{\epsilon}}_d, \hat{\dot{\beta}}_d, \hat{\dot{\mathbf{K}}}_d) .
\] (12.142)

We separate effects due to isotropic hardening from those due to kinematic hardening by requiring the two inequalities
\[
\mathcal{D}_{is} := (\mathbf{s} - \hat{\mathbf{s}}_k) \cdot \hat{\dot{\mathbf{U}}} - \mathcal{R} \dot{r} \geq 0 ,
\] (12.143)
\[
\mathcal{D}_k := \mathbf{s}_d \cdot \hat{\dot{\mathbf{U}}}_d \geq 0 ,
\] (12.144)
which are sufficient conditions for (12.141).

### 12.3.4.1 Isotropic hardening

Let the yield function in (12.111) obey the representation
\[
f(t) = \tilde{f}(\mathbf{s} - \hat{\mathbf{s}}_k) - k \equiv \tilde{f}(\mathbf{s} - \hat{\mathbf{s}}_k) - \tilde{k}_0 ,
\] (12.145)
with \( \tilde{f} \) being a homogeneous function of degree one, so that, according to Euler’s theorem,
\[
\frac{\partial \tilde{f}}{\partial (\mathbf{s} - \hat{\mathbf{s}}_k)} \cdot (\mathbf{s} - \hat{\mathbf{s}}_k) = \tilde{f} .
\] (12.146)

We recall from the normality rule (12.113) that (12.143) is equivalent to
\[
\mathcal{D}_{is} = (\mathbf{s} - \hat{\mathbf{s}}_k) \cdot \hat{\dot{\mathbf{U}}} - \mathcal{R} \dot{r} \geq 0 ,
\] (12.147)
or, by virtue of (12.146),
\[ D_{is} = \dot{s} \frac{\bar{f}}{\zeta} - R \dot{\zeta} \geq 0 \quad , \quad \zeta := \left\| \frac{\partial \bar{f}}{\partial (\bar{s} - \bar{s_k})} \right\| . \] (12.148)

When inelastic flow is involved, \( f = 0 \iff \bar{f} = k \) for plasticity, and \( f \geq 0 \iff \bar{f} \geq k \) for viscoplasticity. Hence, we conclude that
\[ \dot{s} \frac{k}{\zeta} - R \dot{\zeta} \geq 0 \] (12.149)
is a sufficient condition for (12.148). Keeping in mind (12.124), it follows that (12.149) is equivalent to
\[ R \left( \dot{s} \frac{k}{\zeta} - R \dot{\zeta} \right) + \bar{k_0} \frac{\dot{s}}{\zeta} \geq 0 \] (12.150)
Since \( \bar{k_0} \frac{\dot{s}}{\zeta} \geq 0 \), it suffices to require
\[ R \left( \dot{s} \frac{k}{\zeta} - R \dot{\zeta} \right) \geq 0 \] (12.151)
in order to satisfy (12.143) always. A sufficient condition for the validity of the latter reads
\[ \dot{s} \frac{k}{\zeta} - R \dot{\zeta} = \beta \frac{\dot{s}}{\gamma} (R - R_0) \iff \dot{\zeta} = \left( 1 - \frac{\beta}{\gamma} (R - R_0) \right) \frac{\dot{s}}{\zeta} , \] (12.152)
\[ R_0 := R \big|_{r=0} \] (12.153)
where \( \beta \geq 0, \gamma \geq 0 \) are material parameters subject to the condition \( \frac{\beta}{\gamma} \geq 0 \).

As a particular example consider the case
\[ \Psi_{is} = \bar{\Psi}_{is}(r) = \frac{\gamma}{2 \partial r} (r^2 + 2r_0 r) \Rightarrow R = \varrho R \frac{\partial \bar{\Psi}_{is}}{\partial r} = \gamma (r + r_0) . \] (12.154)
Thus,
\[ \dot{k} = R + \bar{k_0} \quad \Rightarrow \quad k_0 := k \big|_{r=0} = R_0 + \bar{k_0} \quad , \quad R_0 = \gamma r_0 , \] (12.155)
and (12.152) is equivalent to
\[ \dot{\zeta} = (1 - \beta r) \frac{\dot{s}}{\zeta} , \] (12.156)
or
\[ \dot{R} = \{ \gamma - \beta (R - R_0) \} \frac{\dot{s}}{\zeta} \] (12.157)
or
\[ \dot{k} = \{ \gamma - \beta (k - k_0) \} \frac{\dot{s}}{\zeta} . \] (12.158)

In essence, these results for isotropic hardening are similar to those in classical plasticity established by Chaboche (see e.g. [19]).
12.3 Thermodynamical framework for micromorphic plasticity

12.3.4.2 Kinematic hardening

In order to satisfy (12.144),

\[ D_k =  \dot{s}_d \cdot \dot{U}_d =  \dot{S}_k \cdot \dot{\epsilon}_d + \dot{\sigma}_k \cdot \dot{\beta}_d +  \dot{S}_k \cdot \dot{K}_d \geq 0 , \]  

it suffices to assume

\[ \dot{\epsilon}_d = s M_k[\hat{S}_k], \quad \dot{\beta}_d = s N_k[\hat{\sigma}_k], \quad \dot{K}_d = s P_k[\hat{S}_k], \]  

where \( M_k, N_k \) are, respectively, semi-definite isotropic fourth-order tensors, and \( P_k \) is a semi-definite isotropic sixth-order tensor. Clearly, the evolution equations (12.160) may be rewritten in the form

\[ \dot{\epsilon}_k = \dot{\epsilon}_p - s M_k[\hat{S}_k], \]  
\[ \dot{\beta}_k = \dot{\beta}_p - s N_k[\hat{\sigma}_k], \]  
\[ \dot{K}_k = \dot{K}_p - s P_k[\hat{S}_k]. \]  

These evolution equations represent generalized Armstrong-Frederick rules (cf. [7]) for the micromorphic material as adopted here.

12.3.5 Coupling with damage

Micromorphic plasticity models have considerable influence whenever localization phenomena are studied. Such phenomena can result as a consequence of some softening mechanisms inherent in the model response. Damage models induce softening and are employed to describe the progressive material degradation due to the loading process. A simple damage model arises if one assumes the concept of effective stresses combined with the principle of strain equivalence. This approach has been initiated and intensively investigated by Lemaitre and Chaboche [107] (see e.g. [21, 103]) (A comprehensive study is also given in [137].) We shall now apply this approach in our micropolar plasticity to capture damage effects.

We start from the second law of thermodynamics (12.69) and assume again the additive decomposition (12.67). But now, \( \Psi_e \) and \( \Psi_p \) depend also on the scalar damage variable \( D \):

\[ \Psi(t) = \hat{\Psi}(\hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e, \hat{\epsilon}_k, \hat{\beta}_k, \hat{K}_k, \hat{\epsilon}_d, \hat{\beta}_d, \hat{K}_d, r, D) = \Psi_e(t) + \Psi_p(t), \quad \Psi_p = \Psi_{is} + \Psi_k, \]  
\[ \Psi_e = \hat{\Psi}_e(\hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e, D), \quad \Psi_{is} = \hat{\Psi}_{is}(r, D), \quad \Psi_k = \hat{\Psi}_k(\hat{\epsilon}_k, \hat{\beta}_k, \hat{K}_k, D). \]  

This is the simplest possibility to describe isotropic damage. It is assumed that \( D \in [0, 1] \). The values \( D = 0 \) and \( D = 1 \) correspond to the undamaged state and the complete local rupture, respectively, while \( D \in (0, 1) \) reflects a partially damaged state.

Quite similar to the approach until now, we establish the relations

\[ \dot{S} = \varrho R \frac{\partial \hat{\Psi}_e}{\partial \hat{\epsilon}_e}, \quad \dot{\sigma} = \varrho R \frac{\partial \hat{\Psi}_e}{\partial \hat{\beta}_e}, \quad \dot{S} = \varrho R \frac{\partial \hat{\Psi}_e}{\partial \hat{K}_e}, \]  

(12.166)
Since only isotropic and kinematic hardening are assumed to be present, the yield function reads

\[ R := \varrho R \frac{\partial \hat{\Psi}_e}{\partial \hat{\epsilon}_e}, \quad \hat{S}_k := \varrho R \frac{\partial \hat{\Psi}_k}{\partial \hat{\beta}_k}, \quad \hat{\sigma}_k := \varrho R \frac{\partial \hat{\Psi}_k}{\partial \hat{\beta}_k}, \quad \hat{S}_k := \varrho R \frac{\partial \hat{\Psi}_k}{\partial \hat{K}_k}, \]  

(12.167)

\[ D = (\hat{\mathbf{P}} - \hat{\mathbf{P}}_k) : \hat{\epsilon}_p + (\hat{\mathbf{H}} - \hat{\mathbf{H}}_k) : \hat{\beta}_p + (\hat{\mathbf{S}} - \hat{\mathbf{S}}_k) : \hat{\mathbf{K}}_p - R \hat{r} + \hat{S}_k : \hat{\epsilon}_d + \hat{\sigma}_k : \hat{\beta}_d + \hat{S}_k : \hat{\mathbf{K}}_d - \varrho R \frac{\partial \hat{\Psi}_e}{\partial D} D \geq 0, \]  

(12.168)

where the stresses \( \hat{\mathbf{P}}, \hat{\mathbf{H}}, \hat{\mathbf{S}}, \hat{\sigma}_k, \hat{\mathbf{S}}_k, \hat{\mathbf{P}}_k, \hat{\mathbf{H}}_k, R \) are defined as above, but with \( \Psi \) given by (12.164) and (12.165).

According to the version of the principle of strain equivalence as adopted here, the constitutive equations governing the response of the real, damaged material may be gained as follows. At every material point, we assign to the real material a fictitious, undamaged material which obeys the constitutive laws established in Sects. 12.3.3 and 12.3.4, but with the variables of stress replaced by so-called effective stresses. The strains for the real and the fictitious material are assumed to be equal (strain equivalence).

To elaborate, let \( \mathbf{X} \) be any one of the stress variables \( \hat{\mathbf{S}}, \hat{\sigma}, \hat{\mathbf{S}}_k, \hat{\sigma}_k, \hat{\mathbf{S}}_k, \hat{\mathbf{P}}, \hat{\mathbf{H}}, \hat{\mathbf{P}}_k, \hat{\mathbf{H}}_k \). The corresponding effective stress \( \mathbf{X}^\text{(eff)} \) is defined by

\[ \mathbf{X}^\text{(eff)} := \frac{\mathbf{X}}{1 - D}. \]  

(12.169)

Then, from (12.92)–(12.94) we obtain

\[ \hat{\mathbf{S}}^\text{(eff)} = \varrho R \frac{\partial \hat{\Psi}_e^f}{\partial \hat{\epsilon}_e}, \quad \hat{\sigma}^\text{(eff)} = \varrho R \frac{\partial \hat{\Psi}_e^f}{\partial \hat{\beta}_e}, \quad \hat{S}^\text{(eff)} = \varrho R \frac{\partial \hat{\Psi}_e^f}{\partial \hat{K}_e}, \]  

(12.170)

where

\[ \hat{\Psi}_e^f = \hat{\Psi}_e^f(\hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e) \]  

(12.171)

is the specific free energy for the fictitious materials. Here and in the sequel, the superfix \( f \) denotes the fictitious material. Eqs. (12.166), (12.169), and (12.170) imply, after integration,

\[ \hat{\Psi}_e(\hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e, D) = (1 - D) \hat{\Psi}_e^f(\hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e). \]  

(12.172)

Similarly, we have

\[ \hat{\Psi}_s(r, D) = (1 - D) \hat{\Psi}_s^f(r), \quad \hat{\Psi}_k(\hat{\epsilon}_k, \hat{\beta}_k, \hat{K}_k, D) = (1 - D) \hat{\Psi}_k^f(\hat{\epsilon}_k, \hat{\beta}_k, \hat{K}_k). \]  

(12.173)

Since only isotropic and kinematic hardening are assumed to be present, the yield function reads

\[ f = \hat{F}(\hat{s} - \hat{s}_k, R, D) = \hat{f}^f(\hat{s}^\text{(eff)} - \hat{s}_k^\text{(eff)}) - R^\text{(eff)} - \bar{k}_0, \]  

(12.174)

in view of (12.145), and the flow rule (12.114) becomes

\[ \hat{\epsilon}_p = \hat{s} \frac{\partial \hat{F}}{\partial \hat{P}} \zeta, \quad \hat{\beta}_p = \hat{s} \frac{\partial \hat{F}}{\partial \hat{\Pi}} \zeta, \quad \hat{K}_p = \hat{s} \frac{\partial \hat{S}}{\partial \zeta}, \]  

(12.175)
\[ \zeta := \left\| \frac{\partial \tilde{F}}{\partial \tilde{s}} \right\| = \frac{1}{1 - D} \left\| \frac{\partial \tilde{f}(\tilde{s}_{\text{eff}} - \tilde{s}_{k}^{(\text{eff})})}{\partial \tilde{s}_{\text{eff}}} \right\| , \quad (12.176) \]

\[ \hat{s} = \sqrt{\hat{\epsilon}_p \cdot \hat{\epsilon}_p + \hat{\beta}_p \cdot \hat{\beta}_p + \hat{K}_p \cdot \hat{K}_p} . \quad (12.177) \]

The isotropic hardening rule in Sect. 12.3.4.1 suggests

\[ \Psi_{\text{is}} = \frac{\gamma (1 - D)}{2 \rho_R} (r^2 + 2 r_0 r) , \quad \frac{R}{1 - D} = \gamma (r + r_0) , \quad (12.178) \]

\[ \dot{r} = (1 - \beta r) \frac{\dot{s}}{\zeta} = \left( 1 - \frac{\beta}{\gamma} \left( \frac{R}{1 - D} - \gamma r_0 \right) \right) \frac{\dot{s}}{\zeta} , \quad (12.179) \]

with \( \zeta, R_0 \) being defined as in (12.176) and (12.153), respectively. From the kinematic hardening law in (12.161)–(12.163), we get

\[ \dot{\hat{\epsilon}}_k = \dot{\hat{\beta}} - \frac{\dot{s}}{(1 - D)} \hat{M}_k \hat{\nu} \hat{s}_k | \hat{\nu} \hat{s}_k \quad (12.180) \]

\[ \dot{\hat{\beta}}_k = \dot{\hat{\beta}} - \frac{\dot{s}}{(1 - D)} \hat{N}_k \hat{\sigma}_k | \hat{\sigma}_k \quad (12.181) \]

\[ \dot{\hat{K}}_k = \hat{K}_p - \frac{\dot{s}}{(1 - D)} \hat{P}_k | \hat{s}_k \quad (12.182) \]

It remains to verify whether the dissipation inequality is satisfied. To this end, we insert into (12.168) to obtain

\[ D = (\tilde{s} - \tilde{s}_k) \cdot \frac{\dot{s}}{\zeta} \frac{\tilde{f}(\tilde{s}) - \tilde{s}_{k}^{(\text{eff})}}{\tilde{s} - \tilde{s}_k} - R \dot{r} \]

\[ + \frac{\dot{s}}{1 - D} \left\{ \tilde{s}_k \cdot \tilde{M}_k [\tilde{s}_k] + \tilde{\sigma}_k \cdot \tilde{N}_k [\tilde{\sigma}_k] + \tilde{S}_k \cdot \tilde{P}_k [\tilde{s}_k] \right\} - \rho_R \frac{\partial \tilde{\Psi}}{\partial D} \tilde{D} \geq 0 \quad (12.183) \]

Since the term in curls is always nonnegative, inequality (12.183) will be satisfied whenever

\[ (\tilde{s} - \tilde{s}_k) \cdot \frac{\dot{s}}{\zeta} \frac{\tilde{f}(\tilde{s}) - \tilde{s}_{k}^{(\text{eff})}}{\tilde{s} - \tilde{s}_k} - R \dot{r} - \rho_R \frac{\partial \tilde{\Psi}}{\partial D} \tilde{D} \]

\[ = (\tilde{s}_{\text{eff}} - \tilde{s}_{k}^{(\text{eff})}) \cdot \frac{\dot{s}}{\zeta} \frac{\tilde{f}(\tilde{s}_{\text{eff}} - \tilde{s}_{k}^{(\text{eff})})}{\tilde{s}_{\text{eff}} - \tilde{s}_{k}^{(\text{eff})}} - R \dot{r} - \rho_R \frac{\partial \tilde{\Psi}}{\partial D} \tilde{D} \]

\[ \geq R (\tilde{s}_{\text{eff}} - \tilde{s}_{k}^{(\text{eff})}) \cdot \frac{\dot{s}}{\zeta} - R \frac{\dot{s}}{\zeta} + \beta R \frac{\dot{s}}{\zeta} \geq 0 \quad (12.184) \]

Thus, the dissipation inequality will always be satisfied, provided

\[ -\rho_R \frac{\partial \tilde{\Psi}}{\partial D} \tilde{D} \geq 0 \quad (12.185) \]
A sufficient condition for this inequality reads (cf. [104, 105, 110])

\[
\dot{D} = -\alpha_1 s \left( \frac{\partial \Psi}{\partial \xi} \right) ,
\]

where \( \alpha_1 \geq 0 \) denotes a material parameter.

### 12.3.6 Simple constitutive relations

Various constitutive functions, like free energy or yield function, indicate a simple form if linear, isotropic behavior is assumed to be present. This is expressed in terms of isotropic tensors \( \mathbf{A}, \mathbf{B}, \mathbf{D}, \mathbf{C} \):

\[
A_{ijpq} = A_{pqij} = A_1 \delta_{ij} \delta_{pq} + A_2 \delta_{i1} \delta_{jq} + A_3 \delta_{iq} \delta_{jp} ,
\]

\[
B_{ijpq} = B_{pqij} = B_1 \delta_{ij} \delta_{pq} + B_2 \delta_{i1} \delta_{jq} + B_3 \delta_{iq} \delta_{jp} ,
\]

\[
D_{ijpq} = D_{pqij} = D_1 \delta_{ij} \delta_{pq} + D_2 \delta_{i1} \delta_{jq} + D_3 \delta_{iq} \delta_{jp} ,
\]

\[
C_{ijkpqr} = C_{pqrijk} = C_1 (\delta_{i1} \delta_{jk} \delta_{pq} + \delta_{jk} \delta_{ir} \delta_{pq}) + C_2 (\delta_{ij} \delta_{kq} \delta_{rp} + \delta_{ki} \delta_{jr} \delta_{pq})
+ C_3 \delta_{ij} \delta_{kq} \delta_{rp} + C_4 \delta_{i1} \delta_{kq} \delta_{rp} + C_5 (\delta_{ik} \delta_{j1} \delta_{qr} + \delta_{ki} \delta_{jr} \delta_{pq})
+ C_6 \delta_{ik} \delta_{jq} \delta_{rp} + C_7 \delta_{ik} \delta_{jq} \delta_{kr} + C_8 (\delta_{ip} \delta_{jq} \delta_{kr} + \delta_{kp} \delta_{iq} \delta_{jr})
+ C_9 \delta_{ip} \delta_{jq} \delta_{kq} + C_{10} \delta_{ip} \delta_{jq} \delta_{kr} + C_{11} \delta_{kp} \delta_{iq} \delta_{jr} .
\]

### 12.3.6.1 Elasticity laws

Following Mindlin [122] and Eringen [46], we assume \( \Psi_e \) to be given by

\[
\Psi_e = (1 - D) \left\{ \frac{1}{2} (A_e)_{ijpq} (\dot{e}_e)_{ij} (\dot{e}_e)_{pq} + \frac{1}{2} (B_e)_{ijpq} (\dot{\beta}_e)_{ij} (\dot{\beta}_e)_{pq} + (D_e)_{ijpq} (\dot{\epsilon}_e)_{ij} (\dot{\epsilon}_e)_{pq} \right\} ,
\]

where \( A_e, B_e, D_e, C_e \) indicate the same form as \( \mathbf{A}, \mathbf{B}, \mathbf{D}, \mathbf{C} \), respectively. The elements of these tensors are denoted, respectively, by \( A_1^e, A_2^e, B_1^e, B_2^e, D_1^e, D_2^e, C_1^e, C_2^e, \ldots, C_{11}^e \). In particular we set

\[
A_1^e = \lambda , \quad A_2^e = \mu + \alpha , \quad A_3^e = \mu - \alpha .
\]

Generally, there are involved 18 material parameters, which have to satisfy some conditions in order for \( \Psi_e \) to be always non-negative. Such conditions have been worked out by Eringen [46] and Smith [147]. From (12.166), we deduce

\[
\dot{S} = (1 - D) \{ A_1^e (\text{tr} \dot{\epsilon}_e) \mathbf{1} + A_2^e \dot{\epsilon}_e + A_3^e (\dot{\epsilon}_e)^T + D_1^e (\text{tr} \dot{\beta}_e) \mathbf{1} + 2 D_2^e \dot{\beta}_e \} ,
\]

\[
\dot{\sigma} = (1 - D) \{ B_1^e (\text{tr} \dot{\beta}_e) \mathbf{1} + 2 B_2^e \dot{\beta}_e + D_1^e (\text{tr} \dot{\epsilon}_e) \mathbf{1} + D_2^e (\dot{\epsilon}_e + (\dot{\epsilon}_e)^T) \} ,
\]

\[
\dot{S}_{ijk} = (1 - D) \{ \delta_{ij} (C_1^e \dot{\epsilon}_e)_{kri} + C_2^e (\dot{\epsilon}_e)_{kr} + C_3^e (\dot{\epsilon}_e)_{rr} \}
+ \delta_{ik} (C_1^e \dot{\epsilon}_e)_{rki} + C_2^e (\dot{\epsilon}_e)_{rir} + C_3^e (\dot{\epsilon}_e)_{iri}
+ \delta_{ki} (C_1^e \dot{\epsilon}_e)_{rij} + C_2^e (\dot{\epsilon}_e)_{jrr} + C_3^e (\dot{\epsilon}_e)_{rrj}
+ C_4^e \dot{\epsilon}_e)_{ijk} + C_5^e (\dot{\epsilon}_e)_{kij} + C_6^e (\dot{\epsilon}_e)_{ki} \}
\]

(12.195)
12.3 Thermodynamical framework for micromorphic plasticity

12.3.6.2 Kinematic hardening

Intending to obtain, at the end, a theory for small deformations, we set, in analogy to (12.191),

\[ \Psi_k = (1 - D) \left\{ \frac{1}{2} (A_k)_{ijpq} (\hat{e}_k)_{ij} (\hat{e}_k)_{pq} + \frac{1}{2} (B_k)_{ijpq} (\hat{\beta}_k)_{ij} (\hat{\beta}_k)_{pq} + (D_k)_{ijpq} (\hat{e}_k)_{ij} (\hat{\beta}_k)_{pq} + \frac{1}{2} (C_k)_{ijkl} (\hat{\kappa}_k)_{ijkl} (\hat{\kappa}_k)_{pq} \right\} , \tag{12.196} \]

where \( A_k, B_k, D_k, C_k \) exhibit the same form as \( A, B, D, C \). Their parameters are \( A^1_k, A^2_k, A^3_k, B^1_k, B^2_k, D^1_k, D^2_k, C^1_k, C^2_k, \ldots, C^{11}_k \), respectively. It is readily seen, by substituting in (12.167), that \( \hat{S}_k, \hat{\sigma}_k, \hat{S}_k \)

are related to \( \hat{e}_k, \hat{\beta}_k \) and \( \hat{\kappa}_k \) in a way similar to that in Eqs. (12.193)–(12.195). Moreover, we suppose \( M_k, N_k, P_k \) in (12.180)–(12.182) to exhibit the same form as \( A, B, C \) with material parameters \( M^1_k, M^2_k, M^3_k, N^1_k, N^2_k, P^1_k, P^2_k, \ldots, P^{11}_k \), respectively.

Hence, Eqs. (12.180)–(12.182) yield

\[ \dot{\hat{e}}_k = \hat{e}_p - \frac{\dot{s}}{1 - D} \left( M^1_k (\text{tr} \hat{S}_k) 1 + M^2_k \hat{S}_k + M^3_k \hat{S}_k^T \right) , \tag{12.197} \]

\[ \dot{\hat{\beta}}_k = \hat{\beta}_p - \frac{\dot{s}}{1 - D} \left( N^1_k (\text{tr} \hat{\sigma}_k) 1 + 2N^2_k \hat{\sigma}_k \right) , \tag{12.198} \]

\[ \dot{\hat{\kappa}}_k = \hat{\kappa}_p - \frac{\dot{s}}{1 - D} \hat{P}_k [\hat{\kappa}_k] . \tag{12.199} \]

12.3.6.3 Yield function – Flow rule

Assuming plastic incompressibility to apply for both, the micro- and the macrocontinuum, we postulate for the yield function in (12.174) the form

\[ f = \bar{F}(\dot{\hat{S}} - \hat{S}_k, R, D) = \bar{f}(\dot{\hat{S}}^{(eff)} - \hat{S}_k^{(eff)}) - R^{(eff)} - \bar{k}_0 \]

\[ = \left( \frac{(\bar{P} - \hat{P}_k)^D}{1 - D} \cdot A_y \left[ \frac{(\bar{P} - \hat{P}_k)^D}{1 - D} \right] + \left( \frac{\bar{\Pi} - \hat{\Pi}_k}{1 - D} \right) \cdot B_y \left[ \frac{\bar{\Pi} - \hat{\Pi}_k}{1 - D} \right] \right) \]

\[ + \frac{\dot{\hat{S}} - \hat{S}_k}{1 - D} \cdot C_y \left[ \frac{\dot{\hat{S}} - \hat{S}_k}{1 - D} \right] \frac{1}{2} - \frac{R}{1 - D} - \bar{k}_0 . \tag{12.200} \]

\( A_y, B_y, C_y \) indicate the same form as \( A, B, C \), with material parameters \( A^1_y = 0, A^2_y, A^3_y, B^1_y = 0, B^2_y, C^1_y, \ldots, C^{11}_y \).

12.3.6.4 Small deformations

Intrinsic model properties may be discussed appropriately by confining to small deformations, excluding thus effects due to geometrical non-linearities. Let \( \mathbf{H}, \mathbf{h} \) be the displacement gradients for the macro- and the microcontinuum,

\[ \mathbf{H} := \mathbf{F} - 1 , \quad \mathbf{h} := \mathbf{f} - 1 . \tag{12.201} \]
Consider the set $\mathcal{F}$, elements of which are the tensors

$$H, U_e - 1, U_p - 1, h, u_e - 1, u_p - 1, R^T_p r_p - 1, R_e r_e^T - 1, \hat{\mathcal{K}}, \hat{\mathcal{K}}_e, \hat{\mathcal{K}}_p, \hat{\beta}_k, \hat{\epsilon}_k, \hat{\mathcal{K}}_k,$$

as well as their time and spatial (with respect to $X^i$) derivatives. Let $\varepsilon := \max\{\sup \|A\|/A \in \mathcal{F}\}$ be a measure of smallness, where $\| \cdot \|$ is the Euclidean norm and sup stands for supremum over the region $\mathcal{R}_k$. Assume relations of the form

$$\begin{align*}
H &= O(\varepsilon), \quad F = 1 + O(\varepsilon), \quad (12.203) \\
U_e &= 1 + O(\varepsilon), \quad U_p = 1 + O(\varepsilon), \quad (12.204) \\
F_e &= R_e + O(\varepsilon), \quad F_p = R_p + O(\varepsilon), \quad (12.205) \\
h &= O(\varepsilon), \quad f = 1 + O(\varepsilon), \quad (12.206) \\
u_e &= 1 + O(\varepsilon), \quad u_p = 1 + O(\varepsilon), \quad (12.207) \\
f_e &= r_e + O(\varepsilon), \quad f_p = r_p + O(\varepsilon), \quad (12.208) \\
\hat{\beta} &= \frac{1}{2}(h + h^T) + O(\varepsilon^2), \quad \hat{\beta}_e = O(\varepsilon), \quad \hat{\beta}_p = O(\varepsilon), \quad (12.209) \\
\beta &= \hat{\beta} + O(\varepsilon^2) = \hat{\beta} + O(\varepsilon^2), \quad \beta_e = \hat{\beta}_e + O(\varepsilon^2) = \hat{\beta}_e + O(\varepsilon^2), \quad (12.210) \\
\beta_p &= \hat{\beta}_p + O(\varepsilon^2) = \hat{\beta}_p + O(\varepsilon^2), \quad (12.211) \\
\hat{\epsilon} &= H - h + O(\varepsilon^2), \quad \hat{\epsilon}_e = O(\varepsilon), \quad \hat{\epsilon}_p = O(\varepsilon), \quad (12.212) \\
\epsilon &= \hat{\epsilon} + O(\varepsilon^2) = \hat{\epsilon} + O(\varepsilon^2), \quad \epsilon_e = \hat{\epsilon}_e + O(\varepsilon^2) = \hat{\epsilon}_e + O(\varepsilon^2), \quad (12.213) \\
\epsilon_p &= \hat{\epsilon}_p + O(\varepsilon^2) = \hat{\epsilon}_p + O(\varepsilon^2), \quad (12.214) \\
\mathcal{K} &= \hat{\mathcal{K}} + O(\varepsilon^2), \quad \mathcal{K}_e = O(\varepsilon), \quad \mathcal{K}_p = O(\varepsilon), \quad (12.215) \\
\mathcal{K}_e &= \hat{\mathcal{K}}_e + O(\varepsilon^2) = \hat{\mathcal{K}}_e + O(\varepsilon^2), \quad (12.216) \\
\mathcal{K}_p &= \hat{\mathcal{K}}_p + O(\varepsilon^2) = \hat{\mathcal{K}}_p + O(\varepsilon^2), \quad (12.217) \\
\hat{\mathcal{S}} &= O(\varepsilon), \quad \mathcal{S} = \hat{\mathcal{S}} + O(\varepsilon^2) = \hat{\mathcal{S}} + O(\varepsilon^2) = \mathcal{T} + O(\varepsilon^2) = \hat{P} + O(\varepsilon^2), \quad (12.219) \\
\hat{\sigma} &= O(\varepsilon), \quad \sigma = \hat{\sigma} + O(\varepsilon^2) = \hat{\sigma} + O(\varepsilon^2) = \Sigma + O(\varepsilon^2) = \hat{\Pi} + O(\varepsilon^2), \quad (12.220) \\
\hat{\mathcal{S}} &= O(\varepsilon), \quad \mathcal{S} = \hat{\mathcal{S}} + O(\varepsilon^2) = \hat{\mathcal{S}} + O(\varepsilon^2) = \mathcal{T} + O(\varepsilon^2), \quad (12.221) \\
\beta_k &= \hat{\beta}_k + O(\varepsilon^2) = \hat{\beta}_k + O(\varepsilon^2), \quad (12.222) \\
\vdots \\
\hat{\beta}_p &= \hat{\beta}_p + O(\varepsilon^2), \quad (12.223) \\
\vdots \\
\vartheta &= \vartheta_R + O(\varepsilon), \quad (12.224) \\
\text{DIV} T &= \text{div} T + O(\varepsilon^2), \quad (12.225) \\
\vdots
\end{align*}$$

to hold. Whenever terms only up to order $O(\varepsilon)$ are explicitly retained, the resulting theory is said to be of small deformations.
Appendix

12.4 Transformations under rigid body rotations superposed on both the current and the plastic intermediate configuration

It can be seen (for some of the subsequent relations cf. [78, 13, 14]) that under rigid body rotations \( Q = Q(t) \) superposed on the current configuration, and rigid body rotations \( Q_p = Q_p(t) \) superposed on the plastic intermediate configuration simultaneously, the transformation rules for the macroscopic continuum

\[
F \rightarrow F^* = QF = QF_eQ_p^TQ_pF_p,
\]

\[
F_e \rightarrow F_e^* = QF_eQ_p^T,
\]

\[
R_e \rightarrow R_e^* = QR_eQ_p^T,
\]

\[
U_e \rightarrow U_e^* = Q_pU_eQ_p^T,
\]

\[
V_e \rightarrow V_e^* = QV_eQ_p^T,
\]

\[
\hat{L}_p \rightarrow \hat{L}_p^* = Q_p\hat{L}_pQ_p^T + \hat{Q}_pQ_p^T,
\]

\[
\hat{D}_p \rightarrow \hat{D}_p^* = Q_p\hat{D}_pQ_p^T,
\]

\[
\hat{W}_p \rightarrow \hat{W}_p^* = Q_p\hat{W}_pQ_p^T + \hat{Q}_pQ_p^T,
\]

and for the microcontinuum

\[
f \rightarrow f^* = Qf = Qf_eQ_p^TQ_pf_p,
\]

\[
f_e \rightarrow f_e^* = Qf_eQ_p^T,
\]

\[
r_e \rightarrow r_e^* = Qr_eQ_p^T,
\]

\[
u_e \rightarrow u_e^* = Q_pu_eQ_p^T,
\]

\[
v_e \rightarrow v_e^* = Qv_eQ_p^T,
\]

\[
\hat{r}_p \rightarrow \hat{r}_p^* = Q_p\hat{r}_pQ_p^T,
\]

\[
\hat{u}_p \rightarrow \hat{u}_p^* = Q_p\hat{u}_pQ_p^T,
\]

\[
\hat{v}_p \rightarrow \hat{v}_p^* = Q_p\hat{v}_pQ_p^T,
\]

apply. Let \( \hat{X} \) denote any one of the tensors \( \hat{\beta}, \hat{\beta}_p, \hat{\beta}_p, \hat{\beta}_p, \hat{\beta}_p, \hat{\beta}_p, \hat{\beta}_p, \hat{\beta}_p, \hat{\beta}_p \). Then

\[
\hat{X} \rightarrow \hat{X}^* = Q_p\hat{X}Q_p^T.
\]

For the micromorphic curvature tensors \( \hat{\kappa}, \hat{\mathcal{K}} \) we have

\[
\hat{\kappa}^* = \hat{\mathcal{K}}
\]

\[
\hat{\mathcal{K}}^* = \mathcal{L}(f_p^*, (f_p^*)^{T-1}, (f^*)^{T-1}) [\hat{\kappa}^*] = \mathcal{L}(Q_p, Q_p, Q_p)\mathcal{L}(f_p^*, (f_p^*)^{T-1}, (f^*)^{T-1}) [\hat{\kappa}] = \mathcal{L}(Q_p, Q_p, Q_p)[\hat{\mathcal{K}}].
\]

In a similar manner, if \( \hat{\mathcal{P}} \) represents any one of the tensors \( \hat{\kappa}_e, \hat{\kappa}_p, \hat{\kappa}, \hat{\mathcal{K}}, \hat{\mathcal{K}}_e, \hat{\mathcal{K}}_p \), then

\[
\hat{\mathcal{P}}^* = \mathcal{L}(Q_p, Q_p, Q_p)[\hat{\mathcal{P}}].
\]
12.5 Conditions for the validity of Il’iushin’s postulate

We recall from (12.92)–(12.94) that
\[ \tilde{S} = \partial \tilde{\Psi}_e \partial \tilde{e}, \quad \tilde{\sigma} = \partial \tilde{\Psi}_e \partial \tilde{\beta}, \quad \tilde{S} = \partial \tilde{\Psi}_e \partial \tilde{K}. \]  
(12.242)

Assume (12.106) to apply and consider a small strain-curvature cycle $ABCD$ (see Fig. 12.1), which is parameterized by time $t$. Denote by $M^{(X)}$ the value of some quantity $M$ at point $X$. Then, the times connected with points $A, B, C, D$ are $t^{(A)}, t^{(B)}, t^{(C)}, t^{(D)}$, respectively, ($t^{(A)} < t^{(B)} < t^{(C)} < t^{(D)}$). The strain-curvature cycle begins and ends at $\tilde{e} = \tilde{e}^{(A)} = \tilde{e}^{(D)}, \tilde{\beta} = \tilde{\beta}^{(A)} = \tilde{\beta}^{(D)}, \tilde{K} = \tilde{K}^{(A)} = \tilde{K}^{(D)}$, while plastic flow occurs only between $B$ and $C$. In analogy to Lin and Naghdi [108], we use the notation

\[ \mathbf{u}(t) := \left( \tilde{e}(t), \tilde{\beta}(t), \tilde{K}(t) \right), \quad \mathbf{u}_p(t) := \left( \tilde{e}_p(t), \tilde{\beta}_p(t), \tilde{K}_p(t) \right), \quad \mathbf{u}^{(X)} := \left( \tilde{e}^{(X)}, \tilde{\beta}^{(X)}, \tilde{K}^{(X)} \right), \quad \mathbf{u}^{(X)}_p := \left( \tilde{e}^{(X)}_p, \tilde{\beta}^{(X)}_p, \tilde{K}^{(X)}_p \right). \]  
(12.243)

Since (12.92)–(12.94), and therefore also (12.242), are assumed to hold during plastic loading as well, we have

\[ I \left( t^{(A)}, t^{(D)} \right) = \frac{1}{\partial \tilde{R}} \int_{t^{(A)}}^{t^{(D)}} \left\{ \tilde{S} \cdot \tilde{e} + \tilde{\sigma} \cdot \tilde{\beta} + \tilde{S} \cdot \tilde{K} \right\} dt \]
\[ = \int_{t^{(A)}}^{t^{(D)}} \left\{ \frac{\partial \tilde{\Psi}_e (\mathbf{u}(t), \mathbf{u}_p(t))}{\partial \tilde{e}(t)} \cdot \dot{\tilde{e}}(t) + \frac{\partial \tilde{\Psi}_e (\mathbf{u}(t), \mathbf{u}_p(t))}{\partial \tilde{\beta}(t)} \cdot \dot{\tilde{\beta}}(t) + \frac{\partial \tilde{\Psi}_e (\mathbf{u}(t), \mathbf{u}_p(t))}{\partial \tilde{K}(t)} \cdot \dot{\tilde{K}}(t) \right\} dt \]
\[ = \tilde{\Psi}_e \left( \mathbf{u}^{(A)}, \mathbf{u}^{(C)}_p \right) - \tilde{\Psi}_e \left( \mathbf{u}^{(A)}, \mathbf{u}^{(B)}_p \right) - \int_{t^{(B)}}^{t^{(C)}} \frac{\partial \tilde{\Psi}_e (\mathbf{u}(t), \mathbf{u}_p(t))}{\partial \tilde{e}_p(t)} \cdot \dot{\tilde{e}}_p(t) dt \]
\[ - \int_{t^{(B)}}^{t^{(C)}} \frac{\partial \tilde{\Psi}_e (\mathbf{u}(t), \mathbf{u}_p(t))}{\partial \tilde{\beta}_p(t)} \cdot \dot{\tilde{\beta}}_p(t) dt - \int_{t^{(B)}}^{t^{(C)}} \frac{\partial \tilde{\Psi}_e (\mathbf{u}(t), \mathbf{u}_p(t))}{\partial \tilde{K}_p(t)} \cdot \dot{\tilde{K}}_p(t) dt. \]  
(12.245)

We make note of the identity

\[ \tilde{\Psi}_e \left( \mathbf{u}^{(A)}, \mathbf{u}^{(C)} \right) - \tilde{\Psi}_e \left( \mathbf{u}^{(A)}, \mathbf{u}^{(B)} \right) = \]

Figure 12.1: A small strain-curvature cycle with plastic flow occurring between $B$ and $C$ only.
\[ I \left( t^{(A)}, t^{(D)} \right) = \int_{t^{(B)}}^{t^{(C)}} \left\{ \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\epsilon}_p(t)} \cdot \dot{\mathbf{\epsilon}}_p(t) + \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\beta}_p(t)} \cdot \dot{\mathbf{\beta}}_p(t) + \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\kappa}_p(t)} \cdot \dot{\mathbf{\kappa}}_p(t) \right\} \, dt \quad \text{(12.246)} \]

By using Taylor's theorem

\[ \lim_{t^{(C)} \to t^{(B)}} \frac{I \left( t^{(A)}, t^{(D)} \right)}{t^{(C)} - t^{(B)}} = \]

\[ \left\{ \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\epsilon}_p(t)} \cdot \dot{\mathbf{\epsilon}}_p(t) - \frac{\partial \tilde{\Psi}_e (\mathbf{U}(t), \mathbf{U}_p(t))}{\partial \mathbf{\epsilon}_p(t)} \cdot \dot{\mathbf{\epsilon}}_p(t) \right\}_{t=t^{(B)}} + \left\{ \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\beta}_p(t)} \cdot \dot{\mathbf{\beta}}_p(t) - \frac{\partial \tilde{\Psi}_e (\mathbf{U}(t), \mathbf{U}_p(t))}{\partial \mathbf{\beta}_p(t)} \cdot \dot{\mathbf{\beta}}_p(t) \right\}_{t=t^{(B)}} + \left\{ \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\kappa}_p(t)} \cdot \dot{\mathbf{\kappa}}_p(t) - \frac{\partial \tilde{\Psi}_e (\mathbf{U}(t), \mathbf{U}_p(t))}{\partial \mathbf{\kappa}_p(t)} \cdot \dot{\mathbf{\kappa}}_p(t) \right\}_{t=t^{(B)}} \geq 0 \quad \text{(12.248)} \]

Since the point \( B \) can be chosen arbitrarily on the yield surface, we may drop the index \( t^{(B)} \) in the last relation to get, as a necessary condition for (12.106), the inequality

\[ \int_{t^{(B)}}^{t^{(C)}} \left\{ \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\epsilon}_p(t)} \cdot \dot{\mathbf{\epsilon}}_p(t) - \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\beta}_p(t)} \cdot \dot{\mathbf{\beta}}_p(t) - \frac{\partial \tilde{\Psi}_e (\mathbf{U}, \mathbf{U}_p(t))}{\partial \mathbf{\kappa}_p(t)} \cdot \dot{\mathbf{\kappa}}_p(t) \right\} \, dt \geq 0 \]

(12.249)

where \( \mathbf{U} = (\mathbf{\epsilon}, \mathbf{\beta}, \mathbf{\kappa}) \) denotes a strain-curvature state on the yield surface and \( \mathbf{U}_p = (\mathbf{\epsilon}_p, \mathbf{\beta}_p, \mathbf{\kappa}_p) \) are the plastic strain and plastic micromorphic curvature tensors associated with this state. \( \mathbf{U}^{(A)} = \)
\((\hat{\epsilon}^{(A)}, \hat{\beta}^{(A)}, \hat{K}^{(A)})\) is a strain-curvature state on or inside the yield surface, i.e. \(\hat{g}(U^{(A)}, U_p, \hat{q}) \leq 0\), with the internal state variables \(\hat{q}\) being associated with the strain-curvature state \(U\).

Conversely, (12.249) is a sufficient condition for (12.106) to hold. This can be verified by taking the integral of (12.249) along a strain-curvature cycle as shown in Fig. 12.1. For (12.249) to remain valid during this strain-curvature cycle, \(U^{(A)}\) must always lie in the intersection of all elastic ranges, which in turn implies that the cycle \(ABCD\) is small. Then, following the same steps as in (12.245)–(12.247), but in the inverse direction, it is a straightforward matter to arrive at (12.106).

In view of (12.86)–(12.88), one obtains from (12.249)

\[
\begin{align*}
\{ & \left(1 + \hat{\epsilon}_e^T \right) \frac{\partial \hat{\Psi}_e \left( \hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e \right)}{\partial \hat{\epsilon}_e} + \frac{1}{\varrho_R} \hat{\eta} \} \cdot \hat{\epsilon}_p \\
+ & \left\{ \left(1 + 2 \hat{\beta}_e \right) \frac{\partial \hat{\Psi}_e \left( \hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e \right)}{\partial \hat{\beta}_e} + \frac{1}{\varrho_R} \hat{\Lambda} \right\}_S \hat{\beta}_p + \frac{\partial \hat{\Psi}_e \left( \hat{\epsilon}_e, \hat{\beta}_e, \hat{K}_e \right)}{\partial \hat{K}_e} \cdot \hat{K}_p \\
\geq & \left\{ \left(1 + \left(\hat{\epsilon}_e^{(A)}\right)^T \right) \frac{\partial \hat{\Psi}_e \left( \hat{\epsilon}_e^{(A)}, \hat{\beta}_e^{(A)}, \hat{K}_e^{(A)} \right)}{\partial \hat{\epsilon}_e} + \frac{1}{\varrho_R} \hat{\eta}^{(A)} \right\} \cdot \hat{\epsilon}_p \\
+ & \left\{ \left(1 + 2 \hat{\beta}_e^{(A)} \right) \frac{\partial \hat{\Psi}_e \left( \hat{\epsilon}_e^{(A)}, \hat{\beta}_e^{(A)}, \hat{K}_e^{(A)} \right)}{\partial \hat{\beta}_e} + \frac{1}{\varrho_R} \hat{\Lambda}^{(A)} \right\}_S \hat{\beta}_p + \frac{\partial \hat{\Psi}_e \left( \hat{\epsilon}_e^{(A)}, \hat{\beta}_e^{(A)}, \hat{K}_e^{(A)} \right)}{\partial \hat{K}_e} \cdot \hat{K}_p,
\end{align*}
\]

(12.250)

or, by virtue of (12.96), (12.97), and (12.92)–(12.94),

\[
\hat{P} \cdot \hat{\epsilon}_p + \hat{\Pi} \cdot \hat{\beta}_p + \hat{S} \cdot \hat{K}_p \geq \hat{P}^{(A)} \cdot \hat{\epsilon}_p + \hat{\Pi}^{(A)} \cdot \hat{\beta}_p + \hat{S}^{(A)} \cdot \hat{K}_p.
\]

(12.251)

Inequality (12.251) is equivalent to (12.250) and therefore equivalent to (12.106).
Decomposition of the strain tensors for the microstructure

\[ R' \]

\[
\hat{\beta} = \frac{1}{2} (u^2 - 1) \\
\hat{\beta}_p = \frac{1}{2} (u_p^2 - 1) \\
\hat{\beta}_e = \frac{1}{2} (u^2 - u_p^2) \\
\hat{\beta} = \hat{\beta}_e + \hat{\beta}_p \\
\]

\[ R'_e \]

\[
\beta = \frac{1}{2} (1 - v^2) \\
\beta_p = \frac{1}{2} (v_e^2 - v^{-2}) \\
\beta_e = \frac{1}{2} (1 - v_e^2) \\
\beta = \beta_e + \beta_p \\
\]

\[ f'^{-1} ( ) f^{-1} \]

\[
\hat{f}' = \frac{1}{2} (u^2 - v_e^{-2}) \\
\hat{f}_p = \frac{1}{2} (1 - v_e^{-2}) \\
\hat{f}_e = \frac{1}{2} (u_e^2 - 1) \\
\hat{f} = \hat{f}_e + \hat{f}_p \\
\]
Decomposition of the strain rate tensors for the microstructure

\[ \hat{I}_p = \hat{f}_p f_p^{-1} = \hat{d}_p + \hat{w}_p, \quad \hat{l} = \hat{f} f^{-1} = d + w \]

(\(\hat{\cdot}\)): relative to \(\mathcal{R}'\)

(\(\hat{\cdot}\)) = (\(\hat{\cdot}\)) + \(\hat{I}_p^T (\hat{\cdot}) + (\hat{\cdot}) I_p\): relative to \(\mathcal{R}'\)

(\(\hat{\cdot}\)) = (\(\hat{\cdot}\)) + \(I_f^T (\hat{\cdot}) + (\hat{\cdot}) I\): relative to \(\mathcal{R}_l'\)

\[ \begin{align*}
\hat{\beta} &= \dot{\hat{\beta}} = \dot{\hat{\beta}}_e + \dot{\hat{\beta}}_p \\
\hat{\beta}_p &= \dot{\hat{\beta}}_p \\
\hat{\beta}_e &= \dot{\hat{\beta}}_e
\end{align*} \]

\[ \begin{align*}
\hat{\beta} &= \dot{\hat{\beta}} + \hat{I}_p^T \hat{\beta} + \hat{\beta} I_p \\
\hat{\beta}_p &= \dot{\hat{\beta}}_p + \hat{I}_p^T \hat{\beta}_p + \hat{\beta}_p I_p \\
\hat{\beta}_e &= \dot{\hat{\beta}}_e + \hat{I}_p^T \hat{\beta}_e + \hat{\beta}_e I_p \\
\hat{\beta} &= \dot{\hat{\beta}}_e + \dot{\hat{\beta}}_p
\end{align*} \]
12.6 Decompositions of strain and micromorphic curvature tensors – dual stress and couple stress tensors

### Decomposition of the micromorphic strain tensors

<table>
<thead>
<tr>
<th>$\mathcal{R}_R$</th>
<th>$\mathcal{R}_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\epsilon} = f^{-1}F - 1$</td>
<td>$\epsilon = 1 - fF^{-1}$</td>
</tr>
<tr>
<td>$\tilde{\epsilon}_p = f_p^{-1}F_p - 1$</td>
<td>$\epsilon_p = f_eF_e^{-1} - fF^{-1}$</td>
</tr>
<tr>
<td>$\tilde{\epsilon}_e = f^{-1}F - f_p^{-1}F_p$</td>
<td>$\epsilon_e = 1 - f_pF_p^{-1}$</td>
</tr>
<tr>
<td>$\tilde{\epsilon} = \tilde{\epsilon}_e + \tilde{\epsilon}_p$</td>
<td>$\epsilon = \epsilon_e + \epsilon_p$</td>
</tr>
</tbody>
</table>

\[ f_p(\ ) F_p^{-1} \]

<table>
<thead>
<tr>
<th>$\hat{\mathcal{R}}_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\epsilon} = f_e^{-1}F_e - f_pF_p^{-1}$</td>
</tr>
<tr>
<td>$\hat{\epsilon}_p = 1 - f_pF_p^{-1}$</td>
</tr>
<tr>
<td>$\hat{\epsilon}_e = f_e^{-1}F_e - 1$</td>
</tr>
<tr>
<td>$\hat{\epsilon} = \hat{\epsilon}_e + \hat{\epsilon}_p$</td>
</tr>
</tbody>
</table>
Decomposition of the micromorphic strain rates

\[ \hat{L}_p = \hat{F}_p F^{-1}_p = \hat{D}_p + \hat{W}_p, \quad L = \hat{F} \hat{F}^{-1} = D + W \]

(\(\cdot\)): relative to \(\mathcal{R}_R\)

(\(\hat{\cdot}\)) = (\(\cdot\)) - \(\hat{I}_p (\cdot)\) + (\(\hat{\cdot}\)\(L_p\)): relative to \(\hat{R}_t\)

(\(\hat{\hat{\cdot}}\)) = (\(\hat{\cdot}\)) - \(I (\cdot)\) + (\(\hat{\cdot}\)\(L\)): relative to \(\mathcal{R}_t\)

\[ \begin{align*}
\hat{\mathcal{R}_R} & \quad \hat{\mathcal{R}_t} \\
\hat{\dot{\varepsilon}} & = \dot{\varepsilon} - \hat{I}_p \dot{\varepsilon} + \varepsilon L \\
\hat{\dot{\varepsilon}_p} & = \dot{\varepsilon}_p - \hat{I}_p \dot{\varepsilon}_p + \varepsilon_p \hat{L}_p \\
\hat{\dot{\varepsilon}_e} & = \dot{\varepsilon}_e - \hat{I}_p \dot{\varepsilon}_e + \varepsilon_e \hat{L}_p \\
\hat{\dot{\varepsilon}} & = \hat{\dot{\varepsilon}} - \hat{\hat{\dot{\varepsilon}}} + \hat{\hat{\varepsilon}} \hat{L}_p \\
\hat{\hat{\dot{\varepsilon}_p}} & = \hat{\dot{\varepsilon}_p} - \hat{\hat{I}_p \dot{\varepsilon}_p} + \hat{\varepsilon_p \hat{L}_p} \\
\hat{\hat{\dot{\varepsilon}_e}} & = \hat{\dot{\varepsilon}_e} - \hat{\hat{I}_p \dot{\varepsilon}_e} + \hat{\varepsilon_e \hat{L}_p} \\
\hat{\hat{\dot{\varepsilon}}} & = \hat{\hat{\dot{\varepsilon}}} + \hat{\hat{\varepsilon}} \\
\end{align*} \]
Decomposition of the micromorphic curvature tensors $\tilde{\mathbf{K}}, \hat{\mathbf{K}}, \mathbf{K}$

$\mathcal{R}_R$

\[
\begin{align*}
\tilde{\mathbf{K}} &= f^{-1} \text{GRAD} f \\
\tilde{\mathbf{K}}_p &= (\tilde{\mathbf{K}}_p)^{ij}_{\text{im}} E_j \otimes E^m \otimes E^i \\
\tilde{\mathbf{K}}_e &= \tilde{\mathbf{K}} - \tilde{\mathbf{K}}_p
\end{align*}
\]

$\mathcal{R}_t$

\[
\begin{align*}
\mathbf{K} &= \langle \text{grad} f \rangle \circ f^{-1} f \\
\mathbf{K}_p &= (\mathbf{K}_p)^{ij}_{\text{im}} e_j \otimes g^m \otimes g^i \\
\mathbf{K}_e &= \mathbf{K} - \mathbf{K}_p
\end{align*}
\]

$\mathcal{L}\left(f_p, f_p^{T-1}, F_p^{T-1}\right)\left[\cdot\right]$

\[
\begin{align*}
\hat{\mathbf{K}} &= \left(f_e^{-1} \frac{\partial f_e}{\partial X^k} + \frac{\partial f_p}{\partial X^k} f_p^{-1}\right) \otimes g^k \\
\hat{\mathbf{K}}_p &= (\hat{\mathbf{K}}_p)^{ij}_{\text{im}} \hat{\rho}_j \otimes \hat{\rho}^m \otimes g^i \\
\hat{\mathbf{K}}_e &= \hat{\mathbf{K}} - \hat{\mathbf{K}}_p
\end{align*}
\]
Decomposition of the associated rates for \( \hat{\mathcal{K}}, \hat{\mathcal{K}}_p, \mathcal{K} \)

\( (\cdot)' \): relative to \( \mathcal{R}_R \)
\( (\cdot)^\Delta = (\cdot)' - \hat{1}_p (\cdot) + \hat{1}_p^T \circ (\cdot) + (\cdot) \hat{L}_p \): relative to \( \hat{R}_t \)
\( (\cdot)^\hat{\Delta} = (\cdot)' - 1 (\cdot) + 1^T \circ (\cdot) + (\cdot) L \): relative to \( \mathcal{R}_t \)

\[
\begin{align*}
\mathcal{R}_R
\mathcal{K} & \quad (\cdot)' \quad \mathcal{L} (f, f^{-1}, F^{-1}) \quad \mathcal{R}_t
\dot{\mathcal{K}}_p & \quad (\cdot)^\Delta \quad \mathcal{L} (f, f^{-1}, F^{-1}) \quad (\cdot)^\hat{\Delta}
\dot{\mathcal{K}}_e & = \dot{\mathcal{K}} - \dot{\mathcal{K}}_p
\end{align*}
\]

\[
\begin{align*}
\hat{\mathcal{K}} & = \mathcal{K} - \mathcal{K}_p + \hat{1}^T \circ \mathcal{K} + \mathcal{K}_p L
\hat{\mathcal{K}}_p & = \dot{\mathcal{K}}_p - 1 \hat{\mathcal{K}}_p + 1 \circ \hat{\mathcal{K}}_p + \hat{\mathcal{K}}_p \hat{L}_p
\hat{\mathcal{K}}_e & = \hat{\mathcal{K}} - \hat{\mathcal{K}}_p
\end{align*}
\]

\[
\begin{align*}
\mathcal{L} (f_p, f_p^{-1}, F_p^{-1})
\end{align*}
\]
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12.6 Decompositions of strain and micromorphic curvature tensors – dual stress and couple stress tensors

**Stress tensors related to the microcontinuum and associated rates**

\( (\cdot)^{\gamma} \): relative to \( \mathcal{R} \)
\( (\cdot)^{\nabla} = (\cdot)^{\gamma} - \hat{I}_p (\cdot) - (\cdot) \hat{I}_p^T \): relative to \( \hat{R}_t \)
\( (\cdot)^{\nabla} = (\cdot)^{\gamma} - \hat{I} (\cdot) - (\cdot) I^T \): relative to \( R_t \)

\[
\begin{align*}
\mathcal{R}_R & \quad \mathcal{R}_t \\
\hat{\sigma} & \quad \sigma = (\text{det} \ F) \Sigma \\
\dot{\hat{\sigma}} & \quad \dot{\sigma} = \hat{\sigma} - \hat{I}_p \hat{\sigma} - \hat{\sigma} \hat{I}_p^T \\
\end{align*}
\]
Stress tensors related to the macroscopic continuum and associated rates

\[ (\cdot) : \text{relative to } R_R \]
\[ (\cdot) = (\cdot) + \tilde{I}_R (\cdot) - (\cdot) \hat{L}_R^T : \text{relative to } \hat{R}_t \]
\[ (\cdot) = (\cdot) + \hat{I}_T (\cdot) - (\cdot) L_T^T : \text{relative to } R_t \]

\[ S_R = (\det F_T) T \]
\[ \frac{\partial S}{\partial t} = S + \hat{I}_T S - S L_T^T \]
Double stress tensors and associated rates

\((\cdot)\prime\): relative to \(\mathcal{R}_R\)

\((\cdot)\prime = (\cdot) + \hat{I}_p^T (\cdot) - (\cdot) \circ \hat{I}_p^T - (\cdot) \hat{L}_p^T\): relative to \(\hat{R}_t\)

\((\cdot)\prime = (\cdot) + 1^T (\cdot) - (\cdot) \circ 1^T - (\cdot) L^T\): relative to \(\bar{\mathcal{R}}_t\)

\[
\begin{align*}
\begin{array}{c}
\mathcal{R}_R \\
\hat{\mathcal{R}}_t \\
\mathcal{R}_t
\end{array}
\end{align*}
\begin{align*}
\dot{\hat{\mathcal{S}}} = L(f^{T-1}, f, F) \left[ \mathcal{S} \right]
\end{align*}
\begin{align*}
\begin{array}{c}
\mathcal{S} = (\det F) T \\
\hat{\mathcal{S}} = \hat{\mathcal{S}} + 1^T \mathcal{S} - \mathcal{S} \circ 1^T - \mathcal{S} L^T \\
\mathcal{S} = \mathcal{S} + \hat{I}_p^T \mathcal{S} - \mathcal{S} \circ \hat{I}_p^T - \mathcal{S} L_p^T
\end{array}
\end{align*}
\[
\begin{align*}
\begin{array}{c}
\mathcal{L}(f^{T^{-1}}, f, F) \left[ \mathcal{S} \right]
\mathcal{L}(f^{T^{-1}}, f, F) \left[ \mathcal{S} \right]
\mathcal{L}(f^{T^{-1}}, f, F) \left[ \mathcal{S} \right]
\end{array}
\end{align*}
\]
12.7 Kinematic hardening – Decompositions of plastic strain and micromorphic curvature tensors

Kinematic hardening – decomposition of plastic strain tensors for the microstructure

\[ f_p = f_k f_d \]

\[
\begin{align*}
\beta_{\hat{R}_p} &= \frac{1}{2} (u_{p}^2 - 1) \\
\beta_{\hat{R}_d} &= \frac{1}{2} (u_{d}^2 - 1) \\
\beta_{\hat{R}_k} &= \frac{1}{2} (u_{p}^2 - u_{d}^2) \\
\beta_{\hat{R}_p} &= \beta_{\hat{R}_k} + \beta_{\hat{R}_d}
\end{align*}
\]

\[
\begin{align*}
\beta_{\hat{R}'_p} &= \frac{1}{2} (1 - v_{p}^{-2}) \\
\beta_{\hat{R}'_d} &= \frac{1}{2} (v_{k}^2 - v_{p}^{-2}) \\
\beta_{\hat{R}'_k} &= \frac{1}{2} (1 - v_{k}^{-2}) \\
\beta_{\hat{R}'_p} &= \beta_{\hat{R}'_k} + \beta_{\hat{R}'_d}
\end{align*}
\]
Kinematic hardening – decomposition of plastic strain rate tensors for the microstructure

\[ \dot{I}_d = \dot{f}_d f_d^{-1}, \quad \dot{I}_p = \dot{f}_p f_p^{-1} \]

\((\cdot)^\prime\): relative to \(R'_{\mathcal{R}}\)

\((\cdot)^\Delta = (\cdot)^\prime + \dot{I}_p^T (\cdot) + (\cdot) \dot{I}_d\); relative to \(R'_{\mathcal{R}}\)

\((\cdot)^\Delta = (\cdot)^\prime + \dot{I}_p^T (\cdot) + (\cdot) \dot{I}_p\); relative to \(R'_{\mathcal{R}}\)

\[ f_p^{-1} (\cdot) f_p^{-1} \]

\[ R'_{\mathcal{R}} \]

\[ \begin{align*}
\dot{\beta}_p &= \dot{\beta}_d + \dot{\beta}_k \\
\dot{\beta}_d &= \dot{\beta}_d \\
\dot{\beta}_k &= \dot{\beta}_k
\end{align*} \]

\[ f_d^{-1} (\cdot) f_d^{-1} \]

\[ R'_{\mathcal{R}} \]

\[ \begin{align*}
\dot{\beta}_p &= \dot{\beta}_p + \dot{I}_d^T \beta_p + \dot{\beta}_d I_d \\
\dot{\beta}_d &= \dot{\beta}_d + \dot{I}_d^T \beta_d + \dot{\beta}_d I_d \\
\dot{\beta}_k &= \dot{\beta}_d + \dot{I}_d^T \beta_k + \dot{\beta}_k I_d \\
\dot{\beta}_p &= \dot{\beta}_d + \dot{\beta}_k
\end{align*} \]

\[ f_k^{-1} (\cdot) f_k^{-1} \]

\[ R'_{\mathcal{R}} \]
12 Micromorphic continuum. Part II

Kinematic hardening – decomposition of plastic strain for the micromorphic continuum

\( F_p = F_k F_d \)

\[\begin{align*}
\dot{\epsilon}_p &= f_p^{-1} F_p - 1 \\
\dot{\epsilon}_d &= f_d^{-1} F_d - 1 \\
\dot{\epsilon}_k &= f_p^{-1} F_p - f_d^{-1} F_d \\
\dot{\epsilon}_p &= \dot{\epsilon}_d + \dot{\epsilon}_k
\end{align*}\]
Kinematic hardening – decomposition of plastic strain rates for micromorphic continuum

\[ \dot{\mathbf{L}}_d = \dot{\mathbf{F}}_d \mathbf{F}_d^{-1}, \quad \dot{\mathbf{L}}_p = \dot{\mathbf{F}}_p \mathbf{F}_p^{-1} \]

\( (\cdot)' \): relative to \( \mathcal{R}_R \)

\( (\cdot)^\Delta = (\cdot)' - \dot{\mathbf{L}}_d (\cdot) + (\cdot) \dot{\mathbf{L}}_d \): relative to \( \hat{\mathcal{R}}_t' \)

\( (\cdot)^\Delta = (\cdot)' - \dot{\mathbf{L}}_p (\cdot) + (\cdot) \dot{\mathbf{L}}_p \): relative to \( \hat{\mathcal{R}}_t \)

\[ \begin{align*}
\dot{\mathbf{e}}_p &= \dot{\mathbf{e}}_d + \dot{\mathbf{e}}_k \\
\dot{\mathbf{e}}_d &= \dot{\mathbf{e}}_d \\
\dot{\mathbf{e}}_k &= \dot{\mathbf{e}}_k \\
\dot{\mathbf{e}}_p &= \dot{\mathbf{e}}_d + \dot{\mathbf{e}}_k 
\end{align*} \]
Kinematic hardening – decomposition of plastic micromorphic curvature tensors

\[ \tilde{\mathcal{K}}_p = (\tilde{\mathcal{K}}_p)_{ij}^m \mathbf{E}_j \otimes \mathbf{E}_m \otimes \mathbf{E}_i \]
\[ \tilde{\mathcal{K}}_d = (\tilde{\mathcal{K}}_d)_{ij}^m \mathbf{E}_j \otimes \mathbf{E}_m \otimes \mathbf{E}_i \]
\[ \tilde{\mathcal{K}}_k = \tilde{\mathcal{K}}_p - \tilde{\mathcal{K}}_d \]

\[ \mathcal{L} \left( f, f^T, F^T \right) [\cdot] \]

\[ \tilde{\mathcal{K}}_p = (\tilde{\mathcal{K}}_p)_{ij}^m \hat{\rho}_j \otimes \hat{\rho}_m \otimes \hat{g}_i \]
\[ \tilde{\mathcal{K}}_d = (\tilde{\mathcal{K}}_d)_{ij}^m \hat{\rho}_j \otimes \hat{\rho}_m \otimes \hat{g}_i \]
\[ \tilde{\mathcal{K}}_k = \tilde{\mathcal{K}}_p - \tilde{\mathcal{K}}_d \]
Kinematic hardening – decomposition of plastic micromorphic curvature rates

\( \cdot \)’ : relative to \( \mathcal{R} \)
\( \cdot \)Δ = (\( \cdot \)’ − \( \mathbf{I}_d \) \( \cdot \)) + \( \mathbf{L}_d \) \( \cdot \) relative to \( \mathcal{R}_d \)
\( \cdot \)Δ = (\( \cdot \)’ − \( \mathbf{I}_p \) \( \cdot \)) + \( \mathbf{L}_p \) \( \cdot \) relative to \( \mathcal{R}_p \)

\[ \mathcal{R}_p \]

\[ \hat{\mathbf{K}}_p = \mathbf{K}_p - \mathbf{K}_d \]
\[ \mathcal{R}_d \]

\[ \hat{\mathbf{K}}_p = \mathbf{K}_p - \mathbf{K}_p + \mathbf{I}_p^T \mathbf{K}_p + \mathbf{K}_p \mathbf{L}_p \]
\[ \hat{\mathbf{K}}_d = \mathbf{K}_d - \mathbf{K}_d + \mathbf{I}_p^T \mathbf{K}_d + \mathbf{K}_d \mathbf{L}_p \]
\[ \hat{\mathbf{K}}_k = \mathbf{K}_p - \mathbf{K}_d \]

\[ \mathcal{R}_k \]

\[ \hat{\mathbf{K}}_p = \mathbf{K}_p - \mathbf{K}_p + \mathbf{I}_p^T \mathbf{K}_p + \mathbf{K}_p \mathbf{L}_d \]
\[ \hat{\mathbf{K}}_d = \mathbf{K}_d - \mathbf{K}_d + \mathbf{I}_d^T \mathbf{K}_d + \mathbf{K}_d \mathbf{L}_d \]
\[ \hat{\mathbf{K}}_k = \mathbf{K}_p - \mathbf{K}_d \]
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Abstract

Properties of the micromorphic theory proposed in Part II are discussed for the case of small deformations. Model responses for beam specimens under bending loading and plates with circular holes under tension loading are calculated by employing the finite element method. Some details of the implementation of the theory into the finite element code ABAQUS are outlined in the article. The results reported are concerned with the capabilities of the theory to predict size effects.

13.1 Introduction

A finite deformation micromorphic plasticity theory, exhibiting isotropic and kinematic hardening, and incorporating damage effects, has been proposed in Part II. The theory is consistent with the second law of thermodynamics and deals with a plastic micromorphic curvature tensor, which is not required to fulfill some compatibility conditions, i.e. it is not related to some gradient terms. Furthermore, a measure of smallness $\varepsilon$ has been introduced in Part II, and the theory has been defined to be of small deformations, if terms only up to order $O(\varepsilon)$ are retained. It is a straightforward task to verify that the small deformation version of the micromorphic model proposed, reads as follows (we confine attention to static balance equations and omit the body and double body forces).

Equilibrium equations

$$\frac{\partial T_{ij}}{\partial X_j} = 0 \quad \text{in } \mathcal{R}_R,$$

$$\frac{\partial T_{ijk}}{\partial X_k} + T_{ij} - \Sigma_{ij} = 0 \quad \text{in } \mathcal{R}_R.$$  

Boundary conditions

$$T_{ij}n_j = \vec{t}_i \quad \text{on } \partial \mathcal{R}_R^{i} = \partial \mathcal{R}_R \setminus \partial \mathcal{R}_R^{ui},$$

$$T_{ijk}n_k = \vec{t}_{ij} \quad \text{on } \partial \mathcal{R}_R^{i(j)} = \partial \mathcal{R}_R \setminus \partial \mathcal{R}_R^{hij}.$$
13.1 Introduction

\[ u_i = \bar{u}_i \text{ on } \partial \mathcal{R}_R^{u_i} , \]
\[ h_{ij} = \bar{h}_{ij} \text{ on } \partial \mathcal{R}_R^{h_{ij}} . \] (13.5)

**Kinematics**

\[ H_{ij} = \frac{\partial u_i}{\partial X_j} , \] (13.7)
\[ \beta_{ij} = \frac{1}{2}(h_{ij} + h_{ji}) , \quad \epsilon_{ij} = H_{ij} - h_{ij} , \quad \kappa_{ijk} = \frac{\partial h_{ij}}{\partial X_k} , \] (13.8)

Specific free energy

\[ \Psi = \Psi_e + \Psi_{is} + \Psi_k . \] (13.10)

**Elasticity laws**

\[ \varrho \Psi_e = (1 - D) \left\{ \frac{1}{2} \left[ (\mathbf{A}_e)_{ijpq}(\epsilon_e)_{ij}(\epsilon_e)_{pq} + \frac{1}{2} (\mathbf{B}_e)_{ijpq}(\beta_e)_{ij}(\beta_e)_{pq} \right] \right. \]
\[ \left. + (\mathbf{D}_e)_{ijpq}(\epsilon_e)_{ij}(\beta_e)_{pq} + \frac{1}{2} (\mathbf{C}_e)_{ijpq}(\kappa_{e})_{ijk}(\kappa_{e})_{pq} \right\} , \] (13.11)
\[ \Sigma_{ij} = \varrho \frac{\partial \Psi_e}{\partial (\beta_e)_{ij}} = (1 - D) \left\{ (\mathbf{B}_e)_{ijpq}(\beta_e)_{pq} + (\mathbf{D}_e)_{ijpq}(\epsilon_e)_{pq} \right\} , \] (13.12)
\[ T_{ij} = \varrho \frac{\partial \Psi_e}{\partial (\epsilon_e)_{ij}} = (1 - D) \left\{ (\mathbf{A}_e)_{ijpq}(\epsilon_e)_{pq} + (\mathbf{D}_e)_{ijpq}(\beta_e)_{pq} \right\} , \] (13.13)
\[ T_{ijk} = \varrho \frac{\partial \Psi_e}{\partial (\kappa_{e})_{ijk}} = (1 - D)(\mathbf{C}_e)_{ijkpq}(\kappa_{e})_{pq} . \] (13.14)

**Yield function**

\[ f = \frac{1}{1 - D} \left( (T_{ij} - T_{ij}^{k})^D (\mathbf{A}_y)_{ijpq}(T_{pq} - T_{pq}^{k})^D + (\Sigma_{ij} - \Sigma_{ij}^{k})^D (\mathbf{B}_y)_{ijpq}(\Sigma_{pq} - \Sigma_{pq}^{k})^D \right) \]
\[ + (T_{ijk} - T_{ijk}^{k})^D (\mathbf{C}_y)_{ijkpq}(T_{pqr} - T_{pqr}^{k})^D \right) \frac{1}{k} - \frac{R}{1 - D} - \bar{k}_0 \] (13.15)
\[ k := \frac{R}{1 - D} + \bar{k}_0 , \quad k := R_0 + \bar{k}_0 . \] (13.16)

**Flow rule**

\[ (\dot{\epsilon}_{p})_{ij} = \dot{s} \frac{\partial f}{\zeta \partial T_{ij}} , \quad (\dot{\beta}_{p})_{ij} = \dot{s} \frac{\partial f}{\zeta \partial \Sigma_{ij}} , \quad (\dot{\kappa}_{p})_{ijk} = \dot{s} \frac{\partial f}{\zeta \partial T_{ijk}} , \] (13.17)
\[ \zeta := \sqrt{\frac{\partial f}{\partial T_{ij}} \frac{\partial f}{\partial T_{ij}} + \frac{\partial f}{\partial \Sigma_{ij}} \frac{\partial f}{\partial \Sigma_{ij}} + \frac{\partial f}{\partial T_{ijk}} \frac{\partial f}{\partial T_{ijk}}} . \] (13.18)

**Plasticity**

\[ L(t) := [\dot{f}(t)]_{s=\text{const}} . \] (13.19)
\[\dot{s} \begin{cases} > 0 & \text{for } f = 0 \& L > 0 \\ = 0 & \text{otherwise} \end{cases}, \quad (13.20)\]

\[\dot{s} : \text{to be determined from consistency condition } \dot{f} = 0. \quad (13.21)\]

**Viscoplasticity**

\[\dot{s} := \frac{(f)^m}{\eta} \geq 0, \quad (13.22)\]

\[\langle f \rangle : \text{ overstress}. \quad (13.23)\]

**Isotropic hardening**

\[\varrho \psi_{is} = (1 - D) \frac{\gamma}{2} (r^2 + 2r_0r), \quad (13.24)\]

\[R = \varrho \frac{\partial \psi_{is}}{\partial r} = (1 - D) \gamma (r + r_0) = (1 - D) (\gamma r + R_0), \quad (13.25)\]

\[\dot{r} = (1 - \beta r) \frac{\dot{s}}{\zeta}. \quad (13.26)\]

**Kinematic hardening**

\[\varrho \psi_k = (1 - D) \left\{ \frac{1}{2} (A_k)_{ijpq} (\epsilon_k)_{ij} (\epsilon_k)_{pq} + \frac{1}{2} (B_k)_{ijpq} (\beta_k)_{ij} (\beta_k)_{pq} \right. \]

\[+ (D_k)_{ijpq} (\epsilon_k)_{ij} (\beta_k)_{pq} + \left. \frac{1}{2} (C_k)_{ijpqr} (K_k)_{ij} (K_k)_{pqr} \right\}, \quad (13.27)\]

\[\langle \Sigma \rangle_{ij} = \varrho \frac{\partial \psi_k}{\partial (\epsilon_k)_{ij}} = (1 - D) \left\{ (B_k)_{ijpq} (\beta_k)_{pq} + (D_k)_{ijpq} (\epsilon_k)_{pq} \right\}, \quad (13.28)\]

\[\langle T \rangle_{ij} = \varrho \frac{\partial \psi_k}{\partial (\beta_k)_{ij}} = (1 - D) \left\{ (A_k)_{ijpq} (\epsilon_k)_{pq} + (D_k)_{ijpq} (\beta_k)_{pq} \right\}, \quad (13.29)\]

\[\langle T \rangle_{ijk} = \varrho \frac{\partial \psi_k}{\partial (K_k)_{ijk}} = (1 - D) (C_k)_{ijkpqr} (K_k)_{pqr} , \quad (13.30)\]

\[\dot{\epsilon}_k = \dot{\epsilon}_p - \frac{\dot{s}}{1 - D} \left\{ M_k^1 (\text{tr} T_k) 1 + M_k^2 T_k + M_k^3 (T_k)^T \right\}, \quad (13.31)\]

\[\dot{\beta}_k = \dot{\beta}_p - \frac{\dot{s}}{1 - D} \left\{ N_k^1 (\text{tr} \Sigma_k) 1 + 2 N_k^2 \Sigma_k \right\} , \quad (13.32)\]

\[\dot{K}_k = \dot{K}_p - \frac{\dot{s}}{1 - D} \hat{P}_k [T]. \quad (13.33)\]

**Evolution law for damage**

\[\dot{D} = -\alpha_1 \varrho \frac{\partial \psi}{\partial D}. \quad (13.34)\]

The aim of the present paper is to implement this model into the finite element code ABAQUS and to demonstrate its capabilities in describing size effects present in bending of beam specimens and in plates with a hole under tension loading. It should be remarked that Part I and II made it clear, that micromorphic constitutive theories are very complex and include a large number of material...
parameters. Therefore, we decided to make transparent capabilities of such theories only for small deformations, excluding from considerations geometrical nonlinearities. Also, several material parameters will be assumed to vanish, in order to reduce the effort of the analysis. Of course, this implies that important capabilities of the model may be not activated. However, the present investigation is not entitled to be complete and will be of qualitative character only. This also concerns the isotropic hardening rule. In fact, isotropic hardening effects due to strains and micromorphic curvature tensors are captured in a unified manner. There are, however, possibilities to account for isotropic hardening effects due to strain and micromorphic curvature effects separately. Such isotropic hardening rules have been elaborated by Grammenoudis and Tsakmakis [72] in micropolar plasticity and are not pursued here.

13.2 Finite element implementation

13.2.1 Weak form of equilibrium equations

Let $\delta u_i$ be variation of macroscopic displacement and $\delta h_{ij}$ variation of microscopic displacement gradient. (As usually, $\delta u_i$ and $\delta h_{ij}$ have to satisfy homogeneous boundary conditions on $\partial R^u_i$ and $\partial R^h_{ij}$, respectively.) After taking the scalar product of (13.1) with $\delta u_i$, and of (13.2) with $\delta h_{ij}$, and integrating over $R$, we have

$$
\mathcal{F}_L := \int_{R} \frac{\partial T_{ij}}{\partial X_j} \delta u_i dV \equiv \int_{R} \text{div} \mathbf{T} \cdot \delta \mathbf{u} dV = 0,
$$

(13.35)

$$
\mathcal{F}_A := \int_{R} \left( \frac{\partial T_{ijk}}{\partial X_k} + T_{ij} - \Sigma_{ij} \right) \delta h_{ij} dV = 0,
$$

(13.36)

where the superscript $L$ and $A$ stand for linear and angular moment, respectively. As in classical theories, we make use of partial integration and divergence theorem to get the weak form of the equilibrium equations,

$$
\mathcal{F}_L := \int_{\partial R^u_i} \tilde{t} \cdot \delta \mathbf{u} dA - \int_{R} \mathbf{T} \cdot \frac{\partial \delta \mathbf{u}}{\partial \mathbf{X}} dV = 0,
$$

(13.37)

$$
\mathcal{F}_A := \int_{\partial R^h_{ij}} \tilde{h}^{(d)}_{ij} dA - \int_{R} \mathbf{T} \cdot \frac{\partial \delta h_{ij}}{\partial \mathbf{X}} dV + \int_{R} (T_{ij} - \Sigma_{ij}) \delta h_{ij} dV
$$

$$
= \int_{\partial R^h_{ij}} \tilde{h}^{(d)} \cdot \delta \mathbf{h} dA - \int_{R} \mathbf{U} \cdot \frac{\partial \delta \mathbf{h}}{\partial \mathbf{X}} dV + \int_{R} (\mathbf{T} - \Sigma) \cdot \delta \mathbf{h} dV = 0.
$$

(13.38)

In favor of a brief notation, we use the integral over $\partial R^u_i$ to indicate the summation of single integrals over the surfaces $\partial R^u_i$, which generally are not identical. The meaning of integration over $\partial R^h_{ij}$ is analogous.

13.2.2 Time integration

Let the material state (i.e., the value of all variables appearing in the constitutive equations) be known at time $t$. Suppose now $\Delta u_i$ are increments of displacement in $R_R$, inducing the displacement gradient $\Delta H_{ij}$, and $\Delta h_{ij}$ are increments of microscopic displacement gradient in $R_R$. They lead to the material
state at time \( t + \Delta t \), where \( \Delta t \) is a sufficiently small time increment for the time integration scheme applied to be valid. Denote by \( X(t) \) the value of an arbitrary variable at time \( t \), and by \( X(t + \Delta t) \) its value at time \( t + \Delta t \). After time integration, once the initial state is known, the value of \( X(t + \Delta t) \) will be a functional of the increments \( \Delta H, \Delta h \) for plasticity, and a functional of \( \Delta H, \Delta h \) and \( \Delta t \) for viscoplasticity. Alternatively, for fixed \( \Delta t \), one may thought of \( X(t + \Delta t) \) to be a function of \( \Delta H, \Delta h \) and \( \frac{\partial \Delta H}{\partial X} \), from which we shall make use in the following. The time integration procedure used in our work is the classical elastic predictor and plastic corrector method (see, e.g., references cited in [36, 161, 162]), and is no further commented here. Following common notation (see e.g. [166, 167] or [68]), in the ensuing analysis the known values of quantities at time \( t \) are indicated by an upper index 0, while the values of quantities at time \( t + \Delta t \) will be indicated by an upper index 1. Then,

\[
\Delta u := x^{(1)} - x^{(0)} = u^{(1)} - u^{(0)} \quad , \quad H^{(1)} = \frac{\partial u^{(1)}}{\partial X} \quad , \quad H^{(0)} = \frac{\partial u^{(0)}}{\partial X} ,
\]

(13.39)

and hence \( \Delta H := \frac{\partial \Delta u}{\partial X} = H^{(1)} - H^{(0)} \). Analogous relations apply to the microcontinuum, so that

\[
H^{(1)} = \Delta H + H^{(0)} , \quad h^{(1)} = \Delta h + h^{(0)} .
\]

(13.40)

### 13.2.3 Linearization

The finite element method requires to solve iteratively equations (13.35), (13.36), accompanied by the constitutive relations. Let the material state at time \( t \) be known, and suppose that equilibrium is satisfied in \( \mathcal{R}_t \). For given time increment \( \Delta t \), consider the boundary conditions at \( t + \Delta t \) to be known. We seek for the equilibrium state in \( \mathcal{R}_{t+\Delta t} \), where \( \mathcal{F}_L = 0 \) and \( \mathcal{F}_A = 0 \) have to hold. According to the remarks in Sect. 13.2.2, all state variables at \( t + \Delta t \) are functions of \( \Delta H \) and \( \Delta h \) or, because of (13.40), functions of \( H^{(1)} \) and \( h^{(1)} \), with \( H^{(0)}, h^{(0)} \) being fixed. Since \( H^{(1)} \) is a functional of \( u^{(1)} \), \( \mathcal{F}_L \) and \( \mathcal{F}_A \), at time \( t + \Delta t \), represent functionals of \( u^{(1)}, h^{(1)} \) and \( \Delta t \). That means, at time \( t + \Delta t \), Eqs. (13.37), (13.38) have the form

\[
\mathcal{F}_L(u^{(1)}, h^{(1)}, \Delta t, \delta u, \delta h) = 0 \quad ,
\]

(13.41)

\[
\mathcal{F}_A(u^{(1)}, h^{(1)}, \Delta t, \delta u, \delta h) = 0 .
\]

(13.42)

Now, hold \( \Delta t \) fixed and seek iteratively solutions for \( u^{(1)} \) and \( h^{(1)} \). During the iterative approach the solid passes from the nonequilibrium state in \( \mathcal{R}^{(i)}_{t+\Delta t} \) to the state in \( \mathcal{R}^{(i+1)}_{t+\Delta t} \), \( i = 0, 1, 2, \ldots \) (see Fig. 13.1). The latter furnishes the solution if equilibrium is approximately satisfied. We shall write \( u^{(0)} = x^{(0)} - X \) for the displacement at time \( t \) of the material point, which in \( \mathcal{R}_R \) has the position vector \( X \). For the same material point we write \( x^{(1)}(i) \equiv x(i), \ u(i) = x(i) - X \) and \( \Delta(i) u = x(i+1) - x(i), \) so that

\[
u(i+1) = u(i) + \Delta(i) u \quad ,
\]

(13.43)

\[
H(i+1) := H(u(i) + \Delta(i) u) = \frac{\partial (u(i) + \Delta(i) u)}{\partial X} = H(i) + \Delta(i) H \quad .
\]

(13.44)

In analogy, we set

\[
h(i+1) = h(i) + \Delta(i) h \quad .
\]

(13.45)

It is worth noting, that \( \Delta(i) u \) differs from \( \Delta u = x^{(1)} - x^{(0)} \), introduced in the last section. Indeed, \( \Delta(i) u \) joins \( \mathcal{R}^{(i)}_{t+\Delta t} \) to \( \mathcal{R}^{(i+1)}_{t+\Delta t} \), while \( \Delta u \) joins \( \mathcal{R}_t \) to \( \mathcal{R}_{t+\Delta t} \). Even if one introduces the numerical counterpart.
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Figure 13.1: Displacements at times $t$ and $t + \Delta t$.

of $\Delta u$ to be $x^{(1)} - x^{(0)}$, this is different that $\Delta^{(i)} u$. Similarly, $\Delta^{(i)} h$ differs from $\Delta h$, introduced also in the last section.

The iterative approach employed commonly consists in replacing $u^{(1)}$ and $h^{(1)}$ in (13.41) and (13.42) by the iterative counterparts (13.43), (13.44) and (13.45). Since $\Delta t$ is held fixed, we have (cf. (13.37), (13.38))

$$
\mathcal{F}_L(u^{(i)} + \Delta^{(i)} u, h^{(i)} + \Delta^{(i)} h, \delta u, \delta h) = \int_{\partial R_t} \tilde{t} \cdot \delta u dA - \int_{R_t} T^{(i+1)} \cdot \frac{\partial \delta u}{\partial X} dV = 0 ,
$$

(13.46)

$$
\mathcal{F}_A(u^{(i)} + \Delta^{(i)} u, h^{(i)} + \Delta^{(i)} h, \delta u, \delta h) =
\int_{\partial R_t} \tilde{t}^{(d)} \cdot \delta h dA - \int_{R_t} T^{(i+1)} \cdot \frac{\partial \delta h}{\partial X} dV + \int_{R_t} (T^{(i+1)} - \Sigma^{(i+1)}) \cdot \delta h dV = 0 .
$$

(13.47)

It is convenient to define

$$
\mathcal{U} := (u^{(i)} + \lambda \Delta^{(i)} u, h^{(i)} + \mu \Delta^{(i)} h, \delta u, \delta h)
$$

(13.48)

with $\lambda$, $\mu$ being scalars. Then, (13.46), (13.47) become

$$
\mathcal{F}_L(\mathcal{U})|_{\lambda=\mu=1} = 0 ,
$$

(13.49)
As stated in Sect. 13.2.2, the state variables $T_{ij}^{(i+1)}$, $\Sigma_{ij}^{(i+1)}$, $T_{i}^{(i+1)}$ may be imagined to be functions of 

$$V := \left( H_{(i)} + \lambda \Delta_{(i)} H, h_{(i)} + \mu \Delta_{(i)} h, \frac{\partial h_{(i)}}{\partial X} + \mu \frac{\partial \Delta_{(i)} h}{\partial X} \right)$$

at $\lambda = \mu = 1$. Assuming the external loads $\bar{f}$ and $\bar{f}^{(d)}$ to be conservative, the integrals in (13.46), (13.47), involving these terms, are, as in classical theories, independent of deformation of the macro- and the microcontinuum. Consequently, derivatives of these integrals with respect to $\lambda$ and $\mu$ are vanishing.

Next, we linearize $F_{L}(U)$ and $F_{A}(U)$ at $\lambda = \mu = 0$, 

$$F_{L}(U) = [F_{L}(U)]_{\lambda=\mu=0} + \left[ \frac{\partial}{\partial \lambda} F_{L}(U) \right]_{\lambda=\mu=0} \lambda + \left[ \frac{\partial}{\partial \mu} F_{L}(U) \right]_{\lambda=\mu=0} \mu$$

$$= [F_{L}(U)]_{\lambda=\mu=0} - \int_{\mathcal{R}} \left\{ \left[ \frac{d}{d \lambda} T(V) \right]_{\lambda=\mu=0} \cdot \frac{\partial \delta u}{\partial X} \lambda - \left[ \frac{d}{d \mu} T(V) \right]_{\lambda=\mu=0} \cdot \frac{\partial \delta u}{\partial X} \mu \right\} \lambda \lambda dV$$

$$F_{A}(U) = [F_{A}(U)]_{\lambda=\mu=0} - \int_{\mathcal{R}} \left\{ \left[ \frac{d}{d \mu} T(V) \right]_{\lambda=\mu=0} \cdot \frac{\partial \delta h}{\partial X} \lambda - \left[ \frac{d}{d \mu} T(V) - \Sigma(V) \right]_{\lambda=\mu=0} \cdot \delta h \right\} \mu \mu dV$$

On substituting into (13.49), (13.50), we obtain the linearized equations we seek,

$$\int_{\mathcal{R}} \left\{ \left[ \frac{d}{d \lambda} T(V) \right]_{\lambda=\mu=0} \cdot \frac{\partial \delta u}{\partial X} + \left[ \frac{d}{d \mu} T(V) \right]_{\lambda=\mu=0} \cdot \frac{\partial \delta u}{\partial X} \right\} \lambda \lambda dV = [F_{L}(U)]_{\lambda=\mu=0} = F_{L}(u_{(i)}, h_{(i)}, \delta u, \delta h)$$

$$\int_{\mathcal{R}} \left\{ \left[ \frac{d}{d \lambda} T(V) \right]_{\lambda=\mu=0} + \left[ \frac{d}{d \mu} T(V) \right]_{\lambda=\mu=0} \right\} \frac{\partial \delta h}{\partial X} - \left[ \frac{d}{d \mu} (T(V) - \Sigma(V)) \right]_{\lambda=\mu=0} \cdot \delta h \right\} \mu \mu dV = [F_{A}(U)]_{\lambda=\mu=0} = F_{A}(u_{(i)}, h_{(i)}, \delta u, \delta h)$$

With the aid of the notation

$$\mathcal{K}_{(i)} = \frac{\partial h_{(i)}}{\partial X} \ , \ \{ \cdot \}_{(i)} = \{ \cdot \}_{H_{(i)}, h_{(i)}, K_{(i)}} \ , \ (13.56)$$

the unknown derivatives in (13.54), (13.55) are

$$\left[ \frac{d}{d \lambda} T(V) \right]_{\lambda=\mu=0} = \left\{ \frac{\partial T}{\partial H} \right\}_{(i)} \left[ \Delta_{(i)} H \right]$$

(13.57)
\[ \frac{d}{d\mu} T(V) \bigg|_{\lambda=\mu=0} = \left\{ \frac{\partial T}{\partial h} \right\}_{(i)} [\Delta_{(i)} h] , \]

\[ \frac{d}{d\lambda} \left( T(V) - \Sigma(V) \right) \bigg|_{\lambda=\mu=0} = \left\{ \frac{\partial (T - \Sigma)}{\partial H} \right\}_{(i)} [\Delta_{(i)} H] , \]

\[ \frac{d}{d\mu} \left( T(V) - \Sigma(V) \right) \bigg|_{\lambda=\mu=0} = \left\{ \frac{\partial (T - \Sigma)}{\partial h} \right\}_{(i)} [\Delta_{(i)} h] , \]

\[ \frac{d}{d\lambda} T(V) \bigg|_{\lambda=\mu=0} = 0 , \]

\[ \frac{d}{d\mu} T(V) \bigg|_{\lambda=\mu=0} = \left\{ \frac{\partial T}{\partial K} \right\}_{(i)} \left[ \frac{\partial \Delta_{(i)} h}{\partial X} \right] . \]

In the examples below, the derivatives \{·\}_{(i)} in (13.57)–(13.62), have been calculated numerically.

### 13.2.4 Discretization

Finite element methods (see, e.g., Hughes [90]) require approximation of the domain \( \mathcal{R}_{t+\Delta t}^{(i)} \) by finite elements, \( \mathcal{R}_{t+\Delta t}^{(i)} \approx \bigcup_{e=1}^{n_e} (\mathcal{R}_{t+\Delta t}^{(i)})_e \), where \( n_e \) is the number of elements. The unknown macrodisplacements \( \Delta_{(i)} u \) and the unknown microscopic displacement gradients \( \Delta_{(i)} h \) are approximated through

\[
(\Delta_{(i)} u)_j \approx \sum_{A=1}^{n_u} N^u_A d_{jA}^u ,
\]

\[
(\Delta_{(i)} h)_{ij} \approx \sum_{B=1}^{n_h} N^h_B d_{ijB}^h ,
\]

where \( (\Delta_{(i)} u)_j \) and \( (\Delta_{(i)} h)_{ij} \), similar to the variations \( \delta u \) and \( \delta h \), have to satisfy homogeneous boundary conditions. Capital letters, like \( A \), are used for indices denoting global node numbers, and \( d_{jA}^u \) and \( d_{ijB}^h \) are nodal macroscopic displacements and nodal microscopic displacement gradients, respectively. Number \( n_u \) indicates the number of nodes with macroscopic displacement degrees of freedom, while \( n_h \) denotes the number of nodes with microscopic displacement degrees of freedom. The shape functions \( N^u_A \) and \( N^h_B \) are supposed to be polynomials of order two of space coordinates, and \( n_u \) is equal to \( n_h \). Isoparametric elements are employed, i.e., the space coordinates are represented by using the shape functions \( N^u_A \):

\[
x_j = \sum_{A=1}^{n_u} N^u_A x_{jA} .
\]

The variations \( (\delta u)_j \) and \( (\delta h)_{ij} \) are approximated by

\[
(\delta u)_j \approx \sum_{A=1}^{n_u} N^u_A c^u_{jA} ,
\]

\[
(\delta h)_{ij} \approx \sum_{B=1}^{n_h} N^h_B c^h_{ijB} .
\]
Concluding, the approximations above may be incorporated in (13.54), (13.55) to gain, following standard steps according to the finite element procedure, a linear system of equations

\[ Kd = F, \]  

(13.68)

with \( K \) being the stiffness matrix, \( d \) denoting the vector of unknown nodal macroscopic displacements and microscopic displacement gradients, and \( F \) indicating the vector of the known forces. System (13.68) can then be solved by applying standard algorithms.

The presented constitutive theory, along with the finite element discretization and the time integration reported above, have been implemented, for the plane strain state, in the finite element code Abaqus [1, 2]. The plane strain state is defined by

\[ \mathbf{u} = \mathbf{u}(X_1, X_2), \quad u_3 \equiv 0, \quad \mathbf{h} = \mathbf{h}(X_1, X_2), \quad h_{3j} \equiv 0. \]  

(13.69)

8-node solid elements of the Serendipity class have been employed. The shape functions for the microscopic deformation \( \mathbf{h} \) are linear, whereas the shape functions of the macroscopic displacement field are quadratic. Hence, all nodes exhibit degrees of freedom \( u_1 \) and \( u_2 \), but not all nodes have degrees of freedom \( h_{3j} \). This choice of shape functions seems to be reasonable, because the macroscopic displacement gradient \( \mathbf{H} \) and the microscopic displacement gradient \( \mathbf{h} \) are linearly related through the strain tensor \( \mathbf{\epsilon} \) (cf. Eq. (13.8)), and therefore both quantities are of the same order.

Examples illustrating the capabilities of the theory to capture size effects are given in the next section and are taken from the doctoral thesis of [88], where also more details about the implementation are given. Further examples and interesting results on this topic may be found in [39, 93, 128, 97] as well as [87].

### 13.3 Examples

In the ensuing analysis, the chosen values of the material parameters do not reflect some responses of realistic material behavior, i.e., they are only of academic interest and serve to discuss basic features of the model. We set

\[ A_1^e \equiv \lambda = 1.21 \cdot 10^5 N/mm^2, \quad A_2^e = \mu + \alpha, \quad A_3^e = \mu - \alpha, \]  

(13.70)

\[ \mu = 8.08 \cdot 10^4 N/mm^2, \]  

(13.71)

\[ B_1^e \equiv \lambda, \quad B_2^e \equiv \mu + b_2, \quad b_2 = 10 \cdot \mu, \]  

(13.72)

\[ D_1^e \equiv \lambda, \quad D_2^e \equiv \mu, \]  

(13.73)

\[ C_i^e = 0 \quad \text{for} \ i \neq 7, \quad C_7^e = c_7 \geq 0. \]  

(13.74)

Although for the case (13.74), important aspects of the constitutive model may be retain inactive, we shall confine ourself on this special case in order to limit the discussion. For what follows, of particular interest is the internal length

\[ l_c := \frac{c_7}{\sqrt{\mu/\mu}}, \]  

(13.75)

suggested by the elasticity laws. Firstly, we shall discuss micromorphic elasticity without damage (pure micromorphic elasticity).
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13.3.1 Pure micromorphic elasticity

13.3.1.1 Rectangular specimens with circular hole under tension loading

Consider the plane strain problem in Fig. 13.2 where the quadratic section (length $b$) with a circular hole (radius $r$) located in the center of the section, is stretched in $y$ direction. With respect to the Cartesian coordinate system $x, y$, the boundaries $x = \pm \frac{b}{2}$ are assumed to be traction-free. At the boundary $y = -\frac{b}{2}$ the displacement $u_y$ and the traction $t_x$ are assumed to vanish, while at the boundary $y = \frac{b}{2}$, given displacement $u_y$ and traction $t_x = 0$ are imposed. The whole circular hole is assumed to be traction free, while the whole boundary is subjected to vanishing double traction $t^{(d)}$.

![Figure 13.2: Plane strain problem. The quadratic section with a circular hole is stretched in y direction.](image)

For small circular hole, a nearly uniform stress component $\sigma_0$ in $y$ direction, at $y = \frac{b}{2}$, will be required to realize the given boundary conditions. In classical elasticity, attention is focused on the so-called stress concentration factor

$$
\frac{T_{yy}^{*}}{\sigma_0}, \quad T_{yy}^{*} := T_{yy}(x = r, y = 0),
$$

which turns out to be equal to 3 (see, e.g., Gould [66, p. 124]), whenever the section is of infinite extension $b$. In the present context, we refer to as classical, the case where $\alpha \approx 0$, $c_7 \approx 0$, which are approximated numerically for given values of $b$, $r$. Particularly, we set $b = 2.5mm$ and $r = 0.25mm$, which imply the value $\frac{T_{yy}}{\sigma_0} = 3.14$. Typical properties of micromorphic elasticity may be elucidated by regarding the distribution of $\frac{T_{yy}}{\sigma_0}$ along the line $y = 0$ and $x \geq r$, or equivalently $a := x - r \geq 0$. For $\frac{c_{77}}{\mu} = 0.1mm^2$ this distribution, parameterized by $\frac{\alpha}{\mu}$, is shown in Fig. 13.3. It can be recognized that increasing values of $\frac{\alpha}{\mu}$ cause decreasing values of $\frac{T_{yy}}{\sigma_0}$ in the neighborhood of $a = 0$, and consequently decreasing values of stress concentration factors $\frac{T_{yy}^{*}}{\sigma_0}$ for the micromorphic material. Note that all distributions intersect at $a = 0.13mm$. 

283
Figure 13.3: Distribution of $\frac{T_{yy}}{\sigma_0}$, $T_{yy} = T_{yy}(y = 0, a \geq 0)$, for $c_7/\mu = 0,1\text{mm}^2$ and varying values $\frac{\alpha}{\mu}$.

Figure 13.4: Effect of $\alpha$, $c_7$ on the stress concentration factor $\frac{T_{yy}}{\sigma_0}$. 
The effect of $\alpha$, $c_7$ on the stress concentration factor is illustrated in Fig. 13.4. For very large values $\frac{\alpha}{\mu}$ and values $\frac{c_7}{\mu} \geq 10^{-3} mm^2$, the stress concentration factor $\frac{T_{yy}^*}{\sigma_0}$ becomes decreasing, whereas for small $\frac{\alpha}{\mu}$ the value of $\frac{T_{yy}^*}{\sigma_0}$ is nearly equal to the classical one. It seems that, at fixed $\frac{\alpha}{\mu}$, $\frac{T_{yy}^*}{\sigma_0}$ converges for $\frac{c_7}{\mu}$ against $\infty$ or 0, respectively to limits, the limit for $\frac{c_7}{\mu} \to 0$ being the classical one.

To obtain an insight into the size effects due to different, but otherwise similar boundary value problems, we ask for the stress concentration factor $\frac{T_{yy}^*}{\sigma_0}$ for the cases where $\alpha \equiv \mu$ and geometry and boundary conditions of the specimens vary from each other according to a factor $n = 1, 4, 20, 200$. Corresponding results are displayed in Fig. 13.5, from which we deduce that all distributions are similar. In fact, if the $\frac{T_{yy}^*}{\sigma_0}$ values corresponding to the specimen according to factor $n$ are plotted as a function of $\frac{c_7}{\mu n}$, then all plots will coincide (see Fig. 13.6). In other words, for linear micromorphic elasticity, size effects may be visualized by varying the parameter $c_7$, the other parameters being held fixed.

Further size effects may be elucidated by introducing a typical geometry length, as e.g. $l_m := 4r = 0, 4b$. Again we concentrate ourselves on specimen geometries and related boundary conditions, differing according to a factor $n$, with $n$ being now $n = 0, 0001, 0, 01, \ldots, 400, 10000$. On choosing $\frac{c_7}{\mu} = 0, 1 mm^2$, the internal length $l_c$ becomes $l_c = 0, 31623 mm$. It can be seen in Figure 13.7, that the stress concentration factor $\frac{T_{yy}^*}{\sigma_0}$ is a function of the ratio $\frac{l_m}{l_c}$ (cf. also Mindlin [121]).

Figure 13.5: Distributions of $\frac{T_{yy}^*}{\sigma_0}$ against $\frac{c_7}{\mu}$, for $\alpha = \mu$ and different specimens. Geometry and boundary conditions of the specimens differ by a factor $n = 1, 4, 20, 200$, the corresponding specimens being referred to as specimen 1, $\ldots$, specimen 200, respectively.
Figure 13.6: Distributions of $\frac{T_{yy}}{\sigma_0}$ against $\frac{c_7}{\mu \cdot n^2}$. The results for all specimens ($n = 1, 4, 20, 200$) are identical.

Figure 13.7: Stress concentration factor $\frac{T_{yy}}{\sigma_0}$ as a function of the ratio $\frac{l_m}{l_c}$ at $\alpha = \mu$ and $\frac{c_7}{\mu} = 0, 1 \text{mm}^2$; left: linear plot, right: semilogarithmic plot.
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13.3.1.2 Displacement controlled loading of cantilever rectangular beam

Further features of micromorphic elasticity may be illustrated with the aid of the cantilever rectangular beam shown in Fig. 13.8. We use Cartesian coordinates $x, y$ and assume plane strain state to apply, with following boundary conditions,

$$
\begin{align*}
  x = 0 & : \quad u_y = \bar{u}_y, \quad t_x = 0, \quad t^{(d)} = 0, \quad (13.77) \\
  x = l & : \quad u = 0, \quad h = 0, \quad (13.78) \\
  y = 0 & : \quad t = 0, \quad t^{(d)} = 0, \quad (13.79) \\
  y = l & : \quad t = 0, \quad t^{(d)} = 0, \quad (13.80)
\end{align*}
$$

with the given displacement $\bar{u}_y$ being uniformly distributed along the boundary $x = 0$. Again we focus attention on the effect of the material parameters $\alpha$ and $c_7$. Thereby, it is convenient to consider points, which indicate large amounts of stress gradients. Clearly, the edge point $x = l, y = b$ could be selected for this goal. However, such points will exhibit stress distributions with some singularities. Therefore, we shall confine the discussion on points $A, B$ located at a distance of about $0.02 \cdot l$ and $0.17 \cdot l$, from the boundary $x = l$, respectively. Note that the length $l$ and the height $b$ of the beam are chosen to be $l = 3.4375 mm$ and $b = 1.25 mm$, while the displacement component prescribed on the boundary $x = 0$ amounts $\bar{u}_y = 0.01 mm$. Also, $A, B$ are Gauss points with distances from the upper boundary $y = b$, of about $0.033 \cdot b$, respectively. However, we shall refer to such points as being located at the upper boundary $y = b = 1.25 mm$. Accordingly, Fig. 13.9 displays the stress component $T_{xx}$ at the boundary $y = b$, as a function of $x$. It may be seen, that in the neighborhood of $x = l$, the stress component $T_{xx}$ takes vary large values, which designates the singularity in the distribution of $T_{xx}$.

![Figure 13.8](image_url)

Figure 13.8: Displacement controlled loading of a cantilever rectangular beam, $l = 3.4375 mm$, $b = 1.25 mm$, $\bar{u}_y = 0.01 mm$.

Once more, we denote by "classical", solutions obtained numerically for very small values $\alpha$ and $c_7$. Fig. 13.10 makes clear, that in the neighborhood of the singularity (point $A$), stress component $T_{xx}^{(class)}$ may become larger than $T_{xx}^{(class)}$, dependent on the material parameters $\alpha, c_7$. However, with increasing distance from the singularity point, as e.g. at point $B$, $T_{xx}$ remains smaller than $T_{xx}^{(class)}$, independent of material parameters $\alpha, c_7$ (see Fig. 13.11).

Significant differences between the shear stress components $T_{xy}$ and $T_{yx}$ may be present, as can be seen in Fig. 13.12, for point $A$. Both components approach for very large values of $c_7$, different limits, the one for $T_{xy}$ being vanishing. Of particular interest is also the response of the couple stress $M_c := T_{yx} - T_{yx}$.
which is shown in Fig. 13.12 too. It can be recognized that $M_c$ is vanishing for small values $\frac{c}{\mu}$, while $M_c$ approaches a constant value for very large values $\frac{c}{\mu}$.

![Graph of $T_{xx}$ vs. $x$](image1)

**Figure 13.9:** Distribution of $T_{xx}$ as a function of $x$, at the upper boundary $y = b = 1.25mm$, suggesting a singularity at $x = l$ ($\alpha = 10^{-8} \cdot \mu, \frac{c}{\mu} = 10^{-8} mm^2$).

![Graph of $T_{xx}/T_{xx}^{(class)}$ vs. $\frac{c}{\mu}$](image2)

**Figure 13.10:** Effect of material parameters $\alpha, c_7$ on the response of stress component $T_{xx}$ for point $A$ (in the vicinity of the singular point $x = l, y = b$).
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Figure 13.11: Effect of material parameters $\alpha$, $c_7$ on the response of stress component $T_{xx}$ for point $B$ (indicating a larger distance than point $A$ from the singular point $x = l$, $y = b$). The values of $T_{xx}$ are always smaller than $T_{xx}^{\text{class}}$.

Figure 13.12: Responses of $T_{xy}$ and $T_{yx}$ (left), as well as $M_c$ (right), at point $A$ ($\alpha = 1.0 \cdot \mu$).

Finally, Fig. 13.13 illustrates, for fixed $\alpha = \mu$, the effect of material parameter $c_7$ on the deformed geometry of the beam. It may be recognized that for small values of $c_7$ the bending mode is dominated, while for very large values of $c_7$ the deformation resamples simple shear mode.
Figure 13.13: Initial and deformed meshes of the rectangular beam for fixed $\alpha = \mu$ and varying material parameter $c_7$. Displacements $u_y$ are presented enlarged, by factor 100. The classical case is approached for $c_7 \to 0$. 
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13.3.2 Micromorphic plasticity coupled with damage

In the following, we set

\[
A_1^y = 0, \quad A_2^y = 1.5, \quad A_3^y = 0, \quad B_1^y = 0, \quad B_2^y = 0, \quad C_i^y = 0 \text{ for } i \neq 7, \quad C_7^y = r_7 \neq 0.
\]  
(13.81)

\[
k_0 = 350 \text{N/mm}^2
\]  
(13.83)

in the yield function, and

\[
\beta = 17, \quad \gamma = 4100 \text{N/mm}^2
\]  
(13.85)

in the rule for isotropic hardening. Moreover, we fix the values of \(\alpha\) and \(c_7\) in the elasticity laws by

\[
\alpha = 0, 1 \cdot \mu, \quad \frac{c_7}{\mu} = 0, 1 \text{mm}^2.
\]  
(13.86)

13.3.2.1 Uniaxial loading

First, we present calculations for homogeneous uniaxial tension loading of a rectangular specimen (plane strain), according to Fig. 13.14. At the bottom of the specimen it is given \(u_y = 0, t_x = 0, t^{(d)} = 0\), while at the top it is \(u_y = \bar{u}_y, t_x = 0, t^{(d)} = 0\). The remaining boundaries are subject to the conditions \(t = 0\) and \(t^{(d)} = 0\). The aim is to demonstrate the capabilities of the damage model. To this end, it suffices to concentrate on isotropic hardening only. Further, as the deformations are homogeneous, no material parameters of terms related to micromorphic curvature tensors are involved. Fig. 13.15 shows the effect of the damage parameter \(\alpha_1\) (cf. Eq. (13.34)) on the responses of the uniaxial stress \(\sigma\) and the damage variable \(D\). Further discussion about the damage law for the classical case is provided in [110].
Figure 13.15: Effect of material parameter $\alpha_1$ on the responses of the uniaxial stress $\sigma$ (left) and the damage variable $D$ (right).

Figure 13.16: Displacement controlled tension loading of rectangular sections with circular hole. All stress responses in the following figures are referred to point (a) on the hole ($x = \frac{b+d}{2}$, $y = \frac{l}{2}$).
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13.3.2.2 Rectangular specimens with circular hole under tension loading

We consider again the boundary value problem of Sect. 13.3.1, but now with respect to the specimen geometry displayed in Fig. 13.16 (length $l$ differs from width $b$). In order to elucidate the capabilities of the micromorphic theory in predicting size effects, four specimen geometries are considered, referred to as specimens 1, 4, 20 and 200 (see Tab. 13.1).

First, only isotropic hardening is addressed, with material parameters as given in Sect. 13.3.2, and $r_7 = 10\text{mm}^{-2}$. The discussion is referred to the stress component $T_{yy}$ at point (a) (see Fig. 13.16). It can be recognized from Fig. 13.17 that softening for large specimens begins earlier than for small ones.

<table>
<thead>
<tr>
<th>size factor $n$ (number of specimen)</th>
<th>length $l$ [mm]</th>
<th>width $b$ [mm]</th>
<th>diameter $d$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>spec. 1</td>
<td>10</td>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>spec. 4</td>
<td>40</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>spec. 20</td>
<td>200</td>
<td>50</td>
<td>20</td>
</tr>
<tr>
<td>spec. 200</td>
<td>2000</td>
<td>500</td>
<td>200</td>
</tr>
</tbody>
</table>

Tabelle 13.1: Specimen geometries.

Figure 13.17: Response of the stress component $T_{yy}$ on the hole at point (a) as a function of the global strain $\Delta l/l_0$ ($\alpha_1 = 0.1, r_7 = 10\text{mm}^{-2}$).

Comparison of Fig. 13.17 ($\alpha_1 = 0, 1$) with Fig. 13.18 ($\alpha_1 = 1, 0$) suggests that the form of the responses is strong dependent on the damage parameter $\alpha_1$. Moreover, Fig. 13.19 illustrates that maximal values of stresses and maximal global strains depend on the material parameter $r_7$, present in the yield function.
Next, we assume the micromorphic model material to exhibit kinematic hardening only, governed by the material parameters
\[
\begin{align*}
    r_7 &= 10 \text{mm}^{-2}, \quad M_k^2 = 50 \text{mm}^2/N, \quad A_k^2 = A_k^3 = 200 \text{N/mm}^2, \\
    P_k^7 &= 500/N, \quad C_k^7 = 200 \text{N/mm}.
\end{align*}
\] (13.87, 13.88)
the remaining material parameters related to kinematical hardening being vanishing. Similar to the case of pure isotropic hardening, Fig. 13.20 suggests that, softening for large specimens begins earlier than for small ones. Fig. 13.21 confirms that this holds also for the case of combined isotropic and kinematic hardening.
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Figure 13.19: Effect of the material parameter $r_7$ on the response of stress component $T_{yy}$ at (a) (specimen 4, $\alpha_1 = 0, 1$).

Figure 13.20: Responses of $T_{yy}$ at (a) for pure kinematic hardening ($\alpha_1 = 1, k_0 = 500\,N/mm^2$).
Figure 13.21: Responses of $T_{yy}$ at (a) for combined isotropic and kinematic hardening ($\alpha_1 = 1$, $k_0 = 350 \text{N/mm}^2$)

13.4 Concluding remarks

A general framework for micromorphic plasticity has been formulated in Part I, II, incorporating isotropic and kinematic hardening. The hardening laws are of the Armstrong-Frederick type and the yield function is a generalization of the classical v. Mises yield function. Some properties of the resulting theory, concerning prediction of size effects for small deformations, are reported in Part III. However, no comparison with experimental data is available, so that it is not possible to evaluate the appropriateness of the chosen constitutive functions. This concerns over all the yield function and the isotropic hardening, the latter being unifiedly postulated. Further studies, with reference to experimental results will help to clarify such issues, but this is beyond of the scope of the present paper. All the discussions in the three articles make clear, that phenomenological micromorphic theories (at least plasticity theories) are very complicated and involve a large number of material parameters. Therefore, it will be useful to clarify in future works, if it is possible to approximate the essential material responses predicted by micromorphic theories by some simpler gradient models, which deal with classical stresses only, and involve a smaller number of material parameters. Also it is of interest to answer the following question. Is the micromorphic model appropriate enough to describe all known size effects to the necessary degree?
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