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Chapter 1

Introduction

Many spatially extended, nonlinear systems show complex dynamics in time and space. There are a number of examples for pattern formation in physics, chemistry and biology [1, 2, 3, 4]. Since A. M. Turing in 1952 [5], pattern forming processes are studied intensely. The richness of patterns in nature is due to the nonlinear interaction of the components of the systems. Modeling biological systems, besides the nonlinearities one often has to deal with stochastic influences. Because of the scale (molecular size) of many biological processes, noise can not be neglected. But noise does not always disturb the dynamics of a system, on the contrary, there are several examples where noise has a constructive influence on a system and enhances its functionality [6, 7, 8]. Noise can cause phase transitions [9, 10], favor signal transmission [11, 12], or induce patterns [13]. One of the most impressive and well-studied phenomena of the constructive influence of noise is the stochastic resonance effect [14, 15]. For instance, the paddle fish takes the advantage of stochastic resonance to detect its prey [7]. Noise has also a great impact on the human nervous system [8, 16]. It is shown that the walking pattern of Parkinson patients is significantly improved using stochastic impulses to exercise the coordination [16]. Generally, a good overview on the influence of noise on spatially extended systems is given by J. García-Ojalvo et al. [10] and F. Sagues et al. [13].

Besides noise, variability is omnipresent in nature. Variability (diversity, heterogeneity) denotes time-independent stochastic differences between otherwise equal elements of a system. In the human nervous system for example, each neuron has a slightly different resting potential and/or excitation threshold, which might have a deep impact on the functionality of neural tissues. It is shown that variability crucially influences pattern forming processes [17, 18, 19], synchronization processes [20], or stochastic resonance effects [21, 22, 23].

Nonlinear systems subjected to noise and variability can show a very complex behavior. It is often desirable to be able to control the dynamics of such a system. One generic method to control complex dynamical behavior is the time-delayed feedback scheme introduced by Pyragas to stabilize periodic orbits embedded in a chaotic attractor [24]. Recently, based on the idea of Pyragas, time-delayed feedback was used to suppress the pulse propagation in a chain of neural elements [25]. A number of investigations deal with the impact of time-delayed feedback on neural model systems, because it is essential to be able to manipulate the dynamics of neurons to abort neural diseases like Parkinson,
tremor, and epilepsy [26, 27, 28, 29, 30].

All these phenomena motivate the study of spatially extended systems of neural elements under the influence of noise, variability, and time-delayed feedback. Besides detailed numerical investigations, analytical calculations are done. The control of spatially extended systems via time-delayed feedback is a quite new aspect in physics and might reveal interesting results. Besides the feedback control of deterministic systems, the interplay of feedback and noise in pattern forming processes is addressed in this work.

1.1 Outline of this Thesis

In this thesis, the influence of noise, variability, and time-delayed feedback on spatially extended systems is investigated. First noise and variability are characterized and two types of feedback control are introduced in chapter 2. The difference between additive and multiplicative stochastic terms is explained. The model systems under consideration are spatially extended systems of FitzHugh-Nagumo and Hodgkin-Huxley elements, respectively. The model equations and their dynamics are discussed in detail in chapter 3. Besides the temporal dynamics of a single element, the spatiotemporal dynamics of nets is displayed and the noise and variability terms are included in the model equations. In chapter 4, theoretical approaches to estimate the influence of multiplicative stochastic terms are presented. Besides that, a couple of quantities, which serve as order parameters to discern the different dynamical features, are introduced. In the next three chapters (chapters 5-7), the results are displayed.

In chapter 5, the influence of time-delayed feedback on oscillatory systems is investigated. The influence on a single FitzHugh-Nagumo element is studied first, then nets of FitzHugh-Nagumo elements are considered. In the next section, the results obtained for Hodgkin-Huxley elements are presented. Throughout chapter 6, subexcitable nets are considered. First, the influence of time-delayed feedback on the propagation of wave fronts and pattern formation is examined for the FitzHugh-Nagumo model. In consecutive subsections, the interplay of time-delayed feedback and additive noise, and of time-delayed feedback and additive variability are investigated. Then, the influence of time-delayed feedback on the propagation of wave fronts in subexcitable nets of Hodgkin-Huxley elements is studied. Chapter 7 deals with nets of bistable FitzHugh-Nagumo elements. After an introduction to bistable net dynamics, the influence of multiplicative noise and multiplicative variability on the net dynamics is discussed in section 7.2. In the next two sections, additionally a weak external signal is considered and the influence of additive noise, additive variability, and multiplicative variability on the response of the net to the signal (stochastic resonance effect) is investigated. At the end of chapter 7, the influence of time-delayed feedback on stochastic resonance is studied. Finally in chapter 8, a brief summery and an outlook regarding further research are given.
Chapter 2

Noise, Variability, and Time-Delayed Feedback

The influence of noise and variability, which are omnipresent in nature, on nonlinear spatially extended systems has been a topic of great interest during the last decades. It is well-known that noise, which is a fast stochastic process, does not always increase disorder. On the contrary, it can play a constructive role in many nonlinear systems. Examples are: *Noise-induced phase transitions*, where the transition is observed at a certain noise strength [9, 10]; *stochastic resonance*, where the response of a nonlinear system to an external signal shows a resonance-like dependency on the noise strength [14]; *coherence resonance* (or *stochastic coherence*), where the output of a nonlinear system is most coherent at a certain noise strength [31]; *spatiotemporal stochastic resonance*, where the patterns of spatially extended systems are most coherent or regular at intermediate noise strengths [32, 33]. Furthermore, noise strongly effects the synchronization in excitable and oscillatory systems [20, 34].

In contrast to noise, internal variability denotes time-independent stochastic differences between the otherwise equal elements of a spatially extended system. Similar to noise, variability can play a constructive role. The influence of parameter variability on the synchronization of coupled oscillators is investigated by Winfree [35] and Kuramoto [36]. Variability plays an important role for pattern formation in a net of biochemical oscillators [18]. In some cases, variability acts in a similar manner like noise. For a net of coupled FitzHugh-Nagumo (FHN) [37] elements, it is shown that variability can induce a transition from oscillatory to excitable behavior (*variability-induced transition*) [38, 39]. Variability can also cause resonance-like phenomena, where the response of a net of nonlinear elements to an external signal is maximal at intermediate variability strengths (*diversity-induced resonance*) [21, 22, 23] or where the coherence of variability-induced patterns shows a resonance-like dependency on the variability strength [17]. In other cases, variability and noise can have a completely different impact on pattern formation and synchronization [20].

Besides the influence of stochastic forces, many investigations focus on the control of the dynamics of nonlinear systems. Time-delayed feedback is a widely used method to achieve a qualitative change of the system dynamics. Pyragas introduced a feedback control method to stabilize an unstable orbit of a chaotic attractor to control deterministic
In the field of control engineering, feedback loops are used to build up complex steerings [40]. In laser systems, the mode selection or the bandwidth of the mode can be tuned using the time-delayed feedback of the light field [41, 42, 43]. In other investigations time-delayed feedback is used to control the coherence of noise-induced oscillations [44, 45], the synchronization of two coupled oscillators [34, 46], or generally the stabilization of an unstable focus [47]. In a net of oscillators, it is shown that time-delay feedback can desynchronize the oscillators [27] or that it can efficiently suppress the oscillation (amplitude death) [29, 48].

There are many more examples, where an external feedback is used to manipulate the system dynamics in a desired manner. Furthermore many systems, especially in biology, have intrinsic feedback loops. In gene regulatory networks, for example, feedback loops are crucial for the mechanism of gene expression [49].

In this chapter, the properties of noise and variability are briefly introduced discussing a general stochastic differential equation of first order. The difference between additive and multiplicative stochastic terms is defined. Furthermore, the two different types of the feedback term used in this thesis are introduced.

2.1 Noise and Variability

Any process in nature is subject to internal and external fluctuations (temperature, environmental conditions). So it is important to model noise with the desired properties. The temporal evolution of a process is given by a set of stochastic differential equations of first order. To simplify matters, here only one differential equation is discussed. Let \( \eta(t) \) be a noise term acting on the process, its dynamics may be described by

\[
\dot{x}(t) = f(x(t)) + g(x(t))\eta(t),
\]

where \( f(x(t)) \) is the deterministic and \( g(x(t))\eta(t) \) the stochastic part of the differential equation. If \( g(x(t)) \) is a constant, the noise term is additive. If \( g(x(t)) \) depends on the variable \( x(t) \), the noise is called multiplicative noise. The noise term \( \eta(t) \) is characterized by its probability distribution, its moments and its correlation function. Because of the central limit theorem, the sum of several stochastic influences can be assumed to be Gaussian distributed. A Gaussian distribution \( P(\eta, \sigma_n) \) is completely determined by its mean and its variance, where the variance \( \sigma_n^2 \) defines the noise intensity and the standard deviation \( \sigma_n \) the noise strength, respectively. Throughout this thesis, the mean of the noise terms is vanishing. If the time scale of the noise is much smaller than the relevant time scale of the observed process, the noise can be assumed to be white in time. This assumption is not always valid. The temporal correlation of the noise can absolutely affect the dynamics of a process [50, 51], but for the general investigations presented in this thesis any specific correlation of the noise does not play a crucial role. Regarding a spatially extended system (two dimensional net), consisting of \( N \times N \) coupled elements, the stochastic differential equation is given by

\[
\dot{x}_{ij}(t) = f(x_{ij}(t)) + g(x_{ij}(t))\eta_{ij}(t) + J_{ij},
\]

where the indices \( 1 \leq i, j \leq N \) enumerate the elements and \( J_{ij} \) denotes a coupling function. The noise term \( \eta_{ij}(t) \) is assumed to be uncorrelated in space and time. Hence the
correlation function reads
\[ \langle \eta_{ij}(t)\eta_{kl}(t') \rangle = \sigma^2_n \delta_{ij,kl}\delta(t-t'). \] (2.3)

This approximation, which denotes that both the spatial length scales and the time scale of the noise term are much smaller than the relevant scales of the system, is again a practical assumption regarding the subject matter of this thesis. Hence, all simulations are performed using spatially uncorrelated Gaussian white noise.

In contrast to noise, variability denotes time-independent stochastic differences between the otherwise equal elements of a net. For a net without noise, the differential equation with variability reads
\[ \dot{x}_{ij}(t) = f(x_{ij}(t)) + \mu_{ij}g(x_{ij}(t)) + J_{ij}. \] (2.4)

The parameter values \( \mu_{ij} \) differ from element to element following an arbitrary statistical distribution, but they are constant in time. In contrast to noise, a dynamic property of a system, variability denotes a static property. Again the variability is called additive, if the function \( g(x_{ij}(t)) \) is a constant, and multiplicative, if \( g(x_{ij}(t)) \) depends on \( x_{ij}(t) \). The variability in parameter \( \mu \) is characterized by its probability distribution and its spatial correlation. Without loss of generality, throughout this thesis the probability distribution \( P(\mu, \sigma_v) \) is chosen to be Gaussian, where the variance \( \sigma^2_v \) defines the variability intensity and the standard deviation \( \sigma_v \) the variability strength, respectively. Taking uniformly distributed parameter values, one qualitatively yields the same results. The correlation of the parameter distribution is chosen to be either white or exponentially correlated in space. Hence, the correlation function reads
\[ \langle (\mu_{ij} - \bar{\mu})(\mu_{kl} - \bar{\mu}) \rangle = \sigma^2_v \exp \left( -\frac{[(i-k)^2 + (j-l)^2]}{\lambda^2_\mu} \right), \] (2.5)
for spatially uncorrelated variability, and
\[ \langle (\mu_{ij} - \bar{\mu})(\mu_{kl} - \bar{\mu}) \rangle = \sigma^2_v \delta_{ij,kl}, \] (2.6)
for spatially exponentially correlated variability, respectively. \( \bar{\mu} \) denotes the mean value of \( \mu_{ij} \) and \( \lambda_\mu \) the correlation length. In the limit \( \lambda_\mu \to 0 \), one obtains again a spatially uncorrelated distribution (white variability). The exponentially correlated variability distribution is generated using the spatial frequency filtering method [10, 50]. In Fig. 2.1, two realizations of the distribution of parameter \( \mu \) are shown for \( \sigma_v = 0.25 \) and vanishing mean. A spatially uncorrelated distribution (\( \lambda_\mu = 0.0 \)) is plotted in Fig. 2.1 (a), whereas in Fig. 2.1 (b) a strong spatial correlation (\( \lambda_\mu = 5.0 \)) is clearly visible.

2.2 Time-Delayed Feedback

Time-delayed feedback loops are used in many systems in physics, biology, and technics to control the system dynamics. Whereas inherent feedback loops are determined by the systems itself, there exist many different realizations to model external feedback control schemes. A differential equation for a net of \( N \times N \) elements with feedback reads

\[
\dot{x}_{ij}(t) = f(x_{ij}(t)) + F_{ij}(K, t, \tau). 
\]  

(2.7)

Throughout this thesis, two different types of time-delayed feedback \( F_{ij}(K, t, \tau) \), also called feedback signal, based on the Pyragas feedback control scheme [24] are applied. Local feedback, given by

\[
F_{ij}(K, t, \tau) = K \left[ x_{ij}(t - \tau) - x_{ij}(t) \right] g_{ij}, 
\]  

(2.8)
denotes that the elements get their own time series fed back. Global feedback is described by

\[
F_{ij}(K, t, \tau) = K \left[ \langle x_{ij}(t - \tau) \rangle_{ij} - x_{ij}(t) \right] g_{ij}, 
\]  

(2.9)

where the mean field time series is fed back. \( \langle x_{ij}(t) \rangle_{ij} \) is the spatial average \( \bar{x} \) over all elements [Eq. (3.14)]. \( K \) denotes the feedback strength and \( \tau \) the delay time. The matrix element \( g_{ij} \) is either equal to one or equal to zero to select the elements that get the feedback signal. The quota \( g_f \) of elements that get the feedback signal is given by

\[
g_f = \sum_{i,j=1}^{N} \frac{g_{ij}}{N^2}, 
\]  

(2.10)

whose value ranges from zero to one. The parameters \( K, \tau, \) and \( g_f \) are denoted as feedback parameters for brevity. The feedback control schemes [Eq. (2.8) and Eq. (2.9)] are non-invasive in that sense that the feedback signal vanishes, if the system remains in a spatially homogeneous temporally constant solution. Because of this non-invasiveness, it is reasonable to use feedback of the Pyragas type to control the dynamics of neural networks, which is the main interest of the present studies. Nevertheless, other feedback control schemes, e.g. nonlinear ones [28], are conceivable and absolutely practicable.

The selection of elements that get the feedback signal is either based on a spatially uncorrelated Gaussian random distribution [Fig. 2.1(a)] or on spatially exponentially correlated Gaussian distributed parameter values \( \mu_{ij} \) [Fig. 2.1(b)] with the correlation length \( \lambda_\mu \) [Eq. (2.6)]. For a given realization of \( \mu_{ij} \) and a fixed value of \( g_f \), the \( ij \)-element gets the feedback signal, if \( \mu_{ij} < \alpha \) with \( H(\mu_{ij} < \alpha) = g_f \), where \( H \) denotes the
2.3 NUMERICAL INTEGRATION

Figure 2.2: The matrix elements $g_{ij}$ of a spatially extended system of $256 \times 256$ elements for $g_f = 0.5$ and three different values of the correlation length $\lambda_\mu$. Black denotes $g_{ij} = 1.0$ and white $g_{ij} = 0.0$. (a) $\lambda_\mu = 1.0$, (b) $\lambda_\mu = 5.0$, (c) $\lambda_\mu = 10.0$.

distribution function of $\mu_{ij}$. For large nets, the threshold value $\alpha$ is determined by $H(\mu_{ij} < \alpha) = \int_{-\infty}^{\alpha} P(\mu, \sigma_v) d\mu = g_f$, the distribution function of the probability distribution $P(\mu, \sigma_v)$. In Fig. 2.2, the matrix elements $g_{ij}$ are plotted for $g_f = 0.5$ and three different values of the correlation length $\lambda_\mu$. Black denotes $g_{ij} = 1.0$, these elements get the feedback signal, and white denotes $g_{ij} = 0.0$. For larger values of $\lambda_\mu$, larger clusters of elements get the feedback signal, whereas the total number of elements that get the feedback signal is unchanged ($g_f = 0.5$).

2.3 Numerical Integration of Stochastic Differential Equations

In general, nonlinear differential equations cannot be solved analytically. The model equations, which are discussed in this thesis, are numerically integrated on a discrete spatiotemporal grid using the Heun method and the Forward Time Centered Space scheme in time and space, respectively [10]. The integration in space is performed using periodic boundary conditions. Without loss of generality, the spatial distance between neighboring elements is set to one. The Heun algorithm, a numerical integration method of second order, is also suitable to integrate stochastic differential equations.

For lucidity, here only the temporal integration, which is not trivial for stochastic differential equations, is described. Let the dynamics be given by the stochastic differential equation Eq. (2.1)

$$\dot{x}(t) = f(x(t)) + g(x(t)) \eta(t).$$

The iteration method for the Heun integration, if the noise term is $\delta$-correlated, is given by

$$x(t + \Delta t) = x(t) + \frac{1}{2}[f(x(t)) + f(\tilde{x}(t))]\Delta t + \frac{1}{2}[g(x(t)) + g(\tilde{x}(t))]\eta(t)\sqrt{\Delta t},$$

whereby $\tilde{x}(t)$ is obtained by the explicit Euler step

$$\tilde{x}(t) = x(t) + f(x(t))\Delta t + g(x(t))\eta(t)\sqrt{\Delta t}.$$
The temporal increment is chosen to be $\Delta t = 0.001$, for which the integration converges sufficiently fast within a large region of the parameter space.
Chapter 3

The Model Systems

The models under consideration describe essential parts of the dynamics of neurons. A typical feature of neurons is their excitability. Let the neuron be in its rest state (resting potential of the membrane). An external stimulus which exceeds a certain threshold leads to an excitation event (depolarization of the membrane potential). Ion channels open, and the ion currents cause a large amplitude-spike of the membrane potential (action potential). Further ion currents ensure that the membrane potential reaches its rest state again. During this complex exchange of ions, the neuron cannot be excited again. The neuron is in its refractory state. After the refractory time, when the starting point is recovered, the neuron can be stimulated again. The two models discussed in this thesis, the FitzHugh-Nagumo (FHN) model [37] and the Hodgkin-Huxley (HH) model [52], show such a threshold behavior and are well-established models for excitability. Regarding a spatially extended system, a typical feature of excitable media is that wave fronts can propagate through the whole system (e.g. the pulse propagation in neural tissues).

Many other systems in physics, chemistry and biology show excitable dynamics. An excitable system needs three basic ingredients: a rest state, an excited state (threshold behavior) and a refractory state. Taking the forest-fire model [53, 54], for example, the single element, a tree, offers the three necessary states. The full-grown tree represents the excitable rest state. A burning tree is the excited state and the period, until a new tree is regrown, is the refractory state. Regarding the whole forest, a fire spreads out in a wavelike manner through the whole system (excitation wave). Other examples, where excitation waves can be found, are the photosensitive Belousov-Zhabotinsky reaction [55] or colonies of Dictyostelium discoideum [4, 56].

Furthermore both the FHN model and the HH model can show limit cycle oscillations. The FHN model can even exhibit bistability. So the discussed models are suitable to study the influence of noise, variability and time-delayed feedback on different fundamental dynamics.

In this chapter the FHN model, a minimal model for neuronal dynamics, and the HH model, the first phenomenological model of neuronal activity derived to fit experimental data, are introduced and their relation is discussed. First the temporal dynamics of the model equations is studied, before the spatiotemporal dynamics of two-dimensional nets is discussed. Furthermore the noise and variability terms are introduced into the model equations.
3.1 The FitzHugh-Nagumo Model

The FitzHugh-Nagumo (FHN) model, a two variable model, which is based on the Van der Pol oscillator, was introduced by Bonhoeffer to describe the propagation of a current pulse along a wire [57]. Later R. FitzHugh and N. Nagumo did fundamental investigations on the dynamics of the model equations [37, 58]. Deriving a physiological state diagram they showed the strong relation to the Hodgkin-Huxley model and established the FHN model as a minimal model for neuronal dynamics. The model system consists of two coupled differential equations, from which the first one is nonlinear:

\[
\frac{du}{dt} = \frac{1}{\epsilon} \left[ u(1-u)(u-a) - v + d \right],
\]

\[
\frac{dv}{dt} = u - cv + e.
\]

The variable \(u(t)\) represents the membrane potential of a neuron and the variable \(v(t)\) is related to the time-dependent conductivity of the potassium channels in the membrane (gating variable) [59]. The dynamics of \(u(t)\) is much faster than that of \(v(t)\). The separation of the time scales is realized by the small parameter \(\epsilon\) \((0 < \epsilon \ll 1)\). The time is specified in time units (t.u.), where one time unit (1000 integration steps) accords approximately with the oscillation period of a single element. The parameters \(e\) and \(c\) of the second differential equation determine the threshold, at which the potassium channels open, and how fast this happens (cf. the HH model presented in chapter 3.2). Hence, the influence of the parameters \(e\) and \(c\) on the system dynamics is studied. The parameters of the first differential equation \((\epsilon, a, d)\), which also crucially influence the model dynamics, but do not lead to different dynamical behaviors, are fixed throughout each chapter.

3.1.1 Temporal Dynamics of the FitzHugh-Nagumo Model

Due to the nonlinearity, the dynamics of the FHN model is quite complex. One discerns three fundamentally different dynamical behaviors, namely excitable, oscillatory and bistable dynamics. There exists no analytic solution of Eqs. (3.1), but a linear stability analysis provides a good insight into the system dynamics. First one calculates the nullclines

\[
0 = u(1-u)(u-a) - v + d \quad \text{and} \quad 0 = u - cv + e,
\]

which divide the phase space in different areas of \(\frac{du}{dt} \geq 0\) and \(\frac{dv}{dt} \geq 0\). The intersection points of the nullclines are the fixed points of the system. According to the choice of the parameter values one, two, or three fixed points exist. Depending on the number of fixed points and their stability, one finds different dynamical regimes. Two different sets of the parameters of the first differential equation are discussed in this thesis. To study excitable and oscillatory dynamics, parameter set 1 is used:

\[
(\epsilon, a, d) = (0.01, 0.5, 0.1).
\]

To study bistable dynamics, parameter set 2 is used:

\[
(\epsilon, a, d) = (0.01, 0.5, 0.045).
\]
3.1. THE FITZHUGH-NAGUMO MODEL

Figure 3.1: Linear stability analysis of the FHN model [Eqs. (3.1)] dependent on the parameters $c$ and $e$. (a) For parameter set 1 [Eq. (3.3)], $c = 3.85$, $c = 4.6$, $e = 0.0$. (b) For parameter set 2 [Eq. (3.4)], $c = 6.7$, $c = 7.3$, $e = -0.2$. The different dynamical regimes are explained in the text.
Figure 3.2: (a) Nullclines of the FHN model [Eqs. (3.1)] for parameter set 1, $c = 3.85$, and three different values of $e$. $(\cdots\cdots) e = 0.0$, $(\cdots\cdots) e = -0.1$, $(\cdots\cdots) e = -0.25$. $(\cdots)$ Stable branches of the cubic nullcline, $(\cdot\cdot\cdot)$ unstable branch of the cubic nullcline. (b), (c), (d) The corresponding time series to the three different parameter values of $e$. (b) $e = 0.0$, the regime $E1$. (c) $e = -0.1$, the regime $O1$. (d) $e = -0.25$, the regime $\tilde{E}1$.

For both cases a linear stability analysis is performed dependent on the parameters $c$ and $e$. The results are plotted in Fig. 3.1 (a) for parameter set 1 and in Fig. 3.1 (b) for parameter set 2. The qualitative result of the linear stability analyses is the same for both parameter sets. Changing the parameters $a$ and $d$ only leads to a shift and tilt of the stability diagram, but the same bifurcations and dynamical regimes are found. One can discern three fundamentally different dynamics: Oscillatory dynamics, excitable dynamics and bistable dynamics.

- The regime $O1$: One finds an unstable focus surrounded by a stable limit cycle. After a transient the FHN system performs autonomous limit cycle oscillations, hence this regime is called oscillatory regime. In Fig. 3.2 (c), a time series of the limit cycle motion is shown. The amplitude and the frequency of the oscillation vary only slightly with the parameters $c$ and $e$.

- The regime $E1$: The only attractor is a stable focus. Without perturbations the trajectory will always run into this fixed point and rest there for all times [Fig. 3.2 (b)]. A perturbation, which drives the system beyond a certain threshold, leads to a large excursion through the phase space (spike in the time series) before the trajectory returns to the fixed point. These spikes correspond to the action potentials of neurons.
3.1. THE FITZHUGH-NAGUMO MODEL

Figure 3.3: (a) Trajectories in the phase space with nullclines and (b) the corresponding time series for the FHN model [Eqs. (3.1)] for parameter set 2, \( c = 6.7, e = -0.2 \), and two different initial conditions. \((- - -)\) Linear nullcline, \((-\)\) stable branches and \((\cdots)\) unstable branch of the cubic nullcline. \((-\cdot\)\) and \((-\cdot\cdot\)\) trajectories and time series, which run into the two different fixed points, respectively.

Hence, the FHN equations serve as a model for neuronal excitable dynamics. This regime is called excitable regime.

- The regime \( B \): Two stable foci, which are separated by a saddle point, exist. Depending on the initial conditions the trajectory will run into one of the stable foci and rest there for all times [Fig. 3.3]. External perturbations may lead to jumps between the two stable foci (see section 7.1). This regime is called bistable regime.

In between these three main dynamical regimes, small parameter regions exist, where the system shows a more complex behavior. Here the regime \( O3 \) has to be stressed, because it is important regarding some investigations presented in this thesis. In the regime \( O3 \), a stable focus and a stable limit cycle coexist. The two attractors are separated by an unstable limit cycle [Figs. 3.4 (a) and 3.4 (b)]. The system can either rest in the stable focus or perform limit cycle oscillations. Hence, the bifurcation from the regime \( E1 \) to the regime \( O1 \) is a subcritical Hopf bifurcation. This bifurcation occurs for example by increasing parameter \( c \) from 4.3 to 4.6 for parameter set 1 [Eq. (3.3)] and \( e = 0.0 \) [Fig. 3.1 (a)]. Since the area of attraction of the stable focus in the regime \( O3 \) is quite small, a perturbation can easily kick the trajectory onto the stable limit cycle. Thus the dynamics of the regime \( O3 \) is mostly oscillatory in the presence of noise. For the sake of completeness, the other dynamical regimes are briefly described:

- The regime \( O2 \): This regime shows oscillatory dynamics like \( O1 \). In difference to the regime \( O1 \), two unstable foci separated by a saddle point are placed within the stable limit cycle.

- The regime \( O4 \): Again two attractors, a stable focus and a stable limit cycle, coexist, which are separated by an unstable limit cycle, as for \( O3 \). But within the stable limit cycle additionally a saddle point and an unstable focus exist.
Figure 3.4: (a) Trajectories in the phase space, the vicinity of the stable focus with nullclines, and (b) the corresponding time series for the FHN model [Eq. (3.1)] for parameter set 1, $c = 4.5$, $e = 0.0$, and two different initial conditions. (---) Linear nullcline, (---) cubic nullcline. (---) Trajectory and time series starting in the area of attraction of the stable limit cycle. (---) Trajectory and time series starting in the area of attraction of the stable focus.

- The regime $O5$: Here two stable foci, where each is surrounded by an unstable limit cycle and which are separated by a saddle point, exist. Additionally, the three fixed points are enclosed by a stable limit cycle. The system performs limit cycle oscillations or remains in one of the stable foci.
- The regime $E2$: As for $E1$, a stable focus is the only attractor. But additionally, a saddle point and an unstable focus exist.

The almost symmetric structure of the stability diagrams [Figs. 3.1 (a) and 3.1 (b)] is based on the symmetry of the cubic nullcline, which can be divided into three branches. Let the linear nullcline be steep enough, so that only one fixed point exists [e.g. for parameter set 1 and $c = 3.85$, Fig. 3.2 (a)]. Varying parameter $e$, the stability of the fixed point (focus) changes. One finds two branches of the cubic nullcline, where the focus is stable [solid lines in Fig. 3.2 (a)], and in between a branch, where the focus is unstable [dotted line in Fig. 3.2 (a)]. The range of the unstable branch differs only slightly with parameter $c$. If the stable focus is placed at the left stable branch of the cubic nullcline, this fixed point is called lower stable fixed point. And the fixed point placed at the right stable branch of the cubic nullcline, is called upper stable fixed point. In all dynamical regimes, which are discussed so far and which have one stable focus, the stable focus is placed at the left stable branch of the cubic nullcline. The corresponding dynamical regimes, where the stable focus is placed at the right stable branch of the cubic nullcline, are denoted as $\tilde{O}3$, $\tilde{O}4$, $\tilde{E}1$ [Fig. 3.2 (d)], and $\tilde{E}2$, respectively.

The oscillatory state physiologically means that the neuron is permanently spiking. Regarding neuronal diseases, like epilepsy, Parkinson, and tremor, this state depicts the malfunction of a neuron, whereas the excitable state, which allows for information transmission, mimics the healthy neuron. To gain a better understanding of the excitable behavior, a trajectory in the phase space and the corresponding time series of the FHN
3.2 The Hodgkin-Huxley Model

The second model discussed in this thesis is the Hodgkin-Huxley (HH) model [52]. Based on measurements of the ion currents through the membrane of squid giant axons, in 1952 A. Hodgkin and A. Huxley derived a phenomenological four variable model to describe excitations in nerve. The current through voltage-gated ion channels in the membrane is mainly composed of a sodium current (index \( \text{Na} \)) and a potassium current (index \( \text{K} \)), which are responsible for changing the membrane potential (depolarization). The full HH model consists of one differential equation for the membrane potential \( V(t) \) and three differential equations for the gating variables \( n(t) \), \( m(t) \), and \( h(t) \):

\[
\begin{align*}
v(t) & = [I - g_{Na} m^3 h (V - V_{Na}) - g_K n^4 (V - V_K) - g_L (V - V_L)]/C, \\
\frac{dn}{dt} & = \alpha_n(V)(1 - n) - \beta_n(V)n, \\
\frac{dm}{dt} & = \alpha_m(V)(1 - m) - \beta_m(V)m, \\
\frac{dh}{dt} & = \alpha_h(V)(1 - h) - \beta_h(V)h,
\end{align*}
\]

\[(3.5)\]

Figure 3.5: (a) Trajectory in the phase space with nullclines and (b) the corresponding time series for the FHN model [Eq. (3.1)] for parameter set 1, \( c = 3.85 \), and \( e = 0.0 \). Weak additive noise (\( \sigma_n = 0.01 \)) is applied to the slow variable \( v(t) \). (\( \cdots \)) Linear nullcline, (\( \cdot \cdot \cdot \)) cubic nullcline. (\( \_\_\_\_\_\_\_\_\_\_\_\_) Trajectory and time series, respectively.
where the functions $\alpha_i(V)$ and $\beta_i(V)$, with $i \in (n, m, h)$, which are fitted to the experimental results, determine the gating characteristics of the ion channels:

$$\alpha_n(V) = \frac{[0.01(V + 55)]/\{1 - \exp[-(V + 55)/10]\}}{1 - \exp[-(V + 55)/80]}$$

$$\beta_n(V) = 0.125 \exp[-(V + 65)/18]$$

$$\alpha_m(V) = \frac{[0.1(V + 40)]/\{1 - \exp[-(V + 40)/10]\}}{1 - \exp[-(V + 40)/10]}$$

$$\beta_m(V) = 4 \exp[-(V + 65)/18]$$

$$\alpha_h(V) = 0.07 \exp[-(V + 65)/20]$$

$$\beta_h(V) = \frac{1}{\{1 + \exp[-(V + 35)/10]\}}$$.

The membrane potential is measured in $mV$, the current densities in $\mu A/cm^2$, and the time in $ms$. Throughout this thesis, it is not crucial to discern between currents and current densities. Thus, the current densities are just denominated as currents or input currents for simplicity. Besides the sodium and potassium currents, a small leakage current ($\text{index } L$) is assumed to account for all other ions (e.g. chloride). $g_{Na}$, $g_K$, and $g_L$ denote the maximal conductances of the corresponding ion channels and $V_{Na}$, $V_K$, and $V_L$ are the equilibrium potentials. $I$ represents an external current and $C$ is the capacity of the membrane.

Throughout this thesis, the following values of the constants are used:

$$g_{Na} = 120 \frac{mmho}{cm^2}, \ g_K = 36 \frac{mmho}{cm^2}, \ g_L = 0.3 \frac{mmho}{cm^2},$$

$$V_{Na} = 50mV, \ V_K = -77mV, \ V_L = -54.4mV,$$

$$C = 1 \mu F/cm^2,$$

whereas the parameter $I$ is varied. The values of the constants are experimentally found for 6.3°C.

The full Hodgkin-Huxley model can be reduced to a set of two differential equations [59, 60]. The resulting model is called the reduced Hodgkin-Huxley model. Since $m(t)$ evolves much faster than $n(t)$ and $h(t)$, the gating variable $m(t)$ can be eliminated adiabatically. That means that the variable $m(t)$ in the first differential equation is replaced by its stationary solution, i.e. $d_{t}m(t) = 0$. It reads

$$m_{st}(V) = \frac{\alpha_m(V)}{\alpha_m(V) + \beta_m(V)}.$$  \hfill (3.8)

A second approximation is based on numerical findings. Although there is no mathematical or biological reason, the following assumption holds quite well:

$$n(t) + h(t) \approx 0.8.$$  \hfill (3.9)

Replacing $h(t)$ in the first differential equation, using $h(t) = 0.8 - n(t)$, and with the adiabatic elimination of $m(t)$, one obtains the reduced Hodgkin-Huxley model:

$$\frac{dV}{dt} = [I - g_{Na}m^3_{st}(0.8 - n)(V - V_{Na}) - g_Kn^4(V - V_K) - g_L(V - V_L)]/C,$$

$$\frac{dn}{dt} = \alpha_n(V)(1 - n) - \beta_n(V)n.$$  \hfill (3.10)
The reduced HH model [Eqs. (3.10)] can be handled much easier analytically and numerically than the full HH model [Eqs. (3.5)]. If statements are addressed to both, the full and the reduced HH model, the plural *HH models* is used. In the next subsection, it is shown that the HH models exhibit excitable and oscillatory dynamics, as the FHN model.

### 3.2.1 Temporal Dynamics of the Hodgkin-Huxley Model

In dependency on the input current $I$, a linear stability analysis is performed for both the full and reduced HH model. The results are displayed in Fig. 3.6. One finds the excitable regime $E_1$ for small values of $I$, the oscillatory regime $O_1$ for large values of $I$ and in between the coexistence of a stable focus and a stable limit cycle (regime $O_3$; see section 3.1.1). Increasing parameter $I$, both models undergo a subcritical Hopf bifurcation, which is also found for the FHN model [cf. Figs. 3.1 (a) and 3.1 (b)]. Since the reduced HH equations show the same dynamics as the full HH equations, the assumptions used for the reduction of the model equations, are justified at least for the given set of parameters. The parameter region of $I$, where the two attractors coexist, is only slightly larger for the full HH model than for the reduced HH model. For other parameter values, the full and reduced model can show different bifurcations [19].

In Fig. 3.7, time series of all four variables of the full HH model are composed. For $I = 4.5 \text{ \mu A cm}^{-2}$, the only attractor is a stable focus (regime $E_1$). Without perturbations, the trajectory runs into this fixed point and rests there for all times [Fig. 3.7 (a)]. A larger input current ($I = 10.0 \text{ \mu A cm}^{-2}$) excites the HH system permanently, thus it performs autonomous limit cycle oscillations [regime $O_1$, Fig. 3.7 (b)].

The corresponding time series for the reduced HH model look very similar. Since the reduced model contains only two variables, it is easily possible to regard the dynamics in phase space. In Fig. 3.8 (a), a phase space plot with nullclines is shown for $I = 4.5 \text{ \mu A cm}^{-2}$. Again the only attractor is a stable focus (regime $E_1$). For $I = 10.0 \text{ \mu A cm}^{-2}$, the focus is
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**Figure 3.7:** Time series of the membrane potential $V(t)$ (first row) and the gating variables $n(t)$, $m(t)$, and $h(t)$ (second row) for the full HH model [Eq. (3.5)]. (—) $n(t)$, (⋯) $m(t)$, and (−−−) $h(t)$. (a) $I = 4.5 \, \mu A/cm^2$ [excitable regime $(E1)$]. (b) $I = 10.0 \, \mu A/cm^2$ [oscillatory regime $(O1)$].

**Figure 3.8:** Trajectory in the phase space with nullclines for the reduced HH model [Eq. (3.10)]. (−−−) the $n$-nullcline ($dn/dt = 0$), (⋯) stable branch and (−−−) unstable branch of the $V$-nullcline ($dV/dt = 0$). (a) (−) Trajectory for $I = 4.5 \, \mu A/cm^2$ [excitable regime $(E1)$]. (b) (−) Trajectory for $I = 10.0 \, \mu A/cm^2$ [oscillatory regime $(O1)$].

unstable, but a stable limit cycle exists. In Fig. 3.8 (b), the limit cycle trajectory is plotted in phase space (regime $O1$). In both panels the dashed-dotted line marks the $n$-nullcline, where $dn/dt = 0$ is valid. The $V$-nullcline ($dV/dt = 0$) is separated into a stable branch (dotted line) and an unstable branch (dashed line). In comparison to the FHN
model, one discerns that a linearization of the \( n \)-nullcline results in the linear nullcline of the FHN equations [Eqs. 3.1] and that the cubic nullcline of the FHN equations can be seen as an approximation of the \( V \)-nullcline. This consideration explains qualitatively the close relation between the dynamics of the HH model and the FHN model.

The main difference between the dynamics of the HH models and the FHN model is that the bistable regime only exists for the FHN model. The cubic nullcline of the FHN equations has two stable branches, which are responsible for the existence of the bistable dynamics. Since the \( V \)-nullcline of the HH equations has only one stable branch regarding the given gating variables within a reasonable range of parameter values, the existence of two stable fixed points is impossible.

### 3.3 Net Dynamics

In this thesis, the focus is on investigations of the dynamics of spatially extended systems. Arranging \( N \times N \) coupled elements on a square grid with the side length \( N \), one obtains different regular nets. The dynamics of the single elements is given by the model equations (3.1), (3.5), or (3.10), respectively. The elements are labeled by the indices \( i \) and \( j \), which run from one to \( N \). The model equations for the two dimensional nets read:

- for a net of FHN elements:

\[
\begin{align*}
\frac{du_{ij}}{dt} &= \frac{1}{\varepsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + D_u J_{ij}, \\
\frac{dv_{ij}}{dt} &= u_{ij} - cv_{ij} + e, \\
\end{align*}
\]

(3.11)

- for a net of HH elements (full model):

\[
\begin{align*}
\frac{dV_{ij}}{dt} &= [I - g_{Na}n_{ij}^3 h_{ij}(V_{ij} - V_{Na}) \\
&\quad - g_{Kn}^4(V_{ij} - V_{K}) - g_{L}(V_{ij} - V_{L})]/C + D_V J_{ij}, \\
\frac{dn_{ij}}{dt} &= \alpha_n(V_{ij})(1 - n_{ij}) - \beta_n(V_{ij})n_{ij}, \\
\frac{dm_{ij}}{dt} &= \alpha_m(V_{ij})(1 - m_{ij}) - \beta_m(V_{ij})m_{ij}, \\
\frac{dh_{ij}}{dt} &= \alpha_h(V_{ij})(1 - h_{ij}) - \beta_h(V_{ij})h_{ij}, \\
\end{align*}
\]

(3.12)

- for a net of reduced HH elements:

\[
\begin{align*}
\frac{dV_{ij}}{dt} &= [I - g_{Na}n_{ij,\text{st}}^3(0.8 - n_{ij})(V_{ij} - V_{Na}) \\
&\quad - g_{Kn}^4(V_{ij} - V_{K}) - g_{L}(V_{ij} - V_{L})]/C + D_V J_{ij}, \\
\frac{dn_{ij}}{dt} &= \alpha_n(V_{ij})(1 - n_{ij}) - \beta_n(V_{ij})n_{ij}. \\
\end{align*}
\]

(3.13)
The function $J_{ij}$ denotes the coupling function and the constant $D_x$ denotes the coupling strength, which is considered to be spatially independent throughout this thesis. The index $x$ represents the variables $u$ or $V$, respectively. Nets with two different types of coupling are investigated. One type is the mean field coupling (global coupling), where each element is coupled to the spatial mean of all elements. Thus the coupling function reads:

$$J_{ij} = \bar{x} - x_{ij}, \quad \bar{x} = \frac{1}{N^2} \sum_{i,j=1}^{N} x_{ij}. \quad (3.14)$$

The other type is diffusive, nearest-neighbor coupling (local coupling), where each element is connected with its eight nearest neighbors. The coupling function results from the discretization of the Laplacian operator (nine-point discretization):

$$J_{ij} = \nabla^2 x_{ij}, \quad \nabla^2 x_{ij} = \frac{1}{6} [x_{i+1,j+1} + x_{i+1,j-1} + x_{i-1,j+1} + x_{i-1,j-1}$$

$$+ 4(x_{i+1,j} + x_{i-1,j} + x_{i,j+1} + x_{i,j-1}) - 20x_{ij}]. \quad (3.15)$$

Whereas the global coupling enforces spatially homogeneous net dynamics, the diffusive coupling allows to study pattern formation, traveling waves and signal transmission through the net. Throughout this thesis, the net size $N$ is always sufficiently large so that the spatial structures emerge independently of the specific size of the net. In this section, also the coupling strength, which generally has a crucial influence on the spatiotemporal dynamics, is sufficiently large to ensure coherent pattern formation.

In Fig. 3.9, snapshots of the variable $u_{ij}(t)$ of a net of FHN elements are composed for different consecutive times $t$ to show the temporal evolution of the most important dynamical regimes of a deterministic, diffusively coupled net. The variable $u_{ij}(t)$ is encoded in gray scales, where white denotes the minimal amplitude ($u_{ij}(t) \leq -0.2$) and black the maximal amplitude ($u_{ij}(t) \geq 1.2$). In between the gray scale is linearly interpolated. The simulations are done for parameter set 1. Other parameters are $e = 0.0, N = 256$, and $D_u = 50$. Different values of parameter $c$, and different initial conditions are chosen.

For $c = 4.6$, the single elements are oscillating (regime $O_1$). Starting with random initial conditions, after a transient all elements oscillate synchronously [global oscillation, Fig. 3.9 (a)]. Due to the strong coupling, initial phase differences between the single elements vanish quickly. Besides the global oscillation of the net, stable traveling wave solutions are possible. But they have a very small area of attraction compared with the global oscillation. Thus starting with random initial conditions, one will almost always end up with globally synchronized oscillations.

For $c = 4.2$, the single elements are excitable (regime $E_1$). In Fig. 3.9 (b), a time series of snapshots of $u_{ij}(t)$ is shown starting with random initial conditions. The trajectory of each element runs into the stable focus and rests there for all times. The spatially homogeneous temporally constant solution is stable. Applying special initial conditions, wave fronts can be induced. In Fig. 3.9 (c), the evolution of a spiral wave, which is another stable solution of excitable net dynamics ($c = 4.2$), is shown. The typical feature of an excitable medium is that excitation waves can propagate through the whole medium. For $c = 3.85$, the single elements are excitable as well (regime $E_1$), but the excitation wave
2.3 NOISE AND VARIABILITY IN NETS OF FHN ELEMENTS

Figure 3.9: Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements [Eqs. (3.11)] for different consecutive times $t$. $u_{ij}(t)$ is encoded in gray scales: White denotes $u_{ij}(t) \leq -0.2$, black $u_{ij}(t) \geq 1.2$, with linear interpolation. (a) Random initial conditions, $c = 4.6$: Global oscillation. (b) Random initial conditions, $c = 4.2$: Excitable regime, all elements rest in the stable focus. (c) Special initial conditions, $c = 4.2$: Excitable regime, spiral wave. (d) Special initial conditions, $c = 3.85$: Subexcitable regime, the excitation wave dies out. Further parameters: Parameter set 1, $e = 0.0$, $N = 256$ and $D_u = 50$.

dies out [Fig. 3.9 (d)]. If all excitation waves die out, the net is called subexcitable. The spatially homogeneous, temporally constant solution is the only stable solution of the net. The propagation of wave fronts is not sustained.

For a net of HH elements [Eqs. (3.12) and Eqs. (3.13)], the same dynamical regimes are found. The net can show global oscillations, excitable and subexcitable behavior as described above for nets of FHN elements. For a net of bistable FHN elements, the dynamics is discussed in detail in chapter 7.

3.4 Noise and Variability in Nets of FitzHugh-Nagumo Elements

In this thesis, the influence of noise and variability on the dynamics of nets of FHN elements plays a central role. The stochastic terms are included in the slow variable [variable $v(t)$ of (Eqs. 3.11)]. With additive noise and variability, and multiplicative noise and variability,
the model equations read:

\[
\begin{aligned}
\frac{du_{ij}}{dt} &= \frac{1}{\epsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + D_u J_{ij}, \\
\frac{dv_{ij}}{dt} &= u_{ij} - c_{ij}(1 + \eta_{ij})v_{ij} + e_{ij} + \xi_{ij}.
\end{aligned}
\] (3.16)

Throughout this thesis, the noise terms are chosen to be Gaussian white noise in time and space with vanishing mean. Hence, the additive noise term \(\xi_{ij}(t)\) and the multiplicative noise term \(\eta_{ij}(t)\) are characterized by

\[
\begin{aligned}
\langle \xi_{ij}(t) \rangle &= 0, \\
\langle \xi_{ij}(t) \xi_{kl}(t') \rangle &= \sigma_{n,e}^2 \delta_{ij,kl} \delta(t - t'), \\
\langle \eta_{ij}(t) \rangle &= 0, \\
\langle \eta_{ij}(t) \eta_{kl}(t') \rangle &= \sigma_{n,c}^2 \delta_{ij,kl} \delta(t - t'),
\end{aligned}
\] (3.17-3.18)

where \(\sigma_{n,e}\) denotes the additive noise strength and \(\sigma_{n,c}\) the multiplicative noise strength, respectively.

The variability in the parameters \(e\) and \(c\) is assumed to be spatially uncorrelated. The additive variability term \(e_{ij}\) and the multiplicative variability term \(c_{ij}\) are characterized by

\[
\begin{aligned}
\langle e_{ij} \rangle &= E, \\
\langle (e_{ij} - E)(e_{kl} - E) \rangle &= \sigma_{v,e}^2 \delta_{ij,kl}, \\
\langle c_{ij} \rangle &= C, \\
\langle (c_{ij} - C)(c_{kl} - C) \rangle &= \sigma_{v,c}^2 \delta_{ij,kl},
\end{aligned}
\] (3.19-3.20)

where \(\sigma_{v,e}\) denotes the additive variability strength and \(\sigma_{v,c}\) the multiplicative variability strength, respectively.

As explained in section 3.2, the slow variable \(v(t)\) mimics the gating properties of the potassium ion channels. The parameters \(e\) and \(c\) determine the position and the slope of the linear nullcline, respectively. Hence the additive stochastic terms mean that the value of the membrane potential, at which the ion channels open, varies. Analogous the multiplicative stochastic terms causes differences for the velocity, with which the ion channels open. The noise terms account for temporal fluctuations in the gating properties, whereas the variability terms represent the time-independent differences from element to element in the gating properties.

In contrast to the additive stochastic terms, the multiplicative stochastic terms have a systematic influence on the dynamics of the observed system. A theoretical approach to describe this systematic influence is introduced in the next chapter.
Chapter 4

Theoretical Tools

For the deterministic model equations a linear stability analysis provides a good method to analyse the dynamics of a system. However, in this thesis the FHN model is extended by stochastic terms [Eqs. (3.16)], which are difficult to handle with analytical methods. In this chapter, theoretical approaches are introduced, resulting in deterministic approximations of the stochastic differential equations. These approximated equations again allow a linear stability analysis. Further a couple of data analysis tools to quantify the net dynamics are introduced.

4.1 The Small-Noise Expansion

The small-noise expansion (SNE) is an approved method to estimate the influence of multiplicative noise [10, 61, 62]. Considering the typical stochastic differential equation [Eq. (2.1)], the influence of the multiplicative noise term is based on the fact that the temporal mean \[ \langle g(x(t)) \eta(t) \rangle \] does not vanish, in contrast to additive noise terms. The first order of the SNE reads

\[
\dot{x}(t) = f(x(t)) + \langle g(x(t)) \eta(t) \rangle,
\]

which is a pure deterministic equation. Stochastic terms only appear in higher-order terms of this expansion. As the denomination “small-noise expansion” reveals, this approximation is only valid, if the noise strength is small enough. However, for which range of noise strengths this method works, has to be estimated by numerical calculations.

For the special case of Gaussian white noise, the temporal mean \[ \langle g(x(t)) \eta(t) \rangle \] can be calculated explicitly using Novikov’s theorem [63] with the Stratonovich interpretation [64]. One obtains

\[
\langle g(x(t)) \eta(t) \rangle = \frac{1}{2} \sigma_n^2 g(x(t)) \frac{dg(x(t))}{dx}.
\]

Applying this result to the second equation of Eqs. (3.16), where no variability is considered \((\sigma_{v,e} = 0, \sigma_{v,c} = 0)\), one yields a deterministic approximation of this equation, which reads

\[
\frac{dv_{ij}}{dt} = u_{ij} - c(1 - \frac{1}{2} \sigma_{n,c}^2) v_{ij} + e.
\]
Introducing a new bifurcation parameter

\[\sigma_{n,c} = c(1 - \frac{1}{2}\sigma_{n,c}^2),\]  

one discerns that an increasing noise strength leads to a smaller value of \(c_{SNE}\). Comparing the effective parameter \(c_{SNE}\) with the result of the linear stability analysis (Fig. 3.1), one can predict the influence of multiplicative noise on the dynamics of a net. This influence is called systematic influence of the multiplicative noise term throughout this thesis.

### 4.2 The Effective Parameter \(c_{eff}\)

Regarding a net of FHN elements with variability in parameter \(c\), the net contains elements of different dynamical regimes. The dynamics of the \(ij\)-element is thereby determined by the slope of the linear nullcline \(m_{ij} = 1/c_{ij}\) or by the gradient angle of the linear nullcline \(\alpha_{ij} = \arctan (1/c_{ij})\), respectively. Analog to the SNE, where a temporal average of the noise term is used to approximate the model equation, now in the case of variability, a spatial average leads to a simplified equation. The mean gradient angle of the linear nullclines of all elements of the net is a macroscopic net parameter that explains the global dynamics of large nets with sufficiently strong coupling [17, 23, 38]. The mean gradient angle is given by

\[\langle \alpha \rangle = \langle \alpha_{ij} \rangle_{ij} = \frac{1}{N^2} \sum_{i,j=1}^{N} \left( \arctan \left( \frac{1}{c_{ij}} \right) \right).\]  

(4.5)

For large nets, it can be calculated approximately as

\[\langle \alpha_{(\sigma_{v,c})} \rangle \approx \int_{-\infty}^{\infty} \arctan \left( \frac{1}{c} \right) P(c, \sigma_{v,c}) dc,\]  

(4.6)

where \(P(c, \sigma_{v,c})\) denotes the Gaussian probability distribution of parameter \(c\) with variance \(\sigma_{v,c}^2\). Finally, introducing the effective parameter \(c_{eff}\)

\[c_{eff}(\sigma_{v,c}) = \frac{1}{\tan \langle \alpha \rangle},\]  

(4.7)

one ends up with the following set of differential equations

\[
\frac{d u_{ij}}{dt} = \frac{1}{\epsilon} \left[u_{ij} (1 - u_{ij}) (u_{ij} - a) - v_{ij} + d\right] + D_u J_{ij},
\]

\[
\frac{dv_{ij}}{dt} = u_{ij} - c_{eff} v_{ij} + e.
\]  

(4.8)

Again, comparing the effective parameter \(c_{eff}\) with the result of the linear stability analysis (Fig. 3.1), one can predict the influence of multiplicative variability on the net dynamics. This influence is called systematic influence of the multiplicative variability term throughout this thesis.

Another method to simplify spatially extended models with multiplicative variability is a mean field approach, where for each system variable a mean variable and a shape parameter are introduced to describe the net dynamics [65, 66].
4.3 Data Analysis

In this section, several measures are introduced, which are used in this thesis to quantify the net dynamics. To proof transitions between different dynamical regimes, the relative rest time and the time-averaged mean-field are reasonable measures. To study pattern formation and signal transmission through the net, the spatial cross correlation and the mutual information, which account for the coherence of the patterns, are used. The linear response is used to quantify the response of the observed system to an external signal. Calculating these measures, a transient of 5 t.u. (regarding the FHN model) or 40 ms (regarding the HH models) is excluded. Furthermore, characteristic measures for an excitation spike and for an excitation wave are defined.

Relative Rest Time

The relative rest time is a measure for the excitability of a system. Regarding the phase space, the observed systems are excitable, if they are in the vicinity of their stable focus (cf. chapter 3). The relative rest time $T_r$ is defined as the time $t_r$, in which the system rests in the vicinity of the stable focus, normalized by a fixed integration time $T$:

$$T_r = \frac{t_r}{T}. \quad (4.9)$$

Throughout this thesis the relative rest time is only used for the HH models. For the reduced HH model [Eqs.(3.10)], the following choice of the borders of the vicinity of the focus are used to calculate the relative rest time:

$$V(t) < V_{th} = -55.0 \text{mV}, \ n(t) < n_{th} = 0.42. \quad (4.10)$$

Within a certain range, the specific choice of the borders $V_{th}$ and $n_{th}$ of the vicinity of the focus has no crucial influence on the result of the relative rest time. For a HH element, obeying the full model equations [Eqs.(3.5)], one obtains reasonable results for the relative rest time demanding the following terms:

$$V(t) < V_{th} = -55.0 \text{mV}, \ n(t) < n_{th} = 0.42, \ m(t) < m_{th} = 0.09, \ h(t) > h_{th} = 0.40. \quad (4.11)$$

Regarding a net, the relative rest time averaged over all elements provides a good measure to determine the excitability of a net.

If all elements rest in their stable focus and no excitations occur, the relative rest time takes its maximum value of 1. If elements get excited, performing loops through the phase space, the relative rest time decreases. In the case of global oscillation, the relative rest time takes its minimum value.

Mean Field

Especially for nets of FHN elements, the time-averaged mean field $M$ provides a good measure to discern different dynamical regimes. Throughout this thesis, the time-averaged mean field of the variable $u_{ij}(t)$ is used:

$$M = \langle u_{ij}(t) \rangle_{ij,T}. \quad (4.12)$$
If all elements rest in the same fixed point, the time-average mean field takes the value of the fixed point \( M \approx 0.2 \) (lower stable fixed point) or \( M \approx 0.8 \) (upper stable fixed point). In the case of pattern formation or global oscillation, it takes a value in between \( (0.35 < M < 0.65) \). Regarding a single FHN element, Eq. (4.12) is reduced to the time average \( M = \langle u(t) \rangle_T \) of the variable \( u(t) \).

For the HH models, the averaged value of \( V(t) \) over one oscillation is close to the value of the fixed point. Thus the measure \( M \) is not suitable for the HH models.

### Spatial Cross Correlation

To quantify the influence of noise, variability, and time-delayed feedback on pattern formation, the spatial cross correlation \( S \) is used [33, 67]. Since in this thesis pattern formation is only studied using the FHN model, the measure \( S \) is directly introduced for the slow variable \( v(t) \) of Eqs. (3.11). The spatial cross correlation is defined as the space and time averaged nearest-neighbor amplitude-distance of all elements [spatial autocovariance \( C_a(t) \)] normalized by the total spatial amplitude variance \( V_a(t) \). The spatial autocovariance of the nearest-neighbors is given by

\[
C_a(t) = \frac{1}{N^2} \sum_{ij} \frac{1}{L} \sum_{kl} (v_{ij} - \bar{v})(v_{kl} - \bar{v}) ,
\]

(4.13)

with the indices \( k \) and \( l \) summing up all \( L = 4 \) elements of a von Neumann neighborhood at each lattice site. The total spatial amplitude variance is defined as

\[
V_a(t) = \frac{1}{N^2} \sum_{ij} (v_{ij} - \bar{v})^2 , \quad \bar{v} = \sum_{i,j=1}^{N} v_{ij} .
\]

(4.14)

The spatial cross correlation is given by

\[
S = \left\langle \frac{C_a(t)}{V_a(t)} \right\rangle_T ,
\]

(4.15)

where \( \langle \rangle_T \) stands for averaging over the whole integration time. \( S \) is a measure for the relative change of the local order of a spatially extended system. Thus, a larger value of \( S \) denotes a greater coherence of the patterns in the net.

### Mutual Information

Another measure to quantify the coherence of the net dynamics and the transmitted information through the net is the mutual information \( I \), an information theory-based method [68, 69]. This measure is only used for the FHN model [Eqs. (3.11)]. To calculate the mutual information, the time series of the single FHN elements have to be mapped onto a binary state space, with the states 0 and 1 corresponding to the resting and the excited state, respectively. This mapping is realized using the threshold value \( u_{th} = 0.7 \). Within a certain range, the specific choice of this threshold value has no influence on the result of the
mutual information. Based on the joint Shannon entropy for several stochastic processes, the mutual information for a net of FHN elements evolving in time can be written as

\[ I = \langle \frac{1}{L} \sum_{kl} \sum_{q,r \in \{0,1\}} p_{ij,kl}^{qr} \ln \left( \frac{p_{ij,kl}^{qr}}{p_{ij}^{q} p_{kl}^{r}} \right) \rangle_{ij}, \]  

(4.16)

with the indices \( k \) and \( l \) summing up all \( L = 4 \) elements of a von Neumann neighborhood at each lattice site. \( p_{ij}^{q} \) is the probability of the \( ij \)-element to be in the state \( q \in \{0,1\} \), and \( p_{ij,kl}^{qr} \) denotes the joint probability of neighboring elements. The brackets \( \langle \rangle_{ij} \) stand for averaging over all elements of the net. The mutual information \( I \) increases with an increasing interaction between neighboring elements. If one element spikes (signal) and excites a neighboring element (transmission of the signal), these elements strongly interact, which causes a large joint probability, and thus a positive contribution to \( I \). Regarding the whole net, the interaction between the elements provokes the development of wave fronts, which propagate through the net. The value of \( I \) increases with the number and the size of the wave fronts. Thus a larger value of \( I \) denotes a better signal transmission through the net. The mutual information takes its minimum value zero, if all elements remain in their fixed point (no excitations) or if neighboring elements spike uncorrelated.

**Linear Response**

To proof the existence of stochastic resonance, the linear response \( Q \) provides a suitable measure. Let \( x(t) \) be the relevant system variable and \( s(t) \) a signal with the fixed frequency \( \omega \) and amplitude \( A \)

\[ s(t) = A \cos(\omega t). \]  

(4.17)

The linear response \( Q \) is the normalized Fourier transformation of \( x(t) \) evaluated at the fixed frequency \( \omega \). Taking a time series of \( x(t) \), \( Q \) can be estimated in the following manner [11]:

\[ Q = \frac{\omega}{2k\pi A} \left| \int_{0}^{2\pi/k} 2x(t)e^{i\omega t} dt \right|, \]  

(4.18)

where \( k \) is the number of periods of the signal. Regarding a net, one calculates the linear response of the time series of the mean field \( \langle x_{ij}(t) \rangle_{ij} \).

**Characteristics of an Excitation Spike**

The duration of a whole excitation spike is mainly composed of the duration of the excitation \( B(\nu_1, \nu_2) \) and the duration of the refractory period \( R(\nu_1, \nu_2) \) [Fig. 4.1 (a)]. For the FHN model, the measure

\[ \Delta B = \frac{B(\nu_1, \nu_2)}{B_0} \]  

(4.19)

is introduced as the normalized time span of an excitation, for which \( u(t) \geq 0.4 \) is valid. Analog, the normalized duration of the refractory period \( \Delta R \) is defined as

\[ \Delta R = \frac{R(\nu_1, \nu_2)}{R_0} \text{ with } u(t) \leq 0.18. \]  

(4.20)
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The measures $\Delta B$ and $\Delta R$ are used in dependency on $(\nu_1, \nu_2) = (c, e)$ or $(\nu_1, \nu_2) = (K, \tau)$. The reference values $B_0$ and $R_0$ are taken without feedback for the parameter values $c = 3.85$ and $e = 0.0$, which are chosen for all simulations of subexcitable nets of FHN elements (see chapter 6). For the HH models, only the measure $\Delta B$ is used, which is calculated as for the FHN model with the condition $V(t) \geq -30mV$.

Relative Change of the Width of a Wave Front

To determine whether a net shows excitable or subexcitable dynamics, the propagation of a wave front induced by special initial conditions is observed and the relative change of the width of the wave front is used. Therefore, the quotient of the width $W(t_i)$ of the wave front [Fig. 4.1 (b)] at two different times $t_i$

$$\Delta W = \frac{W(t_2)}{W(t_1)} \quad (4.21)$$

is calculated. For the FHN model, the times $t_1$ and $t_2$ are chosen to be $t_1 = 1\ t.u.$ and $t_2 = 4\ t.u$. For the HH models, $t_1 = 5\ ms$ and $t_2 = 20\ ms$ are used. The time $t_1$ has to be chosen small enough to ensure that the wave front is not extended over the whole net, but not too close to zero to await the formation of the wave front. The time $t_2$ is chosen larger than $t_1$ so that the evolution of the width of the wave front has taken place. $\Delta W > 1$ means that the wave front is growing and the net is excitable, for $\Delta W < 1$ the wave front is shrinking (subexcitable dynamics). This case differentiation is independent of the specific choice of the times $t_1$ and $t_2$. However, it is important to mention that the border between subexcitable and excitable net dynamics can not clearly be defined, because the growing or shrinking of a wave front depends also on its initialized shape and thickness. The presented results do not lose their general validity, although the border $\Delta W = 1$ is only exact for the applied initial conditions.

Figure 4.1: (a) Sketch to explain the definition of (---) the duration $B(\nu_1, \nu_2)$ of the excitation and (--··--) the duration $R(\nu_1, \nu_2)$ of the refractory period of an excitation spike. (b) Sketch to illustrate the definition of the width $W(t)$ of a wave front induced by special initial conditions.
Chapter 5

Time-Delayed Feedback Control of Oscillatory Neuronal Dynamics

Neural systems show a great variety of different dynamics, which can be mostly characterized by an excitable or oscillatory behavior. Synchronized oscillations of an ensemble of neurons is not always desirable, because this regular activity is believed to play a crucial role in the emergence of pathological rhythmic brain activity [26]. Whereas an excitable net allows signal transmission, the propagation of excitation waves through the net (healthy state of a neural tissue), the global oscillation is connected with neuronal malfunction. Rosenblum and Pikovsky [27] showed that the suppression of synchrony in a globally coupled network of oscillators with different frequencies is possible via time-delayed feedback of the mean field. To reach an effective desynchronization of a coupled ensemble of oscillators Popovych et al. [28] suggested to use nonlinear delayed feedback. Other studies focus on the suppression of the global oscillation and the restoration of excitable network dynamics via noise [51, 70] and variability [38, 39] (noise- and variability-induced phase transition).

In this chapter the influence of time-delayed feedback on oscillatory neuronal dynamics is discussed. First, the FHN model is investigated. The dynamics of a single element with time-delayed feedback is studied and the numerical simulations are compared with the result of a linear stability analysis. In a next subsection, the influence of global and local feedback on the dynamics of nets is investigated in detail. Then, the results of the HH models are presented. Throughout this chapter, only diffusively coupled nets [Eq. (3.15)] are considered.

5.1 Net of FitzHugh-Nagumo Elements with Time-Delayed Feedback

The system under consideration is a net of $N \times N$ coupled FHN elements with additive noise extended by a time-delayed feedback loop, which is either introduced in the fast
variable $u(t)$

$$\frac{du_{ij}}{dt} = \frac{1}{\epsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + F_{ij}(K, t, \tau) + D_u \nabla^2 u_{ij},$$

$$\frac{dv_{ij}}{dt} = u_{ij} - c v_{ij} + e + \xi_{ij}(t),$$

or in the slow variable $v(t)$

$$\frac{du_{ij}}{dt} = \frac{1}{\epsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + D_u \nabla^2 u_{ij},$$

$$\frac{dv_{ij}}{dt} = u_{ij} - c v_{ij} + e + \xi_{ij}(t) + F_{ij}(K, t, \tau).$$

Two different types of the feedback term $F_{ij}(K, t, \tau)$ are investigated, namely local feedback [Eq. (2.8)] and global feedback [Eq. (2.9)]. All simulations presented in this section, are performed using parameter set 1, $e = 0.0$, and $c = 4.6$. Thus, all elements are oscillatory [regime $O1$, cf. Fig. 3.1 (a)]. If feedback is applied, it inserts after $t = 4.0 \text{ t.u.}$ of the simulation time. Apart from a short transient, the specific point in time, when the feedback is switched on, has no effect on the presented results. $N$ is either equal to 1 (single element) or equal to 200. Starting with random initial conditions, the net shows globally synchronized oscillations after $t = 4.0 \text{ t.u.}$ (before the feedback sets in), if the coupling is strong enough.

### 5.1.1 Influence of Time-Delayed Feedback on a Single Element

Without feedback ($K = 0.0$), a single FHN element performs autonomous limit cycle oscillations [Figs. 5.1 (a) and 5.1 (b) for $t < 4 \text{ t.u.}$]. First, the influence of local feedback in the slow variable $v(t)$ [Eqs. (5.2)] is investigated. Switching on the feedback signal at $t = 4.0 \text{ t.u.}$ with $K = 1.0$ and $\tau = 0.5 \text{ t.u.}$, the former unstable focus becomes stabilized [Figs. 5.1 (a) and 5.1 (b)]. Only very small oscillations around the fixed point occur [not visible in Figs. 5.1 (a) and 5.1 (b)]. The element rests quasi in its stabilized fixed point. Since the amplitude of the oscillation tends to zero, this effect is called amplitude death [71, 72]. If the feedback signal is switched off, the amplitude of the oscillation increases again until the limit cycle is reached. The applied feedback control scheme is non-invasive in that sense that the feedback signal tends to zero [Fig. 5.1 (b)], when the element remains in the stabilized fixed point. In the amplitude death regime, the FHN element is excitable. Applying a small perturbation does not excite the element. Its trajectory runs directly back to the fixed point [Fig. 5.1 (c)]. A perturbation, which drives the element beyond a certain threshold, leads to a large excursion through the phase space, before the trajectory returns to the fixed point [Fig. 5.1 (c)]. In Fig. 5.1 (d), a time series of a single FHN element with feedback, which gets randomly excited by weak additive noise, is shown. The applied feedback ($K = 1.0$ and $\tau = 0.5 \text{ t.u.}$) stabilizes the fixed point and the noise provokes the spikes. Such a spiking behavior is typical for excitable neuronal dynamics. Thus, the time-delayed feedback can suppress the oscillation and can induce excitable behavior, which allows for signal transmission.
Figure 5.1: Single FHN element [Eqs. (5.2)]. (a) (—) Trajectory in the phase space with (−−−) nullclines and (b) (—) the corresponding time series. (a), (b) The stabilization of the fixed point, when feedback in the variable \( v(t) \) is applied after \( t = 4 \) t.u. (b) (...) the feedback signal [Eq. (2.8)]. (c), (d) Excitable behavior in the amplitude death regime. (c) Trajectories for two different initial conditions, (−−−) below and (···) above the excitation threshold. (−−−) Nullclines. (d) (—) Time series when additive noise is applied (\( \sigma_{n,e} = 0.005 \)), a transient of 10 t.u. is cut off. Parameter set 1, \( c = 4.6 \), \( e = 0.0 \), \( K = 1.0 \), \( \tau = 0.5 \) t.u., \( g_f = 1.0 \), \( N = 1 \) [48].

Now the influence of the feedback parameters is studied in detail. The time-average \( M \) of \( u(t) \) is used as an order parameter to discern the different dynamical regimes (see section 4.3). In Fig. 5.2 (a), the measure \( M \) is plotted dependent on the feedback strength \( K \) and the delay time \( \tau \). If the element performs limit cycle oscillations, the value of \( M \) is approximately 0.42 [black region in Fig. 5.2 (a)]. If the element is in the amplitude death regime, the value of \( M \) is close to 0.24, the \( u \)-coordinate of the fixed point [white region in Fig. 5.2 (a)]. The stabilization of the fixed point is reached for \( K > 0.2 \) and 0.3 t.u. < \( \tau < 0.7 \) t.u. For the given set of parameters, a linear stability analysis of the model equations without feedback yields a complex conjugated pair of eigenvalues \( \lambda = \gamma \pm i \omega = 0.245 \pm i 8.75 \), where \( \gamma \) denotes the damping rate and \( \omega \) the intrinsic frequency. Thus, the corresponding intrinsic period of the oscillations in the vicinity of the unstable focus is given by \( T_f = \frac{2\pi}{\omega} = 0.718 \) t.u. Besides this characteristic time scale, the period of the limit cycle \( T_{LC} \approx 1.14 \) t.u. determines the dynamics of the oscillatory FHN element. To reach the amplitude death regime, one has to disturb the limit cycle oscillation and to stabilize the former unstable focus. Applying time-delayed feedback, on the one hand the limit cycle motion is stabilized for \( \tau \approx kT_{LC} [24] \), where \( k = 0, 1, 2, 3, ... \) is an integer, and
it is disturbed, if $\tau$ is not close to $kT_{LC}$, e.g. for $\tau \approx \frac{1}{2}T_{LC} = 0.57 \text{ t.u.}$ On the other hand, the stabilization of an unstable focus is optimally, if the delay time of the feedback is close to the half intrinsic period $T_f/2 \approx 0.36 \text{ t.u.}$ [47]. This explains, why the amplitude death regime is found for the interval $0.3 \text{ t.u.} < \tau < 0.7 \text{ t.u.}$, which includes $T_f/2 = 0.36 \text{ t.u.}$ and $T_{LC}/2 = 0.57 \text{ t.u.}$ The gray areas in Fig. 5.2 (a) (mainly for $0.7 \text{ t.u.} < \tau < 1.0 \text{ t.u.}$) mark regimes, where the dynamics has very long transients or shows complex oscillations with varying amplitudes.

To validate the numerical simulations, a linear stability analysis of Eqs. (5.2) is performed. Regarding a single element, the linearization of Eqs. (5.2) leads to

$$\begin{align*}
\dot{\delta u} &= \frac{1}{\epsilon} \left[ -3u_{st}^2 \delta u + 2(a+1)u_{st} \delta u - a \delta u - \delta v \right], \\
\dot{\delta v} &= \delta u - c \delta v + K \delta v(t-\tau) - K \delta v,
\end{align*} \tag{5.3}$$

where the ansatz $x = x_{st} + \delta x$ is used for the variables $u(t)$ and $v(t)$. Thereby $x_{st}$ denotes the stationary solution and $\delta x$ a small perturbation of this solution. Using the ansatz $\delta x = x_0 \exp (\Lambda t)$ for the temporal evolution of the perturbation, one obtains the following transcendental characteristic equation

$$\Lambda^2 + \nu \Lambda - K \Lambda e^{-\Lambda \tau} - \theta Ke^{-\Lambda \tau} + \rho = 0, \tag{5.4}$$

where the parameters $\nu$, $\theta$, and $\rho$ are given by:

$$\begin{align*}
\nu &= \frac{3}{\epsilon} u_{st}^2 - \frac{2}{\epsilon} (a+1) u_{st} + \frac{a}{\epsilon} + c + K, \tag{5.5} \\
\theta &= \frac{3}{\epsilon} u_{st}^2 - \frac{2}{\epsilon} (a+1) u_{st} + \frac{a}{\epsilon}, \tag{5.6} \\
\rho &= \left( \frac{3}{\epsilon} u_{st}^2 - \frac{2}{\epsilon} (a+1) u_{st} + \frac{a}{\epsilon} \right) (c + k) + \frac{1}{\epsilon}. \tag{5.7}
\end{align*}$$
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The transcendental characteristic equation provides an infinite set of eigenvalues Λ, where the eigenvalues Λ with the largest real part determine the temporal evolution of the perturbation. For the given set of parameters, Eq. (5.4) is solved numerically dependent on the feedback parameters K and τ. A two dimensional Newton algorithm is used for various initial values of Λ. Of course, one can never be sure that one has found the eigenvalues with the largest real part, but here only the differentiation Λ > 0 is of importance and the result, which is plotted in Fig. 5.2 (b), is convincing. The white region in Fig. 5.2 (b) means that at least one pair of eigenvalues with positive real part exists. The focus is unstable and surrounded by a stable limit cycle (regime O1). The element is oscillating [cf. Fig. 5.2 (a)]. In the blue region of Fig. 5.2 (b), no eigenvalue with positive real part exists. Here the focus is stable, which corresponds to the amplitude death regime. Comparing this result with the numerical simulations shown in Fig. 5.2 (a), one discerns that the linear stability analysis predicts very well the amplitude death regime. In the green region, also no eigenvalue with positive real part exists. In this parameter region the stable focus (very small area of attraction) and the stable limit cycle coexist. Because of the initial conditions, the element remains oscillating, and no amplitude death is found in the simulations [Fig. 5.2 (a)]. The coexistence of the two attractors can be explained again by the relevant time scales of the oscillatory element. On the one hand, the focus is stabilized if the delay time is close to an odd multiple of the half of the intrinsic period (τ ≈ \( \frac{2k-1}{2} T_f \), where \( k = 1, 2, 3, \ldots \) is an integer) [47]. Thus for \( \tau \approx \frac{3}{2} T_f = 1.08 \text{ t.u.} \), one expects to find a stable focus, which fits to the result of the linear stability analysis. On the other hand, the limit cycle motion is stable for \( \tau \approx T_{LC} = 1.14 \text{ t.u.} \) [24], which is confirmed by the numerical simulations [Fig. 5.2 (a)]. For larger values of \( \tau \) (1.6 t.u. < \( \tau \) < 1.9 t.u.), which is close to \( \frac{3}{2} T_{LC} = 1.71 \text{ t.u.} \) and \( \frac{5}{2} T_f = 1.80 \text{ t.u.} \), consequently another region of amplitude death is found.

Regarding large values of the feedback strength (\( K > 1 \)), the amplitude death regime
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is found till \( K \approx 4.1 \). For even larger values of \( K \), the fixed point can not be stabilized anymore.

Next the feedback term is introduced in the fast variable \( u(t) \) [Eqs. (5.1)]. Dependent on the feedback parameters \( K \) and \( \tau \), one again finds a region of amplitude death and a region of the coexistence of the stable focus and the stable limit cycle. Generally, all statements done for the system with feedback in the variable \( v(t) \), also hold for the case of feedback in the variable \( u(t) \). In Fig. 5.3 (a), the measure \( M \) is plotted in dependency on the feedback strength \( K \) and the delay time \( \tau \). The amplitude death regime [white region in Fig. 5.3 (a)] is placed around \( \tau \approx \frac{1}{2}T_f \) and not close to \( kT_{LC} \) with \( k \in \{0,1\} \). Again the numerical results are confirmed by the result of the linear stability analysis [Fig 5.3 (b)]. Analog to the previous case, the linear stability analysis yields a transcendental characteristic equation, which can be solved numerically. The color coding of Fig 5.3 (b) is the same as of Fig 5.2 (b). Besides the amplitude death regime, the coexistence of the two attractors is found, which is placed around \( \tau \approx \frac{2}{3}T_f = 1.08 \) t.u. (stable focus) and \( \tau \approx 1T_{LC} = 1.14 \) t.u. (stable limit cycle). Again further amplitude death regions exist for larger values of \( \tau \). Both the numerical results and the linear stability analysis for feedback in the variable \( u(t) \) show that the amplitude death regime is shifted of approximately 0.15 t.u. towards smaller values of \( \tau \) compared to the case of feedback in \( v(t) \). And in contrast to the case of feedback in the variable \( v(t) \), in Fig. 5.3 (a) no gray areas exist, i.e. the regime of complex oscillations is not found. Unfortunately, this slight differences could not be explained yet.

5.1.2 Suppression of Global Oscillation in a Net

Feedback in the Variable \( v(t) \)

Now the influence of the feedback signal on nets of FHN elements is investigated. First feedback in the variable \( v(t) \) is considered [Eqs. (5.2)]. In Figs. 5.4 (a)-(c), snapshots of the variable \( u_{ij}(t) \) for different consecutive times \( t \) show the temporal evolution of the net.

\[
\begin{array}{c}
\text{t (t.u.)} \\
(a) \\
(b) \\
(c)
\end{array}
\]

Figure 5.4: Snapshots of the variable \( u_{ij}(t) \) of a net of oscillatory FHN elements [Eqs. (5.2)] for different consecutive times \( t \). Gray scales as in Fig. 3.9. (a) Without feedback and noise: Global oscillation. (b),(c) With local feedback in \( v(t) \) \((K = 1.0, \tau = 0.5 \) t.u., \( g_f = 0.5, \lambda_m = 0.0) \) that inserts at \( t = 4 \) t.u. (b) Amplitude death \((\sigma_{n,e} = 0.0) \). (c) With weak additive noise \((\sigma_{n,e} = 0.03) \): Noise-induced pattern formation. Further parameters: Parameter set 1, \( c = 4.6, e = 0.0, N = 200, D_u = 50 \) [48].
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Without feedback, each element of the net performs limit cycle oscillations. Due to the strong coupling ($D_u = 50$), all elements oscillate synchronously after a short transient [global oscillation, Fig. 5.4 (a)]. If spatially uncorrelated, local feedback ($\lambda = 0.0$) with appropriately chosen parameter values is applied, all elements remain in the stabilized fixed point [amplitude death, Fig. 5.4 (b)]. The global oscillation is suppressed. In Fig. 5.4 (c), additive noise ($\sigma_{n,e} = 0.03$) is applied in addition to the feedback. The net is in the amplitude death regime, and the noise induces excitation waves, which are supported by the net. The wave fronts propagate through the whole net, which is a signature of excitable behavior [32]. For the investigated parameter range, the amplitude death regime shows always excitable dynamics. For that reason, the terms amplitude death regime and excitable regime are used synonymously throughout this chapter.

A detailed investigation of the influence of the feedback parameters reveals interesting results. Strongly coupled nets are considered ($D_u = 50$). First all elements get the feedback signal, i.e. $g_f = 1.0$. In Fig 5.5 (a), the time-averaged mean field $M$ [Eq. (4.12)] is plotted dependent on the feedback parameters $K$ and $\tau$ for the local feedback. Similar to the results of the single element, the amplitude death regime [white region in Fig 5.5 (a)] is found for $0.3 \text{t.u.} < \tau < 0.7 \text{t.u.}$ and $K \geq 0.2$. For global feedback, the results are very similar [Fig 5.5 (b)]. Due to the strong coupling, all elements are synchronized after a short transient. The time series of the mean field of $v_{ij}(t)$ [here the global feedback is applied in the slow variable $v_{ij}(t)$] is thus very close to the time series of a single element. This statement still holds, when the feedback signal is switched on, because all elements get the feedback signal. For that reason, there is such a little difference between the impact of the local and the global feedback on the network dynamics.

For all further studies presented in this subsection, the delay time is fixed at $\tau = 0.5 \text{t.u.}$, a value, for which the global oscillation of the net is suppressed for $K \geq 0.2$. Next the quota $g_f$ of elements that get the feedback signal is varied. The elements that get the feedback signal are spatially uncorrelated ($\lambda = 0.0$). The net contains now two different
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Figure 5.6: The time-averaged mean field $M$ [Eq. (4.12)] for a net of FHN elements with feedback in $v(t)$ [Eqs. (5.2)] dependent on the feedback parameters $K$ and $g_f$. (a) Local feedback [Eq. (2.8)]. (b) Global feedback [Eq. (2.9)]. Further parameter: Parameter set 1, $c = 4.6$, $e = 0.0$, $N = 200$, $D_u = 50$, $\tau = 0.5\,t.u.$, $\lambda_n = 0.0$, $\sigma_{n,e} = 0.0$ [48].

kinds of elements, elements with and without the feedback signal. In Fig. 5.6 (a), $M$ is plotted dependent on $K$ and $g_f$ for the local feedback. If $K$ is below a critical value ($K < 0.2$), the amplitude death regime [white region in Fig. 5.6 (a)] is not reached. For $K \approx 0.2$, the whole net remains in the fixed point, if almost all elements get the feedback signal. For larger values of $K$, it is sufficient to control a smaller quota $g_f$ of elements via the feedback signal to reach the amplitude death regime. If for example $K$ is equal to 1.0, only 20% of all elements have to get the feedback signal to force the whole net to remain in the fixed point. So a small fraction of all elements can determine the dynamics of the whole net. The symmetric structure regarding the influence of the parameters $K$ and $g_f$ is clearly visible. For larger values of the feedback strength $K$, less elements have to be controlled by the feedback to reach the amplitude death regime and vice versa.

Without coupling, the elements that get the feedback signal ($K > 0.2$) are in the amplitude death regime (excitable elements). Their fixed point is stabilized due to the time-delayed feedback. The other elements are still in the oscillatory regime. With coupling the dynamics of the heterogeneous net depends on the ratio of excitable and oscillatory elements and their spatial distribution, on the excitation threshold of the excitable elements, and on the coupling strength. Controlling a major part of elements (e.g. $g_f = 0.8$) via time-delayed feedback ($K > 0.2$), due to the strong coupling the oscillatory elements, which are uncorrelated and thus well distributed over the whole net, become stabilized fixed points. Reducing the quota of elements that get the feedback signal, only for a larger feedback strength $K$, the amplitude death regime is found. With increasing feedback strength, the excitation threshold of the controlled elements increases. Thus for larger values of $K$, less excitable elements (smaller value of $g_f$) can enforce that the whole net is in the amplitude death regime. At the border between global oscillation and amplitude death, the dynamics is even more complex.

To explain this behavior, snapshots of the variable $u_{ij}(t)$ of the net after $t = 20\,t.u.$ are displayed in Fig. 5.7 dependent on $K$ and $g_f$ for the local feedback. If either $K$ or $g_f$ is below a critical value ($K < 0.1$ and $g_f < 0.1$, respectively) or both parameters are
Figure 5.7: Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements with feedback in $v(t)$ [Eqs. (5.2)] after $t = 20$ t.u. dependent on the feedback parameters $K$ and $g_f$. Local feedback [Eq. (2.8)]. Gray scales as in Fig. 3.9. Further parameters: Parameter set 1, $c = 4.6$, $e = 0.0$, $N = 200$, $D_u = 50$, $\tau = 0.5$ t.u., $\lambda_{\nu} = 0.0$, $\sigma_{n,e} = 0.0$. 
small, the net performs globally synchronized oscillations. For slightly greater values of \( K \) and \( g_f \), respectively, patterns, mostly spiral waves, emerge. The patterns are placed along the border of the amplitude death regime and occur independently of the initial conditions, although no noise is applied. Close to the amplitude death regime, the excitable elements \((g_{ij} = 1.0)\) can not enforce all oscillatory elements \((g_{ij} = 0.0)\) to become stabilized fixed points. Due to the specific mixture of oscillatory and excitable elements and their distribution, a few small clusters of elements remain oscillating. These clusters of oscillating elements excite their neighboring elements and wave fronts spread out over the whole net. Such clusters of oscillating elements, which are placed at the tip of a spiral wave or in the center of a circular wave, are denominated as excitation centers of the waves. For large enough values of \( K \) and \( g_f \), the net is in the amplitude death regime, all elements remain in the stabilized fixed point. The spatially homogeneous, temporally constant solution is stable. As mentioned above, the net shows excitable dynamics in the amplitude death regime. So it is possible to excite spiral waves, which are also stable solutions of the net.

Considering global feedback, one qualitatively gets the same result [Fig. 5.6 (b)] as for the local feedback. For a larger feedback strength, the amplitude death regime is already reached by controlling a smaller quota of all elements. If only a fraction of all elements \((g_f < 1)\) gets the feedback signal with \( K > 0.2 \), the net is a mixture of oscillatory and excitable elements. That has a direct impact on the time series of the mean field of \( v_{ij}(t) \) and thereby on the global feedback signal. Due to the strong coupling, nevertheless the global oscillation can be suppressed for a large range of the feedback parameters. The border of the amplitude death regime is shifted a little towards greater values of \( K \) and \( g_f \), respectively, compared to the result for the local feedback. Here the local feedback is a bit more efficient than the global feedback regarding the suppression of the global oscillation.

So far for all results with \( g_f < 1.0 \), the selection of the elements that get the feedback signal has been spatially uncorrelated. Regarding for example a medical application, where an external control of a neural tissue would affect not single neurons but clusters of neurons, the spatial correlation is of importance. Consequently, the influence of the feedback control on the global oscillation is studied in dependency on the spatial correlation length \( \lambda_\mu \) (see section 2.2) of the controlled elements. Therefore, besides the delay time \((\tau = 0.5 \text{ t.u.})\), the quota of elements that get the feedback signal is fixed, namely \( g_f = 0.5 \). Varying \( \lambda_\mu \) means that the cluster size of the controlled elements is changed. As explained in section 2.2, the values of the matrix elements \( g_{ij} \) (realization of \( g_{ij} \)) are based on a realization of a spatially exponentially correlated Gaussian distributed variable \( \mu_{ij} \). The results presented in Fig. 5.8 are the average of ten simulations for different realizations of \( g_{ij} \). In Fig. 5.8 (a), \( M \) is plotted dependent on \( K \) and \( \lambda_\mu \) for the local feedback. For small values of the correlation length \( \lambda_\mu \) (\( \lambda_\mu < 1.5 \)), the amplitude death regime [white region in Fig. 5.8 (a)] is reached for \( K \gtrsim 0.25 \), as in the case \( \lambda_\mu = 0.0 \) [cf. Fig. 5.6 (a)]. For larger values of \( \lambda_\mu \), the amplitude death regime is found for larger values of the feedback strength \( K \). If \( \lambda_\mu > 3.0 \), no amplitude death is found anymore. For small \( \lambda_\mu \), the clusters of oscillatory elements \((g_{ij} = 0.0)\) are small. Thus due to the coupling, the controlled elements \((g_{ij} = 1.0)\) can enforce the oscillatory ones to become stabilized fixed points for \( K \gtrsim 0.25 \). If the clusters of oscillatory elements are too large \((\lambda_\mu > 3.0)\), only the oscillatory elements, which are placed next to controlled elements, are forced to become stabilized fixed points. But some elements in the centers of large clusters of \( g_{ij} = 0.0 \) remain oscillating. These elements
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Figure 5.8: The time-averaged mean field $M$ [Eq. (4.12)] for a net of FHN elements with feedback in $v(t)$ [Eqs. (5.2)] dependent on the feedback strength $K$ and the correlation length $\lambda_{\mu}$. Average over ten realizations. (a) Local feedback [Eq. (2.8)]. (b) Global feedback [Eq. (2.9)]. Further parameters: Parameter set 1, $c = 4.6$, $e = 0.0$, $N = 200$, $D_u = 50$, $\tau = 0.5$ t.u., $g_f = 0.5$, $\sigma_{n,e} = 0.0$.

Figure 5.9: (a) A realization of $g_{ij}$ for $g_f = 0.5$ and $\lambda_{\mu} = 3.0$. Black denotes $g_{ij} = 1.0$ and white $g_{ij} = 0.0$. (b) Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements with feedback in $v(t)$ [Eqs. (5.2)] for different consecutive times $t$. The local feedback [Eq. (2.8), $K = 0.5$, $\tau = 0.5$ t.u., $g_f = 0.5$, $\lambda_{\mu} = 3.0$] inserts at $t = 4$ t.u. Further parameters: Parameter set 1, $c = 4.6$, $e = 0.0$, $N = 200$, $D_u = 50$, $\sigma_{n,e} = 0.0$.

act as excitation centers. They excite their neighboring elements and wave fronts travel through the whole net [Fig. 5.9 (b)]. Hence for large correlation lengths $\lambda_{\mu}$, the global oscillation is disturbed, because waves travel through the net, but no amplitude death can be realized anymore. In Fig. 5.9 (a), a realization of the matrix $g_{ij}$ is plotted for $\lambda_{\mu} = 3.0$. Black denotes $g_{ij} = 1.0$, and white $g_{ij} = 0.0$. In Fig. 5.9 (b), the corresponding time series of the net, where the feedback inserts at $t = 4.0$ t.u., is plotted. Within the larger clusters without feedback control [upper right corner of Fig. 5.9 (a)], some elements remain oscillating. These elements excite permanently their neighboring elements and wave fronts spread out through the whole net. No amplitude death is found anymore. Thus to stabilize the fixed point of all elements, and to induce excitable dynamics, by controlling only half of the elements, the controlled clusters have to be small and well distributed over the net.

In Fig. 5.8 (b), $M$ is plotted dependent on $K$ and $\lambda_{\mu}$ for the global feedback. For small values of the correlation length $\lambda_{\mu}$ ($\lambda_{\mu} < 1.0$), the amplitude death regime [white region in Fig. 5.8 (b)] is reached for $K \gtrsim 0.35$, consistently to the case $\lambda_{\mu} = 0.0$ [cf. Fig. 5.6 (b)]. Again, for larger values of $\lambda_{\mu}$, the amplitude death regime is found for larger values of the
feedback strength $K$. If $\lambda_\mu > 2.5$, no amplitude death is found anymore. The explanation for that is the same as for local feedback.

Finally, the influence of the coupling strength $D_u$ on the network dynamics is investigated. Besides the delay time ($\tau = 0.5 \text{ t.u.}$), now the feedback strength is fixed ($K = 1.0$). That means that the elements, which get the feedback signal, are in the amplitude death regime. Again spatially uncorrelated feedback ($\lambda_\mu = 0.0$) is applied and the quota $g_f$ of elements that get the feedback signal is varied. In Fig. 5.10 (a), $M$ is plotted dependent on $g_f$ and $D_u$ for the local feedback. For large coupling strengths ($D_u \gtrsim 20$), the transition from the global oscillation to the excitable network dynamics [amplitude death regime, white region in Fig. 5.10 (a)] takes place at $g_f \approx 0.2$ independent of the coupling strength. For smaller coupling strengths, the transition to the amplitude death regime depends on $D_u$. The smaller the coupling strength $D_u$ is, the more elements have to get the feedback signal (greater value of $g_f$) to reach the amplitude death regime. In the limit $D_u \to 0$, the collective dynamics gets lost. The elements that get the feedback signal remain in the fixed point, while the others oscillate. For very small coupling strengths, more complicated states may occur, which are not discussed in detail in this thesis. If all elements get the feedback signal with $K = 1.0$ and $\tau = 0.5$, the spatially homogeneous, temporally constant solution is always stable, even for $D_u = 0$, because for local feedback each element remains in its stabilized fixed point. But that is no collective dynamics and the net does not show excitable dynamics (traveling wave fronts).

In Fig. 5.10 (b), the time-averaged mean field $M$ is plotted for the same parameters, but for global feedback. For large coupling strengths ($D_u \gtrsim 35$), the transition from the global oscillation to the amplitude death regime takes place at $g_f \approx 0.22$ nearly independent of the coupling strength. In the limit of very large coupling strengths ($D_u \gtrsim 50$), the difference between the impact of the local and the global feedback is vanishing, regarding the transition from the global oscillation to the excitable net dynamics. For coupling strengths less than $D_u = 35$, the increase of the quota $g_f$ of the elements, which at least
have to get the feedback signal to reach the amplitude death regime, is obviously larger compared to the case of local feedback. For small coupling strengths, it takes longer to get a synchronized net dynamics. So the difference between the time series of the mean field of $v_{ij}(t)$ and the time series of a single element is larger. That is the reason for the increasing difference between the impact of the global and the local feedback on the observed transition for weaker coupling. The global feedback is less efficient than the local feedback regarding the suppression of the global oscillation in that sense that more elements have to be controlled by the feedback signal to induce excitable net dynamics.

**Feedback in the Variable $u(t)$**

Now feedback in the fast variable $u(t)$ is considered [Eqs. (5.1)]. One generally gets the same results as for feedback in the variable $v(t)$. Therefore in this subsection, only the results of the influence of the feedback parameters $K$, $\tau$, and $g_f$ on the net dynamics for local feedback [Eq. (2.8)] are presented. The coupling strength is again $D_u = 50$ and the selection of the elements that get the feedback signal is done spatially uncorrelated ($\lambda_{\mu} = 0$). In Fig. 5.11 (a), the time-averaged mean field $M$ is plotted in dependency on the feedback strength $K$ and the delay time $\tau$ for $g_f = 1.0$. The amplitude death regime found for $K > 0.2$ is placed around $\tau \approx 0.35 \text{ t.u.}$ [white region in Fig. 5.11 (a)]. Since all elements get the feedback signal and the coupling is quite strong, the result is very similar to that of a single element [cf. Fig. 5.3 (a)]. For further simulations, the delay time $\tau$ is fixed at $\tau = 0.4 \text{ t.u.}$, a value, for which the global oscillation is suppressed for $K > 0.2$. Varying $K$ and $g_f$, the quota of elements that get the feedback signal, the result of $M$ is plotted in Fig. 5.11 (b). One observes again the same qualitative result as for feedback in the variable $v(t)$ [cf. Fig. 5.6 (a)]. For larger values of the feedback strength $K$, the amplitude death regime is already reached by controlling a smaller quota of all elements. The explanation for the obvious symmetric structure regarding the influence
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Figure 5.11: The time-averaged mean field $M$ [Eq. (4.12)] for a net of FHN elements with feedback in $u(t)$ [Eqs. (5.1)]. Local feedback [Eq. (2.8)]. (a) Dependent on $K$ and $\tau$ for $g_f = 1.0$. (b) Dependent on $K$ and $g_f$ for $\tau = 0.4 \text{ t.u.}$ The white region ($M \approx 0.24$, the value of the fixed point) marks the amplitude death regime. Further parameters: Parameter set 1, $c = 4.6$, $e = 0.0$, $N = 200$, $D_u = 50$, $\lambda_{\mu} = 0.0$, $\sigma_{n,e} = 0.0$. 
of the feedback parameters $K$ and $g_f$ on the net dynamics, is the same as for the results presented in Fig. 5.6.

Considering global feedback, one obtains even quantitatively almost the same results as for local feedback. Due to the strong coupling, it is obvious that the difference between the impact of global feedback and the impact of local feedback on the net dynamics is marginal [cf. the result for feedback in the variable $v(t)$, Figs. 5.5 (a),(b) and 5.6 (a),(b)]. Studying the influence of the correlation length $\lambda_\mu$ (clustered control) does also not yield qualitative new results compared to the case of feedback in $v(t)$.

5.2 Oscillatory Hodgkin-Huxley Elements

In this section, the influence of time-delayed feedback on oscillatory HH elements is investigated. Similar as for the FHN model, the phenomenon of amplitude death is found for the more complex and realistic HH models. Regarding both, the reduced [Eqs. (3.10)] and the full HH model [Eqs. (3.5)], the feedback term $F_{ij}(K, t, \tau)$ is either introduced in the gating variable $n(t)$ or in the potential variable $V(t)$. Here only local feedback [Eq. (2.8)] is considered. The results for global feedback [Eq. (2.9)] are almost the same. The parameters are given in Eq. (3.7), whereas $I = 9.0 \mu A/cm^2$ for the reduced HH model and $I = 10.0 \mu A/cm^2$ for the full HH model. Thus, all elements are in the oscillatory regime [cf. Figs. 3.6 (a) and 3.6 (b)]. $N$ is either equal to 1 (single element) or equal to 200. The feedback inserts after $t = 40.0 ms$ (accords approximately with the duration of three oscillations) of the simulation time. Due to the strong coupling ($D_V = 50$), the net shows global oscillation, before the feedback sets in. To detect the amplitude death regime, the relative rest time $T_r$ [Eq. (4.9)] is used as order parameter throughout this section.

5.2.1 Influence of Time-Delayed Feedback on a Single Element

First, the influence of the feedback on the reduced HH model is investigated. Without feedback, the single element performs autonomous limit cycle oscillations. Applying feedback with appropriately chosen parameter values, it is possible to stabilize the former unstable fixed point. The amplitude of the oscillation tends to zero. In Fig. 5.12 (a), the relative rest time $T_r$ is plotted dependent on $K$ and $\tau$ for feedback in the variable $n(t)$. The amplitude death regime is found for $3.7 ms < \tau < 7.5 ms$ and $0.05 < K < 0.65$ [white region in Fig. 5.12 (a)]. Applying feedback in the potential variable $V(t)$, the amplitude death regime is also found [white region in Fig. 5.12 (b)], but only for a quite narrow parameter region of $\tau$.

Regarding the full HH model, the phenomenon of amplitude death can be observed for a quite large parameter region of $K$ and $\tau$ for both, feedback in $n(t)$ [Fig. 5.13 (a)] and feedback in $V(t)$ [Fig. 5.13 (b)]. Generally, the impact of time-delayed feedback on the dynamics of a HH element (reduced or full model) is quite complex. And it is difficult to explain, why the amplitude death regions are found for such different values of $\tau$ and $K$.

Both feedback in $n(t)$ and feedback in $V(t)$ strongly affects the oscillation period, which is about $T_{LC,full} \approx 15 ms$ for the full model and about $T_{LC,red} \approx 12.5 ms$ for the reduced model without feedback. Besides the limit cycle period, the second important time scale is
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Figure 5.12: The relative rest time $T_r$ [Eq. (4.9)] for a single HH element [reduced model, Eqs. (3.10)] dependent on $K$ and $\tau$ for local feedback [Eq. (2.8)]. The white region marks the amplitude death regime. (a) Feedback in the gating variable $n(t)$. (b) Feedback in the potential variable $V(t)$. Further parameters: Parameters given by Eq. (3.7), $I = 9.0 \mu A/cm^2$, $N = 1$.

Figure 5.13: The relative rest time $T_r$ [Eq. (4.9)] for a single HH element [full model, Eqs. (3.5)] dependent on $K$ and $\tau$ for local feedback [Eq. (2.8)]. The white region marks the amplitude death regime. (a) Feedback in the gating variable $n(t)$. (b) Feedback in the potential variable $V(t)$. Further parameters: Parameters given by Eq. (3.7), $I = 10.0 \mu A/cm^2$, $N = 1$.

the period of the oscillations in the vicinity of the unstable focus. The half of this period is about $T_{f\text{full}}/2 \approx 5.3 \text{ ms}$ for the full model and about $T_{f\text{red}}/2 \approx 4.8 \text{ ms}$ for the reduced model. At least, the amplitude death regions of a single HH element are found again for values of the delay time, which are close to $T_f/2$.

Generally, one can state that time-delayed feedback with appropriately chosen parameter values can suppress the limit cycle oscillation of a HH element. For both the reduced and the full model, the former unstable fixed point can be stabilized. In the amplitude death regime, weak additive noise randomly provokes spikes. Thus, as for the FHN model, the HH elements show excitable behavior in the amplitude death regime.
5.2.2 Suppression of Global Oscillation in a Net

Now the influence of the feedback parameters $K$, $\tau$, and $g_f$ on the dynamics of oscillatory nets of HH elements is investigated. Throughout this section, the selection of elements that get the feedback signal is done spatially uncorrelated ($\lambda_\mu = 0.0$). First a net of reduced HH elements is studied. In Figs. 5.14 (a) and 5.14 (b), the results for feedback in the gating variable $n(t)$ are displayed. If all elements get the feedback signal ($g_f = 1.0$), the amplitude death regime [white region in Fig. 5.14 (a)] is placed around $\tau \approx 6 \text{ ms}$ for $0.05 < K < 0.65$. In the amplitude death regime, all elements remain in the stabilized

![Figure 5.14: The relative rest time $T_r$ [Eq. (4.9)] for a net of HH elements [reduced model, Eqs. (3.13)] for local feedback in the gating variable $n(t)$. The white region marks the amplitude death regime. (a) Dependent on $K$ and $\tau$ for $g_f = 1.0$. (b) Dependent on $K$ and $g_f$ for $\tau = 6.0 \text{ ms}$. Further parameters: Parameters given by Eq. (3.7), $I = 9.0 \mu A/cm^2$, $N = 200$, $D_V = 50$, $\lambda_\mu = 0.0$.](image)

![Figure 5.15: The relative rest time $T_r$ [Eq. (4.9)] for a net of HH elements [reduced model, Eqs. (3.13)] for local feedback in the potential variable $V(t)$. The white region marks the amplitude death regime. (a) Dependent on $K$ and $\tau$ for $g_f = 1.0$. (b) Dependent on $K$ and $g_f$ for $\tau = 3.0 \text{ ms}$. Further parameters: Parameters given by Eq. (3.7), $I = 9.0 \mu A/cm^2$, $N = 200$, $D_V = 50$, $\lambda_\mu = 0.0$.](image)
fixed point, the global oscillation is suppressed. Since all elements get the feedback signal and the coupling is quite strong, the result again accords with the result of a single element [cf. Fig. 5.12 (a)].

In Fig. 5.14 (b), the relative rest time $T_r$ is plotted dependent on the feedback strength $K$ and $g_f$, the quota of elements that get the feedback signal. The delay time $\tau$ is fixed at $\tau = 6\, ms$, a value, for which the global oscillation is suppressed for $0.05 < K < 0.65$. The white region marks the amplitude death regime. If almost all elements get the feedback signal, the amplitude death regime is reached for $0.05 < K < 0.65$, consistently to the result presented in Fig. 5.14 (a). Increasing $K$ from 0.05 up to 0.35, less and less elements have to get the feedback signal to ensure that the whole net remains in the stabilized fixed point. The explanation therefore is the same as for Fig. 5.6 (a). Then for larger values of $K$ ($0.35 < K < 0.65$), again more and more elements have to be controlled via the feedback signal to suppress the global oscillation. As stated in the explanation of Fig. 5.6 (a), the excitation threshold of the controlled elements, which influences the net dynamics, depends on the feedback strength. For $0.35 < K < 0.65$, one observes that the larger the value of $K$ is, the smaller perturbations are again sufficient to excite the controlled elements (smaller excitation threshold). Thus more and more elements have to be controlled via the feedback signal to reach the amplitude death regime. For an intermediate value of $K$ [$K \approx 0.35$, Fig. 5.14 (b)], the fixed point is optimally stabilized. Here, it is sufficient to control about 30% of the elements to ensure that all elements remain in the stabilized fixed point.

In Figs. 5.15 (a) and 5.15 (b), the results for feedback in the potential variable $V(t)$ are displayed. If all elements get the feedback signal [$g_f = 1.0$, Fig. 5.15 (a)], the amplitude death regime is only found for a narrow parameter region of $\tau$, as for the single element [cf. Fig. 5.12 (b)]. To study the influence of the quota of elements that get the feedback signal on the net dynamics, the delay time $\tau$ is fixed at $\tau = 3.0\, ms$. In Fig. 5.15 (b), $T_r$ is plotted dependent on $K$ and $g_f$. If almost all elements get the feedback signal, the border of amplitude death regime is reached for $K \approx 0.7$. For larger values of $K$, it is sufficient to control less elements to reach the amplitude death regime. The result is qualitatively the same as for the FHN model [cf. Fig. 5.6 (a) and Fig. 5.11 (b)]. The explanation is given in the corresponding section (section 5.1.2). For another value of $\tau$, e.g. $\tau = 4.8\, ms$, the result regarding the influence of the feedback parameters $K$ and $g_f$ is qualitatively the same as for the case of feedback in $n(t)$ [cf. Fig. 5.14 (b)]. Of course, the amplitude death regime is much smaller and only found for large values of $g_f$.

Next nets of HH elements obeying the full model equations [Eqs. (3.12)] are studied. Again, one finds qualitatively similar results as for the reduced HH model and the FHN model. For that reason, here only the results considering feedback in the potential variable $V(t)$ are presented [Figs. 5.16 (a) and 5.16 (b)].

If all elements get the feedback signal [$g_f = 1.0$, Fig. 5.16 (a)], the amplitude death regime is placed around $\tau = 4.5\, ms$. Again, the net dynamics accord with the dynamics of a single element [cf. Fig. 5.13 (b)]. In Fig. 5.16 (b), the influence of $g_f$ and $K$ on the net dynamics is displayed for an intermediate value of $\tau$ ($\tau = 4.5\, ms$). Again for larger values of $K$, it is sufficient to control less elements via the feedback signal to reach the amplitude death regime and vice versa [Fig. 5.16 (b)]. The reason for this symmetric structure regarding the impact of the feedback parameters $K$ and $g_f$ is the same as for the
Figure 5.16: The relative rest time $T_r$ [Eq. (4.9)] for a net of HH elements [full model, Eqs. (3.12)] for local feedback in the gating variable $V(t)$. The white region marks the amplitude death regime. (a) Dependent on $K$ and $\tau$ for $g_f = 1.0$. (b) Dependent on $K$ and $g_f$ for $\tau = 4.5 \, \text{ms}$. Further parameters: Parameters given by Eq. (3.7), $I = 10.0 \, \mu \text{A/cm}^2$, $N = 200$, $D_V = 50$, $\lambda_\mu = 0.0$.

Results presented in Figs. 5.6 (a), 5.11 (b), and 5.15 (b). Considering global feedback no qualitatively different results occur [cf. section 5.1.2].

Reducing the coupling strength to $D_V = 10$, one finds even quantitatively the same results. For a coupling strength of $D_V = 1$, one still finds the amplitude death regime, but only for larger values of $g_f$. Similar as for the FHN model, for small coupling strengths, more elements have to be controlled via the feedback signal to reach the amplitude death regime.

Summarizing, the results presented in this chapter show that time-delayed feedback control provides an efficient method to suppress oscillations and to induce excitable behavior in neural model systems. The amplitude death regime is found for single elements and nets of FHN and HH (full and reduced model) elements, respectively. Regarding nets, it is sufficient to control only a small quota of all elements to reach the amplitude death regime, if the controlled elements are nearly uncorrelated. If the distribution of the controlled elements is highly correlated, no amplitude death can be realized anymore.
Chapter 6

Delay-Sustained Pattern Formation in Subexcitable Media

A number of investigations focus on the dynamics of subexcitable and excitable media. Whereas in subexcitable media excitation waves die out, the typical feature of excitable media is that wave fronts can propagate through the whole system. This excitable behavior allows signal transmission through media, being crucial for the functionality of many physical, chemical, biological and physiological systems, e.g., the pulse propagation in neural tissues.

It is well known that noise can have a constructive influence on the dynamics of subexcitable systems [13]. The existence of noise sustained waves has been confirmed experimentally in slices of hippocampal astrocytes [73]. Further it was shown that noise favors the emergence of spiral waves in a subexcitable Belousov-Zhabotinsky reaction [74]. Another example is the phenomenon of spatiotemporal stochastic resonance (STSR), where the most coherent patterns are found for intermediate noise strengths [32, 33]. Similar to noise, variability can induce pattern formation in subexcitable media [17], where the patterns are most coherent for intermediate variability strengths (variability-induced STSR).

In recent years, besides the influence of stochastic forces on nonlinear media, the control of spatiotemporal dynamics has become a topic of great interest. Studying the occurrence of migraine, one has experienced that excitation waves, which spread over the cortex, spark off the attack of migraine [75, 76, 77]. Thus, it was supposed to use time-delayed feedback to suppress the propagation of the excitations in the cortex. Recently, the Pyragas control scheme has been used to suppress pulse propagation in a chain of excitable FHN elements [25]. In another investigation, a feedback control force is used to stabilize spiral wave dynamics [78]. For many applications, it is important to be able to control pattern forming processes and signal transmission in a desired manner.

In this chapter, the influence of time-delayed feedback on pattern formation in subexcitable media is studied. It is shown that time-delayed feedback can sustain pattern formation [79]. Besides the propagation of wave fronts induced by special initial conditions, noise- and variability-induced patterns under the influence of time-delayed feedback are investigated. Throughout this chapter, only diffusively coupled nets [Eq. (3.15)] with local feedback [Eq. (2.8)] are considered.
6.1 Subexcitable Net of FitzHugh-Nagumo Elements

Throughout this section, the influence of time-delayed feedback on pattern formation in subexcitable nets of FHN elements is investigated. The model equations, where only feedback in the variable $v(t)$ is studied, read

$$\begin{align*}
\frac{du_{ij}}{dt} &= \frac{1}{\epsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + D_u \nabla^2 u_{ij}, \\
\frac{dv_{ij}}{dt} &= u_{ij} - cv_{ij} + e_{ij} + \xi_{ij}(t) + F_{ij}(K, t, \tau).
\end{align*}$$

Applying feedback in the variable $u(t)$, one qualitatively yields the same results. The multiplicative stochastic terms are not considered throughout this section, whereas the additive stochastic terms are used to excite patterns. For all simulations throughout this section, parameter set 1 is used.

Studying first a net of FHN elements without noise, variability, and feedback, whose elements are in the regime $E1$, the net can show two different dynamical behaviors. A wave front induced by special initial conditions can grow and propagate through the whole net (excitable net) or it can shrink and die out (subexcitable net, cf. section 3.3). To gain a better understanding of excitable and subexcitable net dynamics, first an excitation spike of a single element is investigated for varying parameter values of $c$ and $e$. The duration of the whole spike is composed mainly of the duration of the excitation $B(c, e)$ and the duration of the refractory period $R(c, e)$ (Fig. 4.1). In Fig. 6.1, the normalized time span of an excitation $\Delta B$ [Eq. (4.19)] is plotted dependent on the parameters $c$ and $e$. $\Delta B$ increases with increasing values of $c$ and decreasing values of $e$, whereas the normalized duration of the refractory period $\Delta R$ [Eq. (4.20)] does not change significantly with the parameters $c$ and $e$. Regarding now the dynamics of a net, an excitation wave spreads out, if the elements at the edge of the wave front can excite their neighboring elements. To excite a neighboring element, the duration $B(c, e)$ of the excitation (Fig. 6.1)
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Figure 6.2: $\Delta W$ [Eq. (4.21)] for wave fronts induced by special initial conditions in a net of FHN elements [Eqs. 6.1] without feedback. (a) Dependent on $c$ and $e$ for $D_u = 50$. (b) Dependent on $c$ and $D_u$ for $e = 0.0$. (-- --) $\Delta W = 1.0$ marks the border between the subexcitable regime (white area) and the excitable regime (gray area). (---) mark the parameter values chosen for all further simulations. Further parameters: Parameter set 1, $N = 100$, $\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$ [79].

and the coupling strength between the elements play a crucial role. To discern whether the net shows excitable or subexcitable dynamics, the measure $\Delta W$ [Eq. (4.21)] is used. Therefore, the temporal evolution of a wave front induced by special initial conditions is studied. Simulations of the net are performed for different parameter values of $c$, $e$ and $D_u$. The results are plotted in Fig. 6.2. In both panels, the white dashed line ($\Delta W = 1.0$) marks the border between the subexcitable (white area) and the excitable regime (dark gray area). The dynamics of the net depends on the values of $c$ and $e$, and on the coupling strength. The dotted lines mark the parameter values chosen for all further simulations throughout this chapter ($c = 3.85$, $e = 0.0$, $D_u = 50$). For these values, the net is in the subexcitable regime.

6.1.1 Time-Delayed Feedback Control of Wave Fronts Induced by Special Initial Conditions

To understand the impact of time-delayed feedback on the propagation of wave fronts through a net of FHN elements, it is essential to study first the influence of time-delayed feedback on the excitation spike of a single element. Both the duration $B(K, \tau)$ of the excitation and the duration $R(K, \tau)$ of the refractory period are elongated due to the feedback (Fig. 6.3). In Fig. 6.4, the change of the excitation spike is quantified. Fig. 6.4 (a) shows the relative change of the duration of the excitation $\Delta B$ [Eq. (4.19)]. One discerns that $\Delta B$ increases with increasing parameter values of $K$ and $\tau$. When the element is driven from its fixed point beyond the excitation threshold, the delayed state $v(t - \tau)$ is still equal to $v_{st} = 0.052$, the $v$-coordinate of the fixed point. So at the beginning of the excitation spike, one can replace the feedback term $F_{ij}$ in the second differential equation of Eqs. (6.1) by introducing the effective parameters $c_{\text{eff}} = c + K$ and $v_{\text{eff}} = e + K v_{st}$ ($c = 3.85$, $e = 0.0$). With an increasing value of $K$, the parameters $c$ and $e$ are effectively
Figure 6.3: Time series of an excitation spike of a single uncoupled FHN element with feedback in $v(t)$ [Eqs. (6.1); cf. Fig. 4.1 (a)]. (—) Without feedback ($K = 0.0$). (− − −) With feedback ($K = 1.0$, $\tau = 0.3$ t.u.). Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $g_f = 1.0$, $N = 1$, $\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$.

Figure 6.4: (a) $\Delta B$ [Eq. (4.19)] and (b) $\Delta R$ [Eq. (4.20)] for a single uncoupled FHN element with feedback in $v(t)$ [Eqs. (6.1)] dependent on the feedback parameters $K$ and $\tau$. (a) (− − −) $\Delta B = 1.02$, (—) $\Delta B = 1.05$, (⋯) $\Delta B = 1.07$, (− − −) $\Delta B = 1.1$. (b) (− − −) $\Delta R = 1.1$, (—) $\Delta R = 1.2$, (− − −) $\Delta R = 1.4$. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $g_f = 1.0$, $N = 1$, $\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$ [79].
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![Figure 6.5: Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements [Eqs. (6.1)] for different consecutive times $t$. (a) Without feedback: Subexcitable behavior. (b) With local feedback in $v(t)$ ($K = 1.0$, $\tau = 0.3\text{t.u.}$, $g_f = 1.0$, $\lambda_{\mu} = 0.0$): Excitable behavior. Gray scales as in Fig. 3.9. Wave fronts induced by special initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 100$, $D_u = 50$, $\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$.](image)

Figure 6.5: Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements [Eqs. (6.1)] for different consecutive times $t$. (a) Without feedback: Subexcitable behavior. (b) With local feedback in $v(t)$ ($K = 1.0$, $\tau = 0.3\text{t.u.}$, $g_f = 1.0$, $\lambda_{\mu} = 0.0$): Excitable behavior. Gray scales as in Fig. 3.9. Wave fronts induced by special initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 100$, $D_u = 50$, $\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$.

shifted to larger values (white solid line in Fig. 6.1), leading to an increase of the duration of the excitation. Regarding the whole spike, the influence of the time-delayed feedback is more complex. Besides the duration of the excitation, the duration of the refractory period is strongly elongated due to the feedback [Fig. 6.4 (b)].

Regarding now a net, the propagation of a wave front induced by special initial conditions is studied under the influence of time-delayed feedback. Throughout this subsection, neither noise nor variability is applied ($\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$). Without feedback, the wave front dies out after a short propagation length [Fig. 6.5 (a)], because of the subexcitability of the net. Applying time-delayed feedback with appropriately chosen parameter values, the propagation of the wave front is sustained [Fig. 6.5 (b)]. Due to the feedback, which elongates the duration of the excitation, the excited elements are able to excite their neighboring elements and the wave front grows and propagates through the whole net, which is a signature of excitable behavior. Hence, due to the time-delayed feedback, signal transmission through the whole net is possible, which is an important feature of neuronal networks.

To analyse the impact of the feedback on the propagation of a wave front induced by special initial conditions in detail, the measure $\Delta W$ [Eq. (4.21)] is used. Fig. 6.6 (a) shows $\Delta W$ dependent on $K$ and $\tau$, when all elements get the feedback signal ($g_f = 1.0$, $\lambda_{\mu} = 0.0$). With increasing parameter values of $K$ and $\tau$, an increase of $\Delta W$ is observed. For large enough values for $K$ and $\tau$, the wave front starts to grow. The dashed line ($\Delta W = 1.0$) marks the border between the subexcitable (white region) and the excitable regime (dark gray region). As shown in Fig. 6.4 (a), the feedback signal elongates the duration of the excitation of each element. If the duration of the excitation is large enough, the elements at the edge of the wave front can excite there neighboring elements and the wave front grows and spreads out. In this way, the time-delayed feedback sustains the propagation of wave fronts in the subexcitable net. For large values of $\tau$ ($\tau > 0.3\text{t.u.}$), the transition to the excitabile net behavior takes place at $K = 0.35$ independent of $\tau$ [see Fig. 6.6 (a)]. This result is confirmed by further simulations up to $\tau = 1.5\text{t.u.}$.

In Fig. 6.6 (b), $\Delta W$ is shown dependent on $K$ and $g_f$ for $\tau = 0.3\text{t.u.}$ The elements
Figure 6.6: $\Delta W$ [Eq. (4.21)] for wave fronts in a net of FHN elements with feedback in $v(t)$ [Eqs. 6.1]. (a) Dependent on $K$ and $\tau$ for $g_f = 1.0$. (b) Dependent on $K$ and $g_f$ for $\tau = 0.3$ t.u. $\quad (---) \, \Delta W = 1.0$ marks the border between the subexcitable regime (white region) and the excitable regime (dark gray region). Initial conditions as in Fig. 6.5. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 100$, $D_u = 50$, $\lambda_\mu = 0.0$, $\sigma_{n,e} = 0.0$, $\sigma_{v,e} = 0.0$ [79].

that get the feedback signal are spatially uncorrelated ($\lambda_\mu = 0.0$). Again the dashed line ($\Delta W = 1.0$) marks the border between the subexcitable and the excitable regime. For $K \approx 0.4$, the net shows excitable behavior, if almost all elements get the feedback signal. For larger values of $K$, it is sufficient to control a smaller quota $g_f$ of all elements to reach the excitable regime. If $K$ is equal to 1, only 40% of all elements have to be controlled to sustain the propagation of a wave front induced by special initial conditions. For $g_f < 1.0$, the net contains two different kinds of elements, elements that do not sustain the propagation of a wave front ($g_{ij} = 0.0$) and elements, whose duration of the excitation is elongated due to the feedback ($g_{ij} = 1.0$). Whether the propagation of a wave front is sustained, depends on the number of elements that get the feedback signal and on the duration of the excitation of these elements. An increase of the feedback strength $K$ results in an increase of $\Delta B$ [Fig. 6.4 (a)]. Thus, the duration of the excitation of the elements that get the feedback signal is enlarged. As larger the duration of the excitation of some elements at the edge of a wave front, as less elements have to be controlled via the feedback signal to ensure the excitation of the neighboring elements. Consequently, for larger values of $K$, it is sufficient to control a smaller quota $g_f$ of all elements to sustain the propagation of an excitation wave.

Now, the influence of clustered control, where half of the elements get the feedback signal ($g_f = 0.5$), is studied. The feedback strength $K$ and the delay time $\tau$ are chosen to be $K = 0.6$ and $\tau = 0.3$ t.u., respectively. For this set of feedback parameters, the net still shows subexcitable behavior [see Fig. 6.6 (b)]. A practical measure for the excitability of a net is the life time of a front. For a net of FHN elements, the life time $T_L$ of a wave front induced by special initial conditions is defined as the largest time, for which $u_{ij}(t) > 0.4$ is found at least for one of the $N \times N$ elements. In Fig. 6.7, $T_L$ is plotted dependent on the correlation length $\lambda_\mu$ of the controlled elements (see section 2.2). The displayed result is
the average over 100 realizations. The results of the single simulations vary quite strongly, because the life time of a wave front crucially depends on the location and distribution of the randomly created clusters, which are controlled via the feedback. But nevertheless, the probability that a wave front survives the time $T_L$ is strongly influenced by the value of $\lambda_{\mu}$. At small values of $\lambda_{\mu}$, the averaged life time of the wave front takes its minimum value of $T_L \approx 4.5$ t.u. For $\lambda_{\mu} < 2.0$, the averaged cluster size is small compared to the extension of the excitation wave. So no influence of the correlation length on the life time of the wave front is visible. For larger values of $\lambda_{\mu}$, the probability that a wave front survives a longer time increases considerably. A larger value of $\lambda_{\mu}$ denotes larger clusters of elements that get the feedback signal (Fig. 2.2). Within the controlled clusters, the wave front grows and spreads out, whereas outside of these clusters the wave front shrinks. If the cluster size exceeds the extension of the excitation wave ($\lambda_{\mu} \gtrsim 2$), the wave front can grow within the controlled clusters, and in average the life time of the excitation wave is increased.

### 6.1.2 Time-Delayed Feedback Control of Noise-Induced Pattern Formation

Now the influence of the feedback signal on noise-induced pattern formation in the subexcitable net is studied. All simulations are started with random initial conditions, the additive noise strength is fixed at $\sigma_{n,e} = 0.1$, and no variability is considered ($\sigma_{v,e} = 0.0$). Additive noise may excite the elements and can induce wave fronts [17]. Because of the subexcitability of the net, the noise-induced waves die out after a short propagation length [Fig. 6.8 (a)]. Applying time-delayed feedback with appropriately chosen parameter values (e.g. $K = 1.0$, $\tau = 0.3$ t.u., $g_f = 1.0$, $\lambda_{\mu} = 0.0$) the propagation of noise-induced waves is sustained [Fig. 6.8 (b)]. The explanation is the same as for the delay-sustained wave fronts, which are induced by special initial conditions [cf. subsection 6.1.1]. Due to the feedback, which elongates the duration of the excitation, the excited elements are able to excite their
neighboring elements and the noise-induced waves grow and spread out through the whole net. The net shows excitable behavior.

To quantify the influence of the time-delayed feedback on the noise-induced patterns, the spatial cross correlation $S$ [Eq. (4.15)] and the mutual information $I$ [Eq. (4.16)] are used. In Fig. 6.9 (a), the spatial cross correlation $S$ of the noise-induced patterns is plotted dependent on the feedback parameters $K$ and $\tau$ for $g_f = 1.0$. For small values of $K$ ($K < 0.3$), the noise-induced wave fronts die out very quickly, and thus the spatial cross correlation $S$ is close to zero. The same is valid for small values of $\tau$. For $\tau \geq 0.1$ t.u., the coherence of the patterns increases with increasing values of $K$. Because of the elongated duration of the excitation, the probability that noise-induced wave fronts can spread out through the whole net is increased. If $K \geq 0.6$, coherent pattern formation is sustained for a large range of $\tau$-values, resulting in a large value of $S$. The dependency of $S$ on the delay time $\tau$ is more complex and thus explicitly discussed for the case $K = 1.0$ [Fig. 6.9 (b)].

Increasing the value of $\tau$ leads to an elongation of the duration $B(K, \tau)$ of the excitation, thus the wave fronts grow and pattern formation in the net is sustained, resulting in an increase of $S$. For values of $\tau > 0.25$, the coherence of the patterns slowly decreases. Besides an increase of $\Delta B$ [Fig. 6.4 (a)], the feedback leads to an elongation of the refractory period $R(K, \tau)$ [$\Delta R > 1$, Fig. 6.4 (b)]. So for large values of $\tau$, the propagation of waves is still sustained, but the elements remain longer in the refractory period after an excitation wave has passed. The elongation of the refractory period causes that less wave fronts can propagate through the net in a certain time interval. Consequently, the number of excitation waves is reduced, leading to the decrease of $S$. In Fig. 6.9 (b), also the mutual information $I$ dependent on $\tau$ ($K = 1.0$) is plotted. Increasing the value of $\tau$ starting at $\tau = 0.0$, the time-delayed feedback control allows for pattern formation and thus for signal transmission through the net. This leads to an increase of the value of $I$. For values of $\tau > 0.25$, the refractory period is strongly elongated. So less wave fronts (information) can propagate through the net within a certain time and the value of $I$ decreases. With respect to the delay time $\tau$, the spatial cross correlation and the mutual information show a resonance-like behavior. For an intermediate value of $\tau$, a maximal amount of information

---

![Figure 6.8: Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements [Eqs. (6.1)] for different consecutive times $t$. (a) Without feedback. (b) With feedback ($K = 1.0$, $\tau = 0.3$ t.u., $g_f = 1.0$, $\lambda_\mu = 0.0$). Gray scales as in Fig. 3.9. Random initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 256$, $D_u = 50$, $\sigma_{n,e} = 0.1$, $\sigma_{v,e} = 0.0$ [79].](image)
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Figure 6.9: The spatial cross correlation $S$ [Eq. (4.15)] and the mutual information $I$ [Eq. (4.16)] for a net of FHN elements with feedback in $v(t)$ [Eqs. (6.1)] averaged over ten realizations. (a) $S$ dependent on $K$ and $\tau$. (b) ($\cdots$) $S$ and ($-$) $I$ dependent on $\tau$ for $K = 1$ [79]. Random initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 256$, $D_u = 50$, $g_f = 1.0$, $\lambda_\mu = 0.0$, $\sigma_{n,e} = 0.1$, $\sigma_{v,e} = 0.0$.

(highest number of wave fronts) can be transmitted through the net. For larger values of $\tau$ ($0.5 \text{ t.u.} < \tau \leq 1.5 \text{ t.u.}$), pattern formation is still sustained. The refractory period of the elements slowly increases further, and so the measures $S$ and $I$ slowly decrease, but no qualitatively new effects occur. In contrast to oscillatory nets of FHN elements, where the oscillation period ($T \approx 1.0 \text{ t.u.}$) determines an intrinsic time scale, in the homogeneous subexcitable net such a specific time scale does not exist. Hence, no special effect (e.g. resonance) for $\tau \approx 1.0 \text{ t.u.}$ is found. Generally, one can state that in subexcitable nets noise-induced patterns are sustained by time-delayed feedback for a large range of $\tau$-values and a sufficiently large feedback strength.

In a next step, the quota $g_f$ of the elements that get the feedback signal is varied, while the delay time is fixed at $\tau = 0.3 \text{ t.u.}$, a value, for which pattern formation is sustained for $K \gtrsim 0.4$. First the selection of the elements that get the feedback signal is done spatially uncorrelated ($\lambda_\mu = 0.0$). In Fig. 6.10, the spatial cross correlation $S$ of the noise-induced patterns is plotted dependent on $K$ and $g_f$. The coherence of the patterns increases with increasing values of $K$ and $g_f$. Again one discerns the symmetric structure regarding the influence of these two feedback parameters on the pattern formation. For larger values of $K$, it is sufficient to control less elements via the feedback signal to sustain pattern formation and vice versa [cf. Fig. 6.6 (b)]. Again, increasing $K$ leads to an increase of $\Delta B$ and thus less elements have to get the feedback signal to ensure that the excitations spread out (cf. subsection 6.1.1). Nevertheless, the most coherent patterns are found if all elements get the feedback signal. To manifest this result, snapshots of the variable $u_{ij}(t)$ of the net after $t = 12 \text{ t.u.}$ are composed in Fig. 6.11 dependent on $K$ and $g_f$. For small values of $K$ or $g_f$, the noise-induced waves die out very quickly. No waves or only very small wave fronts are visible in the snapshots of the net. If $K \gtrsim 0.4$ and $g_f \gtrsim 0.4$, pattern formation is sustained and the wave fronts can propagate through the whole net.

Next the influence of clustered control on noise-induced pattern formation is studied.
Figure 6.10: The spatial cross correlation $S$ [Eq. (4.15)] for a net of FHN elements with feedback in $v(t)$ [Eqs. (6.1)] dependent on $K$ and $g_f$ averaged over ten realizations. Random initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 256$, $D_u = 50$, $\tau = 0.3\,t.u.$, $\lambda_\mu = 0.0$, $\sigma_{n,e} = 0.1$, $\sigma_{v,e} = 0.0$ [79].

Figure 6.11: Snapshots of the variable $u_{ij}(t)$ of a net of FHN elements with feedback in $v(t)$ [Eqs. (6.1)] after $t = 12\,t.u.$ dependent on $K$ and $g_f$. Gray scales as in Fig. 3.9. Random initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $e = 0.0$, $N = 256$, $D_u = 50$, $\tau = 0.3\,t.u.$, $\lambda_\mu = 0.0$, $\sigma_{n,e} = 0.1$, $\sigma_{v,e} = 0.0$ [79].
Therefore, the feedback parameters are fixed at \( K = 1.0, \, \tau = 0.3 \, t.u. \), and \( g_f = 0.5 \). For this set of feedback parameters, pattern formation is sustained in the case of spatially uncorrelated feedback control. In Fig. 6.12, the spatial cross correlation \( S \) averaged over one hundred realizations is plotted for a varying correlation length \( \lambda_\mu \). For small values of the correlation length (\( \lambda_\mu < 2.0 \)), the coherence of the noise-induced patterns is independent of \( \lambda_\mu \), whereas for \( \lambda_\mu \gtrsim 2.0 \) the measure \( S \) increases with increasing values of the correlation length. If the controlled clusters are of the size of the extension of the excitation waves, the larger clusters, which sustain pattern formation, lead to more coherent patterns in the whole net (cf. Fig. 6.7). In Fig. 6.12, also the mutual information \( I \) is plotted in dependency on \( \lambda_\mu \). \( I \), a measure for the transmitted information, increases with increasing values of \( \lambda_\mu \) similar to \( S \). The presented results (Fig. 6.12) are the average over one hundred realizations. The results of the single simulations vary quite strongly, because the coherence of the noise-induced patterns depends on the realizations of the spatiotemporal noise and of the randomly created clusters, which are controlled via the feedback. Nevertheless, the probability that noise-induced coherent patterns emerge and that wave fronts may propagate through the whole net increases with increasing values of \( \lambda_\mu \) for \( \lambda_\mu \gtrsim 2.0 \). So one can conclude that the clustered feedback control is more efficient than the spatially uncorrelated feedback control regarding the enhancement of information transmission through the net.
6.1.3 Time-Delayed Feedback Control of Variability-Induced Pattern Formation

In this subsection, the influence of time-delayed feedback on variability-induced pattern formation is studied. Variability denotes time-independent stochastic differences between the otherwise equal elements of a net. Since no noise is applied ($\sigma_{n,e} = 0.0$), the net dynamics is completely deterministic. Here only additive variability in parameter $e$, which is white in space [Eq. (3.19)], is considered. Whereas all other parameters have the same value as in the previous subsections, the value of parameter $e$ now varies from element to element. The mean value of $e_{ij}$ is $E = 0.0$. Throughout this subsection, the variability strength is fixed at $\sigma_{v,e} = 0.15$. Changing parameter $e$ denotes a shift of the linear nullcline [see Fig. 3.2 (a)] and has thus a crucial influence on the dynamics of the single elements. In Fig. 6.13 (a), the probability distribution of the parameter $e$ is displayed.

Figure 6.13: (a) (—) The Gaussian probability distribution of parameter $e$ for $\sigma_{v,e} = 0.15$. The colored areas encode the different dynamical regimes of the single uncoupled element based on the linear stability analysis [cf. Fig 3.1 (a)]. (b) The time-average $M$ of $u(t)$ for a single uncoupled FHN element with feedback in $v(t)$ [Eqs. (6.1)] dependent on the feedback parameters $K$ and $\tau$ for $e_{ij} = -0.05$. The white region marks the amplitude death regime. Further parameters: Parameter set 1, $c = 3.85$, $N = 1$, $\sigma_{n,e} = 0.0$. (cf. section 3.4). Based on the result of the linear stability analysis for parameter set 1 and $c = 3.85$ [cf. Fig 3.1 (a)], the colored areas of Fig. 6.13 (a) encode the different dynamical regimes of the single uncoupled elements. Thus for the given variability strength, the heterogeneous net is composed of elements in the regime $E1$ (roughly 58% of all elements), of elements in the regime $O1$ (roughly 34% of all elements), and of elements in the regime $\tilde{E}1$ (roughly 8% of all elements). Because of the large net size ($N = 256$), the quota of elements in this three different dynamical regimes is representative. The few elements in the narrow parameter regions of the regimes $O3$ and $\tilde{O}3$ do not have a crucial influence on the net dynamics and can be neglected throughout the following discussion. Without perturbations, the majority of the elements, which are in the regime $E1$, rest in their stable fixed point (lower stable fixed point). Due to the strong coupling ($D_u = 50$), also most of the elements in the regimes $O1$ and $\tilde{E}1$ are forced to remain in the lower stable fixed point. Nevertheless, with a high probability, a few small clusters of elements exist, which
oscillate. These oscillating clusters serve as excitation centers, from which excitation waves can spread out through the net. In this manner, variability can induce pattern formation [17, 19]. Because of the deterministic model equations, the patterns are periodic in time.

To understand the impact of the feedback signal on variability-induced patterns, it is essential to study first the influence of the feedback on single elements of the three different dynamical regimes. As discussed in subsection 6.1.1, for elements in the regime $E1$, the feedback causes an elongation of the duration $B(K, \tau)$ of the excitation spike, and thereby the propagation of excitation waves is improved. The impact of the feedback on elements in the regime $\tilde{E}1$ is qualitatively the same, but an excitation spike starts in the upper stable fixed point. The feedback does not change the general excitable behavior of the single elements. This is different for the oscillatory elements. As shown in the subsection 5.1.1, the feedback can stabilize the unstable focus and can cause the amplitude death of the oscillation. In Fig. 6.13 (b), the time-average $M$ of $u(t)$ is plotted for a single oscillatory element with $e_{ij} = -0.05$ dependent on the feedback parameters $K$ and $\tau$. In the black region of Fig. 6.13 (b) ($M \approx 0.42$), the element performs autonomous limit cycle oscillations. The amplitude death regime [white region in Fig. 6.13 (b)] is found for $K > 0.2$ and $0.22 \text{t/u} < \tau < 0.63 \text{t/u}$ [cf. Fig. 5.2 (a)]. Here the element remains in the stabilized fixed point, which is placed close to the left stable branch of the cubic nullcline for $e_{ij} = -0.05$ [cf. Fig. 3.2 (a)]. The gray area ($0.63 \text{t/u} < \tau < 1.0 \text{t/u}$) marks a regime, where the dynamics has very long transients or shows complex oscillations with varying amplitudes.

Also within the regime $O1$, the impact of the feedback on the dynamics of the single elements depends on the value of $e_{ij}$. For oscillatory elements with $e_{ij} > -0.075$, the amplitude death regime is found as displayed in Fig. 6.13 (b). For $-0.075 > e_{ij} > -0.17$, the single uncoupled elements remain oscillating regardless of the feedback signal. No amplitude death regime is found. And for oscillatory elements with $e_{ij} < -0.17$, the amplitude death regime is found, but consistently, the stabilized fixed point is placed close to the right stable branch of the cubic nullcline. Thus, the feedback effectively changes the composition of the heterogeneous net.

In a next step, the influence of time-delayed feedback on the net dynamics is studied in detail. All simulations are started with random initial conditions. First, all elements get the feedback signal ($g_f = 1.0, \lambda = 0.0$). In Fig. 6.14, snapshots of $u_{ij}(t)$ for different consecutive times $t$ and four different delay times $\tau$ are displayed. The feedback strength is fixed at $K = 1.0$. For all four time series, the random initial conditions and the distribution of parameter $e$ are the same to be able to compare the development of the spatial structures. In the first row [Fig. 6.14 (a)], no feedback is present (the feedback signal vanishes for $\tau = 0.1 \text{t/u}$). Due to the variability in parameter $e$, a few small clusters of oscillating elements exist. But because of the subexcitable feature of the net, the excitations die out quickly and no waves spread out through the net. In the second row [Fig. 6.14 (b)], for $\tau = 0.16 \text{t/u}$ coherent patterns emerge. The small clusters of oscillating elements act as excitation centers. Due to the feedback, which elongates the duration $B(K, \tau)$ of the excitation of the elements of the regime $E1$, the excited elements can now excite their neighboring elements and the wave fronts propagate through the whole net. The fully evolved patterns [Fig. 6.14 (b) for $t = 12 \text{t/u}$] are periodic in time. For larger values of $\tau$, no patterns emerge [$\tau = 0.32 \text{t/u}$, Fig. 6.14 (c)] and even the small oscillating clusters
Figure 6.14: Snapshots of the variable \( u_{ij}(t) \) of a net of FHN elements with feedback in \( v(t) \) [Eqs. (6.1)] for different consecutive times \( t \). (a) \( \tau = 0.0 \) (without feedback). (b) \( \tau = 0.16 \) t.u. (c) \( \tau = 0.32 \) t.u. (d) \( \tau = 1.1 \) t.u. Gray scales as in Fig. 3.9. The random initial conditions and the distribution of parameter \( e \) are identical for (a)-(d). Further parameters: Parameter set 1, \( e = 3.85 \), \( E = 0.0 \), \( N = 256 \), \( D_u = 50 \), \( K = 1.0 \), \( g_f = 1.0 \), \( \lambda_\mu = 0.0 \), \( \sigma_{n,e} = 0.0 \), \( \sigma_{v,e} = 0.15 \).

have vanished. This is due to the fact that a part of the oscillatory elements is in the amplitude death regime [Fig. 6.13 (b)]. And the remaining oscillatory elements are not able to constitute oscillating clusters. For larger values of \( \tau \), again pattern formation is sustained by the feedback [\( \tau = 1.1 \) t.u., Fig. 6.14 (d)]. The oscillatory elements are not affected by the feedback signal, since \( \tau \) is close to the oscillation period. Thus small oscillating clusters exist, which serve as excitation centers of the wave fronts. The duration \( B(K, \tau) \) of the excitation of the elements of the regime \( E1 \) is still prolonged so that the propagation of the wave fronts is sustained.

To measure the influence of the feedback signal on variability-induced pattern formation in the subexcitable net, the spatial cross correlation \( S \) [Eq. (4.15)] is used. In Fig. 6.15 (a), \( S \) is plotted dependent on the feedback parameters \( K \) and \( \tau \) for \( g_f = 1.0 \) averaged over ten realizations. For small values of \( \tau \) (\( \tau \leq 0.05 \) t.u.), the variability-induced wave fronts die out very quickly [cf. Fig. 6.14 (a)], and thus the value of \( S \) is close to zero. In the range of \( 0.05 \) t.u. < \( \tau \leq 0.25 \) t.u., pattern formation is sustained for large enough values of \( K \) [cf. Fig. 6.14 (b)]. The coherence of the patterns increases with increasing values of \( K \) and \( \tau \). In this range of \( \tau \)-values, the dynamical behavior is quite similar to the case of noise-induced patterns (see subsection 6.1.2). In difference to the noise-induced patterns, where wave fronts can be excited anywhere in the net, the variability-induced patterns have steady excitation centers. Nevertheless, the effect that the feedback signal sustains the propagation of the wave fronts is the same for both cases. For larger values of \( \tau \) (\( 0.25 \) t.u. < \( \tau \leq 0.9 \) t.u.), a great difference between noise- and variability-induced patterns arises. Whereas for noise-induced patterns, coherent structures are found for \( K > 0.4 \) [cf. Fig. 6.9 (a)], in the case of variability, the probability that patterns emerge is
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In this section, the influence of time-delayed feedback on the propagation of wave fronts for nets of HH elements is investigated. Similar to a net of FHN elements, a net of excitable HH elements (regime E1) can show subexcitable or excitable behavior. For the HH models only the propagation of wave fronts induced by special initial conditions is studied. The net size is $N = 200$. To discern subexcitable and excitable net dynamics, throughout this section the life time $T_L$ of a wave front serves as order parameter. The life time $T_L$ of a

Figure 6.15: The spatial cross correlation $S$ [Eq. (4.15)] for a net of FHN elements with feedback in $v(t)$ [Eqs. (6.1)] averaged over ten realizations. (a) Dependent on $K$ and $\tau$ for $g_f = 1.0$. (b) Dependent on $K$ and $g_f$ for $\tau = 0.16 \, \text{t.u.}$ Random initial conditions. Further parameters: Parameter set 1, $c = 3.85$, $E = 0.0$, $N = 256$, $D_u = 50$, $\lambda_\mu = 0.0$, $\sigma_{n,e} = 0.0$, $\sigma_v,e = 0.15$.

almost zero. Thus $S$ is close to zero as visible in Fig. 6.15 (a). In this range of $\tau$-values, a reasonable number of oscillatory elements are in the amplitude death regime. Thus, the probability that large enough oscillating clusters exist to act as excitation center, is vanishing. For intermediate values of $\tau$, it is crucial whether the excitation waves are induced by noise or by variability. For large values of $\tau$ ($\tau \gtrsim 0.9 \, \text{t.u.}$) and $K \gtrsim 0.3$, again patterns emerge, yielding larger values of $S$. The explanation is the same as given above for Fig. 6.14 (d).

Next the quota $g_f$ of the elements that get the feedback signal is varied. Therefore, the delay time is fixed at $\tau = 0.16 \, \text{t.u.}$, a value, for which pattern formation is sustained for $K \gtrsim 0.4$. The selection of the elements that get the feedback signal is done spatially uncorrelated ($\lambda_\mu = 0.0$). In Fig. 6.15 (b), the spatial cross correlation $S$ of the variability-induced patterns is plotted dependent on $K$ and $g_f$. The coherence of the patterns increases with increasing values of $K$ and $g_f$. For larger values of $K$, it is sufficient to control less elements via the feedback signal to sustain pattern formation and vice versa. Nevertheless, the most coherent patterns are found if all elements get the feedback signal. Since the oscillatory elements are not disturbed by the feedback signal for the given value of $\tau$, the result is pretty similar to the case of noise-induced patterns [cf. Fig. 6.10]. The explanation is given there.

6.2 Subexcitable Net of Hodgkin-Huxley Elements

In this section, the influence of time-delayed feedback on the propagation of wave fronts for nets of HH elements is investigated. Similar to a net of FHN elements, a net of excitable HH elements (regime E1) can show subexcitable or excitable behavior. For the HH models only the propagation of wave fronts induced by special initial conditions is studied. The net size is $N = 200$. To discern subexcitable and excitable net dynamics, throughout this section the life time $T_L$ of a wave front serves as order parameter. The life time $T_L$ of a
The life time $T_L$ of a wave front induced by special initial conditions for a net of HH elements without feedback dependent on $I$ and $D_V$. (a) For the reduced HH model [Eqs. (3.13)], $(---) D_V = 0.08$, $(\cdots) I = 4.5 \mu A/cm^2$. (b) For the full HH model [Eqs. (3.12)], $(---) D_V = 0.1$, $(\cdots) I = 4.5 \mu A/cm^2$. The black colored area ($T_L \geq 50 ms$) marks the excitable regime, else ($T_L < 50 ms$) the subexcitable regime. Further parameters: Parameters given by Eq. (3.7), $N = 200$, $K = 0.0$.

wave front induced by special initial conditions is defined as the largest time, for which $V_{ij}(t) > -30 mV$ is found at least for one of the $N \times N$ elements.

First, the net dynamics is studied without feedback. Whether a wave front spreads out or shrinks, depends on the bifurcation parameter $I$ and on the coupling strength $D_V$. In Fig. 6.16 (a), the life time $T_L$ is plotted dependent on $I$ and $D_V$ for the reduced HH model [Eqs. (3.13)]. The total integration time is $T = 50 ms$. If the life time achieves $T_L = 50 ms$ [black area in Fig. 6.16 (a)], the wave front propagates through the whole net (excitable behavior). If the wave front dies out ($T_L < 50 ms$), the net is subexcitable. In the subexcitable regime, for almost all parameter values the wave fronts die out very quickly ($T_L < 10 ms$). Since the transition from $T_L < 10 ms$ to $T_L \geq 50 ms$ is quite sharp, the life time is an appropriate order parameter to qualify the net dynamics and a total integration time of $T = 50 ms$ is sufficient. The subexcitable regime is only found for very small coupling strengths compared to the phenomenon of amplitude death (cf. subsection 5.2.2).

For a net of HH elements obeying the full model equations [Eqs. (3.12)], the border between the subexcitable and the excitable regime is slightly shifted to larger values of $D_V$ [Fig. 6.16 (b)]. In both panels, the parameter values of $I$ and $D_V$, which are used for all following simulations, are marked by the dashed-dotted and the dashed line, respectively. For the reduced model, the parameters are $I = 4.5 \mu A/cm^2$ and $D_V = 0.08$. All further simulations of the full model equations are done for $I = 4.5 \mu A/cm^2$ and $D_V = 0.1$.

Now feedback is considered. Throughout this section, only local feedback applied to the gating variable $n(t)$ is investigated. Feedback in the potential variable $V(t)$ reveals no qualitatively new results. First, the impact of the feedback signal on a single uncoupled element is studied. In Figs. 6.17 (a) and 6.17 (b), the measure $\Delta B$ [Eq. (4.19)] is plotted in dependency on the feedback parameters $K$ and $\tau$ for the reduced and the full HH model, respectively. For both models, the duration $B(K, \tau)$ of the excitation increases with increasing values of $K$ and $\tau$. This is similar to the behavior found for the FHN
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Figure 6.17: $\Delta B$ [Eq. (4.19)] for a single uncoupled HH element with feedback in the gating variable $n(t)$ dependent on $K$ and $\tau$. (a) For the reduced HH model [Eqs. (3.13)], $(-\cdot-)$ $\Delta B = 1.3$, $(-)$ $\Delta B = 2.0$, $(-\cdot-)$ $\Delta B = 3.0$. (b) For the full HH model [Eqs. (3.12)], $(-\cdot-)$ $\Delta B = 1.1$, $(-)$ $\Delta B = 1.3$, $(-\cdot-)$ $\Delta B = 1.5$. Further parameters: Parameters given by Eq. (3.7), $I = 4.5 \, \mu A/cm^2$, $N = 1$, $g_f = 1.0$.

Figure 6.18: The life time $T_L$ of a wave front induced by special initial conditions for a net of HH elements with feedback in the gating variable $n(t)$ dependent on $K$ and $\tau$. (a) For the reduced model [Eqs. (3.13)], $D_V = 0.08$. (b) For the full model [Eqs. (3.12)], $D_V = 0.1$. The black area ($T_L \geq 50 \, ms$) marks the excitable regime, else ($T_L < 50 \, ms$) the subexcitable regime. Further parameters: Parameters given by Eq. (3.7), $I = 4.5 \, \mu A/cm^2$, $N = 200$, $g_f = 1.0$, $\lambda_\mu = 0.0$.

model [cf. Fig. 6.4 (a)].

Regarding the net dynamics, the elongation of the duration of the excitation may have a crucial influence. The life time $T_L$ of a wave front induced by special initial conditions is plotted dependent on $K$ and $\tau$ in Fig. 6.18. Again one gets similar results for both, the reduced [Fig. 6.18 (a)] and the full HH model [Fig. 6.18 (b)]. For small values of $K$ and $\tau$, the wave front dies out. The net is subexcitable. If the values of $K$ and $\tau$ are large enough so that the duration $B(K, \tau)$ of the excitation exceeds a certain value, the wave front propagates through the whole net ($T_L \geq 50 \, ms$). The feedback sustains the propagation of wave fronts and thus allows for signal transmission through subexcitable nets of HH elements. The explanation is the same as discussed above for the FHN model.
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Figure 6.19: The life time $T_L$ of a wave front induced by special initial conditions for a net of reduced HH elements with feedback in the gating variable $n(t)$ [Eqs. (3.13)]. (a) Dependent on $K$ for $\tau = 2.0 \text{ ms}$. (b) Dependent on $\tau$ for $K = 0.5$. $T_L \geq 50 \text{ ms}$ denotes excitable behavior, else ($T_L < 50 \text{ ms}$) subexcitable behavior. Further parameters: Parameters given by Eq. (3.7), $I = 4.5 \mu \text{A/cm}^2$, $N = 200$, $D_V = 0.08$, $g_f = 1.0$, $\lambda_\mu = 0.0$.

Figure 6.20: The life time $T_L$ of a wave front induced by special initial conditions for a net of HH elements with feedback in the gating variable $n(t)$ dependent on $K$ and $g_f$. (a) For the reduced model [Eqs. (3.13)], $D_V = 0.08$. (b) For the full model [Eqs. (3.12)], $D_V = 0.1$. The black area ($T_L \geq 50 \text{ ms}$) marks the excitable regime, else ($T_L < 50 \text{ ms}$) the subexcitable regime. Further parameters: Parameters given by Eq. (3.7), $I = 4.5 \mu \text{A/cm}^2$, $N = 200$, $\tau = 2.0 \text{ ms}$, $\lambda_\mu = 0.0$.

[cf. subsection 6.1.1]. The duration of the excitation of the excited elements at the edge of the wave front determines whether they can excite their neighboring elements. If the duration of the excitation is large enough, the wave front grows and spreads out. Thus even for the quite complex HH models, time-delayed feedback can cause a transition from subexcitable to excitable net dynamics, which is quite sharp similar to the transition for varying $I$ and $D_V$ (cf. Fig. 6.16). In Fig. 6.19, sections of the Fig. 6.18 (a) (reduced HH model) are shown. The panels (a) and (b) of Fig. 6.19 demonstrate that the transition from subexcitable to excitable net dynamics is quite sharp regarding an increase of both, the feedback strength $K$ and the delay time $\tau$. 
Finally, the influence of the quota $g_f$ of elements that get the feedback signal on the propagation of a wave front is investigated. The elements that get the feedback signal are spatially uncorrelated ($\lambda_\mu = 0.0$). For both models, the delay time $\tau$ is fixed at $\tau = 2.0 \text{ ms}$. The impact of the feedback parameters $K$ and $g_f$ on the propagation of wave fronts is qualitatively the same for the reduced [Fig. 6.20 (a)] and the full HH model [Fig. 6.20 (b)]. For larger values of $K$, it is sufficient to control a smaller quota $g_f$ of all elements to reach the excitable regime. An increasing $K$ results in an increasing $\Delta B$ [Figs. 6.17 (a) and 6.17 (b), respectively]. Consequently, for larger values of $K$ less elements at the edge of a wave front have to be controlled via the feedback signal to ensure the excitation of their neighboring elements and the propagation of an excitation wave (cf. subsection 6.1.1).

Summarizing, in this chapter it is shown that time-delayed feedback sustains pattern formation in subexcitable nets of FHN and HH elements. Regarding wave fronts induced by special initial conditions or noise-induced wave fronts, excitability is induced for a large range of feedback parameters. For variability-induced wave fronts however additionally regions of the delay time $\tau$ exist, where any excitations are suppressed.
Chapter 7

Influence of Variability and Noise on the Net Dynamics of Bistable FitzHugh-Nagumo Elements

It is well-known that both, noise and variability, can play a constructive role in nonlinear systems. Examples are: Noise- and variability-induced phase transitions [9, 10, 38, 70]; stochastic resonance [14]; coherence resonance [31]; spatiotemporal stochastic resonance [32, 33]; array-enhanced coherence resonance [80]. Stochastic resonance was found in many different physical, chemical and biological systems [7, 8, 14, 81]. For instance, the balance control of humans is enhanced using the stochastic resonance effect [8]. The constructive role of noise is up to now a topic of great interest. Doubly stochastic effects are investigated [82, 83]. It is shown that the output signal of a bistable neural element is most coherent at an intermediate strength of additive and multiplicative noise [83]. In spatially extended systems, often noise can be replaced by variability yielding the same effects on the dynamical behavior [17, 23, 38]. Recently, it was shown that variability can induce a resonant collective behavior in a chain of coupled bistable or excitable elements, which are driven by an external signal (diversity-induced resonance, the counterpart of stochastic resonance) [21, 22, 23].

Many physical, chemical or biological systems show bistable behavior. Bistable systems play, for example, an important role for memory devices. Other examples are so called flip-flop circuits (Eccles-Jordan trigger circuit [84]) in the field of electrical engineering or the Schlögl reaction [85], a bistable chemical reaction. In this chapter, the dynamics of bistable FHN elements is studied. For all simulations the parameter set 2 [Eq. (3.4)] is used. First the influence of noise and variability is investigated. Then the response of a net of FHN elements to a weak periodic signal is studied. It is shown that the response of the net at the external driving frequency reveals a resonance-like dependency on the noise and variability strengths (stochastic and variability-induced resonance). In the last section, an outlook is given where the influence of time-delayed feedback on the stochastic resonance effect is discussed.
7.1 Dynamics of a Single Element

Throughout this chapter, a net of FHN elements with variability and noise in the parameters $c$ and $e$ [Eqs. (3.16)] is considered. Due to the variability, the parameter values of $c$ and $e$ differ from element to element. To understand the net dynamics, first the dynamics of a single uncoupled element ($ij$-element) is investigated dependent on its parameter values of $c_{ij}$ and $e_{ij}$. First the influence of the parameter value $c_{ij}$ is discussed, where $e_{ij}$ is fixed at $e_{ij} = -0.2$. For the parameter value $c_{ij} = 7.3$, the stability analyses shows that a single uncoupled element is in the bistable regime [Fig. 3.1 (b), regime B]. The parameter $c_{ij}$ determines the slope of the linear nullcline and thereby the thresholds for a transition between the two stable fixed points, which has a crucial influence on the dynamics of the single element. In Fig. 7.1 (a), the nullclines are plotted for different values of parameter $c_{ij}$. Decreasing the parameter $c_{ij}$ from 7.3 to 6.2 the single element remains in the bistable regime [Fig. 3.1 (b)]. But the threshold for a transition from the upper to the lower stable fixed point becomes smaller, while the threshold for the inverse transition persists unchanged.

![nullclines](image1.png)

Figure 7.1: Phase space plot with nullclines of a single uncoupled FHN element [Eqs. (3.11)]. (---) cubic nullcline. (a) Linear nullclines for $e_{ij} = -0.2$ and three different values of $c_{ij}$. (---) $c_{ij} = 7.3$, (···) $c_{ij} = 6.7$, (---) $c_{ij} = 6.2$. (b) Linear nullclines for $c_{ij} = 7.3$ and three different values of $e_{ij}$. (---) $e_{ij} = 0.0$, (---) $e_{ij} = -0.2$, (···) $e_{ij} = -0.4$. Further parameters: Parameter set 2 [23].

This behavior can be demonstrated by applying additive noise. In Fig. 7.2, time series of $u_{ij}(t)$ of the $ij$-element are shown for three different values of parameter $c_{ij}$, where weak additive noise ($\sigma_{n,e} = 0.02$) induces jumps between the two stable states. For $c_{ij} = 7.3$, the system spends roughly all the time in the upper stable fixed point [Fig. 7.2 (a)]. The threshold for a transition from the upper stable fixed point to the lower stable fixed point is larger than the threshold for the inverse transition. This case is called the asymmetric bistable regime throughout this chapter. For $c_{ij} = 6.7$, the system spends roughly the same time in both stable states [Fig. 7.2 (b)]. So, the thresholds for transitions between the two stable fixed points are approximately of the same size (symmetric bistable regime). For
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Figure 7.2: Time series of $u_{ij}(t)$ of a single uncoupled FHN element [Eqs. (3.11)] for different parameters $c_{ij}$ driven by weak additive noise ($\sigma_{n,e} = 0.02$). (a) $c_{ij} = 7.3$, (b) $c_{ij} = 6.7$, (c) $c_{ij} = 6.2$. Further parameters: Parameter set 2, $e_{ij} = -0.2$ [23].

$c_{ij} = 6.2$, the threshold for a transition from the upper stable fixed point to the lower stable fixed point is smaller than the threshold for the inverse transition, the system prefers to stay in the lower state [Fig. 7.2 (c)].

With variability, the net is a mixture of FHN elements in different dynamical regimes. Multiplicative variability ($\sigma_{v,c} > 0.0$) is applied with parameter values $c_{ij}$, which are Gaussian distributed and white in space [Eq. (3.20)] with fixed mean $C = 7.3$. In Fig. 7.3 (a), the distribution of parameter $c$ is plotted for two different values of the variability strength $\sigma_{v,c}$ [$\sigma_{v,c} = 1.0, 2.0$], where the colored areas encode the different dynamical regimes of the single uncoupled elements based on the linear stability analysis [cf. Fig 3.1 (b), $e = -0.2$, $\sigma_{v,e} = 0.0$]. For $c_{ij} < 0$, the slope of the linear nullcline is negative and the dynamics of the element changes completely. Consequently, these parameter values have to be excluded by setting the probability distribution $P(c, \sigma_{v,c})$ equal to zero for $c < 0$. To ensure that the mean value remains $C = 7.3$, the cut-off is done symmetrically. That means that the probability distribution $P(c, \sigma_{v,c})$ is also set equal to zero for $c > 2C$. For $\sigma_{v,c} = 4.0$, the largest variability strength used in this thesis, less than 6.5% of the Gaussian distributed $c_{ij}$ are excluded.

Now the influence of the parameter value $e_{ij}$ on the dynamics of a single uncoupled element is discussed, where $c_{ij}$ is fixed at $c_{ij} = 7.3$. The parameter $e_{ij}$ determines the position of the linear nullcline regarding the $v$-axis [Fig. 7.1 (b)] and thereby the dynamical regime ($E1$, $B$ or $\tilde{E}1$) of the single element. Within the bistable regime, the thresholds for a transition between the two stable fixed points depend crucially on the value of $e_{ij}$. In Fig. 7.3 (b), the distribution of parameter $e$ is plotted for two different values of the
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Figure 7.3: (a) The Gaussian probability distribution $P(c, \sigma_{v,c})$ of parameter $c$ for $\sigma_{v,c} = 1.0$ (—) and $\sigma_{v,c} = 2.0$ (−−−). $\sigma_{v,c} = 0.0$. (b) The Gaussian probability distribution $P(e, \sigma_{v,e})$ of parameter $e$ for $\sigma_{v,e} = 0.1$ (—) and $\sigma_{v,e} = 0.2$ (−−−). $\sigma_{v,e} = 0.0$. The colored areas encode the different dynamical regimes of the single uncoupled element based on the linear stability analysis [cf. Fig. 3.1 (b)]. Further parameters: Parameter set 2, $C = 7.3$, $E = -0.2$.

variability strength $\sigma_{v,e}$ [$\sigma_{v,e} = 0.1, 0.2$], where the colored areas again encode the different dynamical regimes of the single uncoupled elements based on the linear stability analysis [cf. Fig. 3.1 (b), $c = 7.3$, $\sigma_{v,c} = 0.0$]. For $e_{ij} > -0.07$ and $c_{ij} = 7.3$ the single uncoupled element is in the regime $E1$, and for $e_{ij} < -0.27$ and $c_{ij} = 7.3$ in the regime $E1$, respectively [cf. Fig. 7.1 (b)].

Regardless of the heterogeneity of a net with variability, due to the strong coupling ($D_u = 20$), the net shows always bistable dynamics at least for those values of additive and multiplicative variability, which are applied in the simulations presented in this chapter. For all further simulations, parameter $E$ is fixed at $E = -0.2$.

7.2 Noise- and Variability-Induced Symmetry

In this section, the influence of multiplicative noise and multiplicative variability on the dynamics of a net of bistable FHN elements is studied. The net size is $N = 256$ and the coupling strength is $D_u = 20$ [cf. Fig. 5.10 (a)]. Both values are sufficiently large to observe the systematic influence of the multiplicative stochastic forces. It has been shown that multiplicative variability can systematically change the net dynamics, similar to multiplicative noise [19, 38]. The net dynamics can be predicted by introducing the effective parameters $c_{SNF}$ [Eq. (4.4)] and $c_{eff}$ [Eq. (4.7)] for multiplicative noise and multiplicative variability, respectively. To quantify the net dynamics, the time-averaged mean field $M$ [Eq. (4.12)] is used. Throughout this section, no additive variability is applied ($\sigma_{v,e} = 0.0$), whereas additive noise ($\sigma_{n,e} = 0.1$) is present to induce transitions between the two stable states.

First, the net dynamics of a homogeneous net ($\sigma_{v,e} = 0.0$) without multiplicative noise ($\sigma_{n,c} = 0.0$) is studied dependent on parameter $c$. In Fig. 7.4 (a), the order parameter
Figure 7.4: (a),(c),(e) The time-averaged mean field $M$ [Eq. (4.12)] for a net of FHN elements [Eqs. (3.16)] for global (stars) and diffusive coupling (squares). $M = 0.5$. (b),(d),(f) The mutual information $I$ [Eq. (4.16)] of a diffusively coupled net of FHN elements. (a),(b) Dependent on parameter $c$ ($\sigma_{n,c} = 0.0, \sigma_{v,c} = 0.0$). (c),(d) Dependent on $\sigma_{n,c}$ ($c = 7.3, \sigma_{v,c} = 0.0$). (e),(f) Dependent on $\sigma_{v,c}$ ($C = 7.3, \sigma_{n,c} = 0.0$). Further parameters: Parameter set 2, $e = -0.2$, $N = 256$, $D_u = 20$, $\sigma_{v,e} = 0.0$, $\sigma_{n,e} = 0.1$. 
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$M$ is plotted dependent on parameter $c$ for both, global coupling and diffusive coupling. The time series with a total integration time of $T = 400\,\text{t.u.}$ are quite long to obtain a representative value of $M$. If all elements remain in the lower stable fixed point for all times, $M \approx 0.2$, the $u$-coordinate of the lower fixed point. If all elements remain in the upper stable fixed point for all times, $M \approx 0.8$, the $u$-coordinate of the upper fixed point. For $c = 6.2$, due to the additive noise the elements jump between the two stable states, but in average they remain longer in the lower stable state ($M \approx 0.42 < 0.5$). With an increasing value of $c$, $M$ increases. For $c = 6.7$, the symmetric bistable regime is realized. All elements of the net remain the same time in both stable fixed points ($M = 0.5$, dashed line in Fig. 7.4 (a)]. Finally, for $c = 7.3$, all elements remain in the upper stable fixed point. The threshold for a transition from the upper stable fixed point to the lower stable fixed point is much larger than the threshold for the inverse transition (asymmetric bistable regime). For the given noise strength, almost no transitions from the upper to the lower stable state occur. The behavior of $M$ is qualitatively the same for globally and diffusively coupled nets. But whereas in globally coupled nets all elements jump synchronously between the two stable states, in diffusively coupled nets patterns emerge. That is the reason why the transition to large values of $M$ for $c \geq 6.9$ occurs smoother for the diffusive coupling.

To analyse the pattern formation in diffusively coupled nets, the mutual information $I$ [Eq. (4.16)] is calculated. The result is plotted in Fig. 7.4 (b). For intermediate values of $c$ ($c \approx 6.7$, symmetric bistable regime), one finds the most coherent patterns (maximum of $I$). To illustrate the pattern formation, which is induced by the additive noise, snapshots of the diffusively coupled net after $t = 100\,\text{t.u.}$ for different parameter values of $c$ are composed in Fig. 7.5 (a). For large values of $c$ ($c \geq 6.8$), the area of attraction of the upper stable state dominates the net dynamics. If the noise drives some elements into the lower stable state, these elements pull their neighboring elements into the lower stable state. But due to the asymmetric thresholds, the elements quickly return to the upper stable fixed point. So, the jump to the lower stable fixed point and back propagates like an excitation wave through the net. The same dynamical behavior just exchanging the meaning of the two stable fixed points is found for small values of $c$ ($c \leq 6.6$). Here the jump from the lower to the upper stable fixed point and back spreads out like an excitation wave. The patterns can not be distinguished from noise-induced wave fronts in an excitable net, which is realized for $c \leq 6.1$. For $c \approx 6.7$ (symmetric bistable regime), the pattern consists of wave fronts, where the black and light gray ones have the same thickness. Here the mutual information is maximal [cf. Fig. 7.4 (b)], the patterns are most coherent.

Next the influence of multiplicative noise without variability ($\sigma_{v,c} = 0.0$) is studied. The SNE predicts a decrease of the value of the effective parameter $c_{SNE}$ with an increasing noise strength [Eq. (4.4)]. Starting in the asymmetric bistable regime [$c = 7.3$, cf. Fig. 7.2 (a)], one expects a transition towards the symmetric bistable regime and further towards the excitable behavior (regime $E1$). In Fig. 7.4 (c), the time-averaged mean field $M$ is plotted dependent on the noise strength $\sigma_{n,c}$ again for both types of coupling. For small values of $\sigma_{n,c}$, the net is in the asymmetric bistable regime and the additive noise rarely induce jumps from the upper to the lower stable state ($M \approx 0.8$). Increasing $\sigma_{n,c}$, the elements are jumping more frequently between the two stable states and the value of $M$ decreases, the elements remain longer and longer in the lower stable state.
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Figure 7.5: Snapshots of the variable \( u_{ij}(t) \) of a diffusively coupled net of FHN elements [Eqs. (3.16)] after \( t = 100 \) t.u. (a) For different values of \( c \) (\( \sigma_{n,c} = 0.0, \sigma_{v,e} = 0.0 \)). (b) For different values of \( \sigma_{n,c} \) (\( c = 7.3, \sigma_{v,e} = 0.0 \)). (c) For different values of \( \sigma_{v,c} \) (\( C = 7.3, \sigma_{n,c} = 0.0 \)). Further parameters: Parameter set 2, \( e = -0.2 \), \( N = 256 \), \( D_u = 20 \), \( \sigma_{v,e} = 0.0 \), \( \sigma_{n,e} = 0.1 \).

For intermediate values of \( \sigma_{n,c} \), the elements remain the same time in both stable states (\( M = 0.5 \)), the symmetric bistable regime is induced by the multiplicative noise with \( \sigma_{n,c} \approx 0.13 \). The effect of noise-induced symmetry occurs for both types of coupling. For global coupling, the symmetric bistable regime is reached for a slightly smaller value of \( \sigma_{n,c} \) as for the diffusive coupling. Following the SNE, a noise strength of \( \sigma_{n,c} = 0.13 \) leads to an effective parameter value of \( c_{SNE} \approx 6.85 \), which is quite close to \( c = 6.7 \), the value for which the symmetric bistable behavior is found in the homogeneous deterministic case. Again, the most coherent patterns are found for the symmetric bistable regime [\( \sigma_{n,c} \approx 0.13 \), Fig. 7.4 (d)]. Following the snapshots of the diffusively coupled net with increasing noise strength [Fig. 7.5 (b)], one discerns clearly the transition towards the symmetric bistable regime and further to the regime, where the area of attraction of the lower stable fixed point dominates the pattern formation. In comparison to Fig. 7.5 (a), it is obvious that an increase of the multiplicative noise strength causes qualitatively a decrease of parameter \( c \), as predicted by the SNE.

Now the influence of multiplicative variability on the net dynamics is investigated (\( C = 7.3, \sigma_{n,c} = 0.0 \)). Calculating the mean gradient angle (see section 4.2), one obtains an effective parameter \( c_{eff} \) [Eq. (4.7)] that describes the systematic influence of the multiplicative variability. In Fig. 7.6, the effective parameter \( c_{eff} \) is plotted in dependency on the variability strength \( \sigma_{v,c} \). The effective parameter decreases with an increasing variability strength. Thus, one expects a transition towards the symmetric bistable regime and further towards the excitable behavior (regime \( E_1 \)), similar as for multiplicative noise. In Fig. 7.4 (e), \( M \) is plotted dependent on the variability strength \( \sigma_{v,c} \) again for both types
of coupling. Here, the symmetric bistable regime is found for \( \sigma_{v,c} \approx 2.0 \) for the global coupling and for a slightly smaller value (\( \sigma_{v,c} \approx 1.75 \)) for the diffusive coupling. As Fig. 7.6 shows, an increase of the variability strength \( \sigma_{v,c} \) leads to a steeper slope averaged over the linear nullcline of all elements (smaller value of \( c_{\text{eff}} \)), and thereby the mean threshold (threshold averaged over all elements) for a transition from the upper to the lower stable state becomes smaller. The decrease of the effective parameter \( c_{\text{eff}} \) \( c_{\text{eff}}(\sigma_{v,c} = 2.0) \approx 7.0 \) shows that the system is shifted towards the symmetric bistable regime \( (c = 6.7) \). The quantitative agreement is even better for nets with stronger coupling. Hence, multiplicative variability has a systematic influence on the net dynamics and may completely change the dynamical behavior of a system as multiplicative noise can do. Regarding the diffusively coupled net, the mutual information shows a resonance-like dependency on the variability strength [Fig. 7.4 (f)]. Again, the most coherent patterns are found for intermediate values of \( \sigma_{v,c} \), where the symmetric bistable regime is induced. Comparing the snapshots composed in Fig. 7.5 (c) with these of Fig. 7.5 (b), one clearly discerns that multiplicative noise can be replaced by multiplicative variability to induce a systematic change of the net dynamics. In the symmetric bistable regime, the pattern consists of wave fronts, where both stable states are equally participated [Fig. 7.5 (c) for \( \sigma_{v,c} = 2.0 \)]. The black and light gray colored wave fronts have again the same thickness [cf. Fig. 7.5 (a) and Fig. 7.5 (b)].

The variability strength to induce the symmetric bistable regime is roughly one order of magnitude larger than the corresponding noise strength. That the variability strength has to be approximately ten times larger than the noise strength to yield comparable systematic effects on the dynamics of spatially extended systems, is confirmed by other investigations [19, 38, 39]. Unfortunately, this scaling between the noise and the variability strengths could not be explained yet.
7.3 Variability-Induced Resonance

In this section, the response of a net of bistable FHN elements to a weak external signal in presence of the additive stochastic forces is investigated. Considering a periodic signal acting on the slow variable $v(t)$, the modified model equations read [cf. Eqs. (3.16)]:

\[
\begin{align*}
\frac{du_{ij}}{dt} &= \frac{1}{\epsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + D_u J_{ij}, \\
\frac{dv_{ij}}{dt} &= u_{ij} - c_{ij} v_{ij} + e_{ij} + \xi_{ij}(t) + A \cos(\omega t),
\end{align*}
\]

(7.1)

where $A$ denotes the amplitude and $\omega$ the frequency of the external signal. Both parameters are fixed throughout this chapter ($A = 0.04$, $\omega = 0.6$ t.u.$^{-1}$). For the given value of $\omega$, the period of the external signal is large compared to internal time scales. In this section, the symmetric bistable regime is considered and the multiplicative variability is neglected ($\sigma_{v,e} = 0.0$, $c_{ij} = c = 6.7$). Furthermore, no multiplicative noise is applied throughout this and the following sections. To save computational time, the net size is reduced to $N = 100$. For larger nets, the results are even quantitatively the same.

For the given set of parameters and without variability and noise, the signal can not induce jumps between the two stable states. The net remains in one of the stable fixed points. To quantify the response of the net to the external signal, the linear response $Q$ [Eq. (4.18)] is used. In Fig. 7.7, $Q$ is plotted in dependency on $\sigma_{v,e}$ and $\sigma_{n,e}$ for a globally coupled net. The linear response $Q$ shows a resonance-like behavior due to both, additive variability and additive noise. Without noise ($\sigma_{n,e} = 0.0$), the signal is optimally enhanced for intermediate values of $\sigma_{v,e}$ (diversity-induced resonance [21, 23]). Without variability ($\sigma_{v,e} = 0.0$), the system shows the well-known phenomenon of stochastic resonance, where
the optimal signal enhancement is reached at intermediate noise strengths $\sigma_{n,e}$ [14]. The symmetry of the linear response with respect to $\sigma_{v,e}$ and $\sigma_{n,e}$ is exhibited in Fig. 7.7 and shows that one can replace additive noise by additive variability. The more noise is present, the less variability is necessary to achieve optimal signal enhancement and vice versa.

Figure 7.8: Time series of the mean field $\langle u_{ij}(t) \rangle_{ij}$ of a globally coupled net of FHN elements [Eqs. (7.1)] for different strengths of the additive variability. From bottom to top: $\sigma_{v,e} = 0.1, 0.2, 0.3$. $(-)$ $\langle u_{ij}(t) \rangle_{ij}$, $(- \cdots -)$ the external signal. Further parameters: Parameter set 2, $c = 6.7$ (symmetric bistable regime), $E = -0.2$, $N = 100$, $D_u = 20$, $A = 0.04$, $\omega = 0.6$ t.u.$^{-1}$, $\sigma_{n,c} = 0.0$, $\sigma_{v,c} = 0.0$, $\sigma_{n,e} = 0.0$ [23].

Without additive noise, the temporal evolution of the net is deterministic. Additive variability causes a shift of the linear nullcline for each element [Fig. 7.1 (b)]. The distribution of parameter $e_{ij}$ is shown in Fig. 7.3 (b). For $\sigma_{v,e} > 0$, there are bistable elements, which are driven beyond the threshold of one of its fixed points by the external signal, and even excitable elements (regimes $E1$ and $\tilde{E}1$). The bistable elements may switch to the other stable state, if they are uncoupled. In Fig. 7.8, time series of the mean field of $u_{ij}(t)$ are plotted for different values of $\sigma_{v,e}$. For a small variability strength (e.g. $\sigma_{v,e} = 0.1$), the signal can not induce jumps between the two stable states for most of the elements. So due to the coupling, the net remains in one of the two stable fixed points. Increasing the variability strength $\sigma_{v,e}$, more and more elements can switch to the other stable state at a certain phase of the external signal. These elements pull the others producing a collective behavior. The whole net is performing jumps between the two stable states synchronized to the external forcing (Fig. 7.8, $\sigma_{v,e} = 0.2$). For an even larger variability strength (e.g. $\sigma_{v,e} = 0.3$), the net permanently jumps between the two stable states, like a synchronized oscillation, but independent of the phase of the external signal. The signal is not enhanced in the response of the net anymore. The permanent jumps of the net between the two stable states can also be observed without an external signal at a certain level of additive variability or noise. For very large variability strengths, the collective behavior gets more and more lost. The response of a net of bistable FHN elements to a weak external signal
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shows a resonance-like dependency on the strength of additive variability. This result confirms that the phenomenon of diversity-induced resonance might occur in many spatially extended systems [21, 23].

The corresponding time series of the mean field of $u_{ij}(t)$ dependent on $\sigma_{n,e}$ without variability show the same behavior as those in Fig. 7.8. Replacing additive noise by additive variability leads in this case to a very similar collective behavior.

![Graph showing $\sigma_{n,e,max}$, $\sigma_{v,e,max}$, and their quotient dependent on the coupling strength $D_u$.](image)

The observed resonance strongly depends on the coupling strength. The value of $\sigma_{v,e}$ for $\sigma_{n,e} = 0.0$ and $\sigma_{v,e} = 0.0$, at which $Q$ takes its maximum, are denoted as $\sigma_{v,e,max}$ and $\sigma_{n,e,max}$, respectively. Both $\sigma_{v,e,max}$ and $\sigma_{n,e,max}$ linearly depend on the coupling strength over a wide range of $D_u$ (Fig. 7.9). Their quotient is approximately a constant ($\sigma_{n,e,max}/\sigma_{v,e,max} \approx 0.49$). So one needs roughly for additive variability twice the strength compared to additive noise to get optimal signal enhancement for the investigated range of $D_u$. For vanishing coupling strength, $\sigma_{n,e,max}$ tends to 0.04, the value one gets for a single uncoupled element. Regarding additive variability, the response of the net shows no resonance for $D_u < 5$. So a minimum coupling strength is essential to obtain diversity-induced resonance.

7.4 Doubly Variability-Induced Resonance

Now the combined influence of multiplicative variability and additive variability on the response of the net to the external signal is investigated. The simulations are performed without additive and multiplicative noise ($\sigma_{n,e} = 0.0, \sigma_{n,c} = 0.0$) starting in the asymmetric bistable regime ($C = 7.3$). In Fig. 7.10, the linear response $Q$ [Eq. (4.18)] of a globally
Figure 7.10: Linear response $Q$ [Eq. (4.18)] for a globally coupled net of FHN elements [Eqs. (7.1)] dependent on the strengths of additive $\sigma_{v,e}$ and multiplicative variability $\sigma_{v,c}$. Contour lines as in Fig. 7.7. Further parameters: Parameter set 2, $C = 7.3$, $E = -0.2$, $N = 100$, $D_u = 20$, $A = 0.04$, $\omega = 0.6 \ t.u.^{-1}$, $\sigma_{n,c} = 0.0$, $\sigma_{n,e} = 0.0$ [23].

Figure 7.11: Time series of the mean field $\langle u_{ij}(t) \rangle_{ij}$ of a globally coupled net of FHN elements [Eqs. (7.1)] for different strengths of $\sigma_{v,e}$ and $\sigma_{v,c}$. Left column: $\sigma_{v,c} = 1.5$. Middle column: $\sigma_{v,c} = 2.0$. Right column: $\sigma_{v,c} = 2.5$. In each column from bottom to top: $\sigma_{v,e} = 0.1$, $0.15$, $0.2$, $0.25$, $0.3$. (—) $\langle u_{ij}(t) \rangle_{ij}$, (−·−) the external signal. Further parameters: Parameter set 2, $C = 7.3$, $E = -0.2$, $N = 100$, $D_u = 20$, $A = 0.04$, $\omega = 0.6 \ t.u.^{-1}$, $\sigma_{n,c} = 0.0$, $\sigma_{n,e} = 0.0$ [23].
coupled net is shown in dependency on \( \sigma_{v,e} \) and \( \sigma_{v,c} \). The additive variability is responsible for the hopping between the two stable states synchronized to the external signal (see section 7.3). This also works in the asymmetric bistable regime \((C = 7.3 \text{ and } \sigma_{v,c} = 0.0)\), but the maximum of \( Q \) is shifted to larger values of \( \sigma_{v,e} \) and it is less pronounced.

Applying additionally multiplicative variability, the maximum is reached for smaller values of \( \sigma_{v,e} \) and is more pronounced. For an optimal value of \( \sigma_{v,c} \approx 2.0 \), the linear response curve takes its absolute maximum value. For even larger values of \( \sigma_{v,c} \), the maximum of the resonance curve decreases again. As shown in section 7.2, the multiplicative variability changes the mean threshold for a transition from the upper to the lower stable fixed point. Thus due to the systematic influence of the multiplicative variability, a transition towards the symmetric bistable regime is induced, which is reach for \( \sigma_{v,c} \approx 2.0 \) [cf. Fig. 7.4 (e)]. So via symmetry restoration by multiplicative variability, the response of the net to the signal is further enhanced. This effect is called \textit{doubly diversity-induced resonance} [23], because both, additive and multiplicative variability, are necessary to enhance the external signal optimally.

To manifest this result, time series of the mean field of \( u_{ij}(t) \) are plotted for particular values of \( \sigma_{v,e} \) and \( \sigma_{v,c} \) in Fig. 7.11. In each column (different fixed values of \( \sigma_{v,c} \)) one sees that the additive variability is responsible for the hopping between the two stable states synchronized to the external signal, as described in the previous section for the symmetric bistable regime (see section 7.3). The strength of additive variability, at which the external signal is optimally enhanced in the response of the net, depends on the value of \( \sigma_{v,c} \). The systematic influence of the multiplicative variability causes a modification of the mean thresholds for the transitions between the two stable fixed points. Comparing the time series for \( \sigma_{v,e} = 0.2 \) of Fig. 7.11, one discerns that for \( \sigma_{v,c} = 2.0 \) the symmetric bistable regime is induced. The thresholds for a transition and the inverse transition between the two stable states are approximately of the same size. The net spends the same time in each of the stable states between two consecutive jumps.

In Figs. 7.12 and 7.13, respectively, the results of the simulations for diffusively coupled nets are shown. The linear response \( Q \) shows again a well-pronounced maximum in dependency on \( \sigma_{v,e} \) and \( \sigma_{v,c} \) (Fig. 7.12). In comparison to the globally coupled case (Fig. 7.10), the optimal signal enhancement is reached for a slightly smaller value of the multiplicative variability strength \((\sigma_{v,c} = 1.75)\). Regarding the influence of additive variability, the optimal signal enhancement occurs approximately at the same values of \( \sigma_{v,e} \) compared to the globally coupled case. But the decrease of \( Q \) beyond the optimal signal enhancement is stretched over a larger range of \( \sigma_{v,e} \). In Fig. 7.13, time series of the mean field of \( u_{ij}(t) \) are shown for particular values of \( \sigma_{v,e} \) and for the optimal value of \( \sigma_{v,c} \) \((\sigma_{v,c} = 1.75)\). Analogous to the results of the globally coupled net, the additive variability is responsible for the hopping between the two stable states synchronized to the external signal and the multiplicative variability induces the symmetry. In a diffusively coupled net, the elements, which can switch to the other stable state at a certain phase of the signal, pull their nearest-neighbor elements to the other stable state. So a jump from one stable state to the other propagates like a phase wave through the whole net in contrast to the globally coupled net. That is the reason, why the time series of the mean field are smoother compared to the globally coupled case.

An obvious difference to the globally coupled case is that an increase of the strength
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Figure 7.12: Linear response $Q$ [Eq. (4.18)] for a diffusively coupled net of FHN elements [Eqs. (7.1)] dependent on the strengths of additive $\sigma_{v,e}$ and multiplicative variability $\sigma_{v,c}$. Contour lines as in Fig. 7.7. Further parameters: Parameter set 2, $C = 7.3$, $E = -0.2$, $N = 100$, $D_u = 20$, $A = 0.04$, $\omega = 0.6$ t.u.$^{-1}$, $\sigma_{n,c} = 0.0$, $\sigma_{n,e} = 0.0$ [23].

Figure 7.13: Time series of the mean field $\langle u_{ij}(t) \rangle_{ij}$ of a diffusively coupled net of FHN elements [Eqs. (7.1)] for different strengths of $\sigma_{v,e}$. From bottom to top: $\sigma_{v,e} = 0.1, 0.15, 0.2, 0.25, 0.3$. $(\cdots)$ $\langle u_{ij}(t) \rangle_{ij}$, $(\cdots \cdots)$ the external signal. Further parameters: Parameter set 2, $C = 7.3$, $E = -0.2$, $N = 100$, $D_u = 20$, $A = 0.04$, $\omega = 0.6$ t.u.$^{-1}$, $\sigma_{n,c} = 0.0$, $\sigma_{n,e} = 0.0$, $\sigma_{v,c} = 1.75$ [23].
of additive variability beyond the optimal value does not induce the oscillation-like permanent hopping between the two stable states. The global coupling forces all elements to act synchronously and leads thereby to the oscillation-like permanent hopping, which is responsible for the fast decrease of \( Q \) at large values of \( \sigma_{v,e} \). The diffusive coupling can not force all elements to act synchronously at large values of \( \sigma_{v,e} \), only ever smaller clusters jump synchronously. That is the reason, why the collective behavior monotonously disappears with higher values of \( \sigma_{v,e} \). The amplitude of the mean-field time series gets smaller, and the external signal becomes less and less enhanced in the response of the net over a wide range of \( \sigma_{v,e} \).

The maximum values of the response \( Q \) are approximately the same for the globally (Fig. 7.10) and the diffusively coupled net (Fig. 7.12). The amplitude of the response of the net is determined by the positions of the two stable states, which is the same in both cases independent of the type of coupling. And the time for a jump from one stable state to the other is very short compared to the period of the signal for diffusive and global coupling. For that reason, there is no noticeable difference between the maximum values of the response of the globally and the diffusively coupled net. In comparison to the maximum value of the response of the net in the symmetric bistable regime (Fig. 7.7), one sees again no considerable difference. This underlines that the symmetric bistable regime is induced for intermediate values of the multiplicative variability strength.

### 7.5 Influence of Time-Delayed Feedback on Bistable FitzHugh-Nagumo Elements

In this section, a brief outlook is given about the influence of time-delayed feedback on the dynamics of bistable FHN elements, where further investigations might follow in the future. Considering an overdamped particle in a double-wall potential, first investigations on bistable dynamics with feedback control have been done [86]. It was shown that time-delayed feedback influences both the coherence resonance effect and the stochastic resonance effect. Also in excitable and oscillatory systems, the influence of time-delayed feedback on coherence resonance and stochastic resonance has been studied [87, 88]. Here the influence of time-delayed feedback on the stochastic resonance effect of a single FHN element and a net of FHN elements is studied. Only local feedback in the variable \( v(t) \) is considered. Hence, the model equations with additive noise and external signal in the slow variable \( v(t) \) read

\[
\begin{align*}
\frac{du_{ij}}{dt} &= \frac{1}{\epsilon} [u_{ij}(1 - u_{ij})(u_{ij} - a) - v_{ij} + d] + D_u J_{ij}, \\
\frac{dv_{ij}}{dt} &= u_{ij} - cv_{ij} + e + \xi_{ij}(t) + K[v_{ij}(t - \tau) - v_{ij}(t)] + A \cos(\omega t).
\end{align*}
\]

As in the previous sections, the amplitude and the frequency of the external signal are fixed at \( A = 0.04 \) and \( \omega = 0.6 \) t.u.\(^{-1} \), respectively. In this section, no multiplicative noise and no variability are present. The parameter values of \( c \) and \( e \) are fixed at \( c = 6.7 \) and \( e = -0.2 \) for all elements. Thus, the elements are in the symmetric bistable regime. To induce jumps between the two stable states, additive noise is used.
First the dynamics of a single element is investigated. In Fig. 7.14, the linear response $Q$ [Eq. (4.18)] of a single uncoupled FHN element is plotted dependent on the noise strength $\sigma_{n,e}$ and the delay time $\tau$. The feedback strength is fixed at $K = 1.0$, a value, for which the feedback has a reasonable influence on the system dynamics. For $\tau = 0.0 \, t.u.$, the feedback signal vanishes and the element shows the well-known stochastic resonance effect. The linear response $Q$ is maximal ($Q \approx 8$) for intermediate noise strengths. Increasing the delay time $\tau$, the stochastic resonance peak is even more pronounced. The maximum value of $Q$ slightly increases until $\tau \approx 4.5 \, t.u.$ For e.g. $\tau = 4.0 \, t.u.$, the enhancement of the signal is about 30% larger ($Q = 10.6$). Then, for larger values of $\tau$ ($\tau > 4.5 \, t.u.$), the maximum of $Q$ decreases quickly, no stochastic resonance effect is found anymore for $\tau > 6.5 \, t.u.$

To explain the influence of the feedback on the stochastic resonance effect, time series of a single element without external signal are studied [Figs. 7.15 (a)-(c)]. Weak additive noise ($\sigma_{n,e} = 0.03$) randomly induces transitions between the two stable fixed points. If no feedback is applied [Fig. 7.15 (a)], the element remains for an arbitrary time in one of the stable fixed points between two consecutive jumps. The residence time in one of the stable fixed points ranges from $0.5 \, t.u.$ up to $12 \, t.u.$ and longer. With feedback ($K = 1.0$), irrespective of a transient no short residence times are found [Figs. 7.15 (b) and 7.15 (c)]. Particularly, for $\tau = 4.0 \, t.u.$ [Fig. 7.15 (b)] all residence times are longer than $4.0 \, t.u.$ and for $\tau = 8.0 \, t.u.$ [Fig. 7.15 (c)] all residence times are longer than $8.0 \, t.u.$ Due to the time-delayed feedback, the threshold for a transition from one stable state to the other is enlarged. When the element remains in one of the stable fixed points at time $t - \tau$, the model equations can be rewritten by introducing the effective parameters $c_{tdf} = c + K$ and $e_{tdf} = e + K v_{st}$ ($c = 6.7$, $e = -0.2$), just like in section 6.1.1. This leads to new effective linear nullclines [Fig. 7.15 (d)], which determine the dynamics of the FHN element. Three
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Figure 7.15: (a)-(c) Time series of a single uncoupled FHN element with feedback in $v(t)$ [Eqs. (7.2)], driven by additive noise ($\sigma_{n,e} = 0.03$), and without external signal ($A = 0.0$) for three different values of $\tau$. (a) $\tau = 0.0$ t.u., (b) $\tau = 4.0$ t.u., (c) $\tau = 8.0$ t.u. (d) Nullclines of a bistable FHN element with feedback in $v(t)$. (---) Cubic nullcline, (—) linear nullcline for a vanishing feedback signal, (−−−) and (−⋅−) effective linear nullclines, when the delayed state and the current state are unequal (see text for further explanations). Further parameters: Parameter set 2, $c = 6.7$, $e = -0.2$, $N = 1$, $K = 1$, $g_f = 1.0$.

cases have to be differentiated. If the element remains at time $t$ and at time $t - \tau$ in the same stable fixed point, the feedback signal vanishes and the thresholds for transitions between the two stable fixed points persist unchanged [Fig. 7.15 (d)]. If the element remains at time $t$ in the lower stable fixed point and at time $t - \tau$ in the upper one, the effective parameters are $c_{eff} = 6.7 + 1.0 = 7.7$ and $e_{eff} = -0.2 + 1.0 \times 0.092 = -0.108$, and the threshold for a transition back to the upper stable fixed point is strongly increased [Fig. 7.15 (d)]. And if the element remains at time $t$ in the upper stable fixed point and at time $t - \tau$ in the lower one, the effective parameters are $c_{eff} = 6.7 + 1.0 = 7.7$ and $e_{eff} = -0.2 + 1.0 \times (-0.002) = -0.202$, and the threshold for a transition back to the lower stable fixed point is strongly increased [Fig. 7.15 (d)]. This explains why for moderate noise strengths no jumps between the two stable states occur for residence times smaller than $\tau$, if feedback is applied.

For the stochastic resonance effect, this means that besides the external signal a second characteristic time scale is given by the time-delayed feedback. In the case of resonance, the frequency of the signal determines the time between two consecutive jumps, which is about 5.2 t.u. Since a transition between the two stable fixed points lasts about 0.5 t.u., the time that the element optimally rests in one of the stable states comes up to 4.7 t.u. As shown above, after a transition to the other stable state the time-delayed feedback suppresses the backward transition for the following time span of $\tau$. This explains why the external signal is optimally enhanced in the response of the element for a range of the delay time of 3.6 t.u. < $\tau$ < 4.7 t.u. Here the two time scales match perfectly and thus the value
of $Q$ is maximal. Increasing the value of $\tau$ from 0.0 $t.u.$ to 4.7 $t.u.$, the time span, where additional transitions between the two stable states are suppressed, becomes longer and longer. And thus the value of $Q$ slightly increases until the optimal $\tau$-value of $\tau = 4.7$. For larger values of $\tau$, the stochastic resonance effect disappears quickly, because the feedback suppresses a transition even when the external signal wants to kick the element into the other stable state. Thus, the frequency of the signal is not represented in the response of the element anymore.

Figure 7.16: Linear response $Q$ [Eq. (4.18)] for a globally coupled net of FHN elements with local feedback in $v(t)$ [Eqs. (7.2)] dependent on the strength of additive noise $\sigma_{n,e}$ and on the delay time $\tau$. Contour lines: $(- - -) Q = 9.5; (-) Q = 10.0; (\cdots) Q = 10.5; (---) Q = 11.0; (\ldots) Q = 11.5$. Further parameters: Parameter set 2, $c = 6.7$, $e = -0.2$, $N = 100$, $D_u = 20$, $A = 0.04$, $\omega = 0.6 \, t.u.^{-1}$, $K = 1.0$, $g_f = 1.0$.

In a next step, the response of a globally coupled net to the external signal under the influence of time-delayed feedback is investigated. The feedback strength $K$ is again equal to 1.0, and all elements get the feedback signal ($g_f = 1.0$). In Fig. 7.16, the linear response $Q$ of a globally coupled net is plotted dependent on the delay time $\tau$ and the noise strength $\sigma_{n,e}$. Similar to the result of a single element [cf. 7.14], the linear response $Q$ exhibits a pronounced resonance peak for intermediate values of $\tau$ and $\sigma_{n,e}$. As larger the value of $\tau$ ($0.0 \, t.u. < \tau < 4.7 \, t.u.$), the longer the time span is, where additional transitions between the two stable states are suppressed due to the feedback. This results in the larger value of $Q$. And just like for the single element, the stochastic resonance effect disappears quickly for $\tau > 4.7 \, t.u.$ The explanation is the same as for the single element.

Whereas without feedback, the maximal value of the linear response is approximately $Q = 9.8$, with feedback this value is about 20% larger ($Q \approx 11.7$). Thus, the response of a net of bistable elements to a weak external signal driven by additive noise, can be further enhanced via time-delayed feedback. This result is also found for diffusively coupled nets. More investigations to the influence of time-delayed feedback on the stochastic resonance effect and on the diversity-induced resonance effect in spatially extended systems might follow in future. For example, the impact of global feedback should be studied. Further open questions are the influence of the quota $g_f$ of elements that get the feedback signal
or the influence of the spatial correlation of the controlled elements on the stochastic (or diversity-induced) resonance effect.

Summarizing, in this chapter it is shown that multiplicative variability systematically can change the dynamics of a net of bistable FHN elements. Considering a weak external signal, the response of the net is optimal for intermediate values of the additive and the multiplicative variability strength (doubly variability-induced resonance). Moreover, the response of the net to the external signal can further be enhanced applying time-delayed feedback with appropriately chosen delay times.
Chapter 8

Summary and Outlook

In this thesis, the influence of noise, variability, and time-delayed feedback on the dynamics of nets of neural elements is investigated. After a brief introduction and motivation, the characteristics of the stochastic terms (noise and variability) and the types of feedback control are introduced in chapter 2. The model systems under consideration are nets of FitzHugh-Nagumo and Hodgkin-Huxley elements, respectively. The model equations and their dynamics are discussed in chapter 3. The FitzHugh-Nagumo model is suitable for the study of general dynamical properties, because it is a minimal model that exhibits excitable, oscillatory and bistable dynamics. The results, which are found for excitable and oscillatory nets of FitzHugh-Nagumo elements, are verified using the Hodgkin-Huxley model, the first phenomenological model of neuronal activity derived to fit experimental data. Thus, these results might play a role in real neural networks. In chapter 4, theoretical approaches to estimate the influence of multiplicative noise and multiplicative variability are introduced. And besides that, in this chapter a couple of quantities, which may serve as order parameters to discern the different dynamical features, are presented. After these introducing chapters, in the next three chapters the results are displayed.

In chapter 5, the influence of time-delayed feedback control on oscillatory neural dynamics is investigated. First, the dynamics of a single FitzHugh-Nagumo element is studied. It is shown that via time-delayed feedback control the former unstable fixed point, which is surrounded by a stable limit cycle, can be stabilized. For appropriately chosen values of the feedback parameters, the element rests in the fixed point instead of performing autonomous limit cycle oscillations. This effect is called amplitude death, since the amplitude of the oscillation tends to zero. The amplitude death regime can be predicted very well by a linear stability analysis. Due to the feedback term, one gets a transcendental characteristic equation, whose eigenvalues can be calculated numerically. Besides the amplitude death regime, a region is found where the stable focus and a stable limit cycle coexist. In the amplitude death regime, the single element is excitable. Applying weak additive noise, the element shows the typical spiking behavior of excitable neural dynamics. Thus, due to the feedback, the oscillation is suppressed and excitable behavior is induced.

Then, nets of FitzHugh-Nagumo elements are studied, which perform global oscillations in the absence of feedback. With feedback, the amplitude death regime is found for two types of time-delayed feedback (local and global feedback). In the amplitude death regime, additional noise excites wave fronts, which propagate through the whole net (excitable
behavior). Thus due to the feedback, the global oscillation is suppressed and excitable net dynamics is induced, which allows for signal transmission (excitation waves).

Regarding a net, also the influence of the quota of elements that get the feedback signal on the amplitude death regime is investigated. It is shown that for appropriate values of the feedback parameters, it is sufficient to control only 20% of all elements to ensure that the whole net remains in the stabilized fixed point. Furthermore, the influence of clustered control (spatial correlation of the controlled elements) on the amplitude death regime is studied. Here only half of the elements get the feedback signal. If the correlation length is too large, within the clusters without feedback some elements can not be forced to become stabilized fixed points and oscillate. These elements excite their neighboring elements and wave fronts propagate through the whole net. No amplitude death regime is found anymore. Finally, the influence of the coupling strength on the amplitude death regime is investigated. Amplitude death is found for a large range of coupling strengths, but a minimum coupling strength is necessary to observe this collective effect, if only a certain quota of the elements gets the feedback signal. All results, presented for the FitzHugh-Nagumo model in section 5.1, are confirmed using the more realistic and complex Hodgkin-Huxley model (see section 5.2).

Generally, these results confirm that time-delayed feedback control provides an efficient method to achieve a qualitative change of the dynamics of spatially extended systems. Due to feedback, global oscillations are suppressed and excitable behavior is induced.

In chapter 6, the influence of time-delayed feedback on pattern formation in subexcitable nets is studied. Without feedback, all excitations die out after a quite short propagation length due to the subexcitability of the net. It is shown that with feedback the excitation waves can grow and spread out through the whole net. Thus for appropriate values of the feedback parameters, the feedback sustains pattern formation. This effect is studied in detail for wave fronts, which are either induced by special initial conditions, by noise, or by variability. For wave fronts induced by special initial conditions and noise-induced wave fronts, pattern formation is sustained for a large range of the delay time. The noise-induced patterns are most coherent for intermediate values of the delay time. Connected with the coherence of the patterns, the amount of the transmitted information (number of wave fronts) shows a resonance-like dependency on the delay time. For variability-induced wave fronts ranges of the delay time, where coherent pattern formation is sustained, alternate with ranges of the delay time, where the formation of any excitations is suppressed. In the case of variability-induced patterns, clusters of oscillating elements act as excitation centers. Since for values of the delay time around half the oscillation period, some oscillatory elements are in the amplitude death regime, there no patterns are found and all elements rest in the fixed point.

Besides the feedback strength and the delay time, the quota of elements that get the feedback signal is varied. It is shown that it is sufficient to control about 40% of all elements to reach excitable behavior. Furthermore, again the influence of clustered control is studied, where only half of the elements get the feedback signal. It is shown that clustered control favors the propagation of excitation waves. For wave fronts induced by special initial conditions, the results are confirmed using the Hodgkin-Huxley model.

The results presented underline that time-delayed feedback may have a crucial influence on the dynamics of spatially extended nonlinear systems, especially on pattern forming
processes. In particular, the interaction of feedback and noise, which leads to most coherent moving patterns (maximal amount of transmitted information) for an intermediate delay time, might be of interest for many systems in which information transport is of importance.

The influence of noise and variability on a net of bistable FitzHugh-Nagumo elements is investigated in chapter 7. After a short introduction of the bistable dynamics of a single element, the influence of multiplicative noise and multiplicative variability on the dynamics of nets is discussed. Starting in the asymmetric bistable regime (thresholds for a transition from one stable fixed point to the other and for the inverse transition are unequal), it is shown that the multiplicative stochastic terms can induce the symmetric bistable regime (equal thresholds for the transitions). This systematic influence of the multiplicative stochastic terms can be explained quite well by theoretical approaches, which are introduced in chapter 4. Particularly, the small noise expansion yields a good prediction of the net dynamics.

Then, the response of a net to a weak, external, periodic signal is studied. First, the elements are in the symmetric bistable regime and only additive stochastic terms are considered. Due to additive noise, the net shows the well-known stochastic resonance effect. Applying additive variability only, the net exhibits also a resonant behavior. For intermediate values of the additive variability strength, the external signal is optimally enhanced in the response of the net (diversity-induced resonance). The more noise is present, the less variability is necessary to achieve optimal signal enhancement and vice versa. Thus, one can replace noise by variability regarding the enhancement of the external signal. In a next step, additive and multiplicative variability are applied, where the net is in the asymmetric bistable regime. It is shown that the response of the net to the external signal is optimally for intermediate values of both, the additive and the multiplicative variability strength (doubly diversity-induced resonance). The additive variability induces the hopping between the two stable states synchronized to the external signal, and the multiplicative variability induces the symmetric bistable regime, where the response is optimal. This result is found for globally and diffusively coupled nets.

In the end of chapter 7, the influence of time-delayed feedback on the stochastic resonance effect of a single bistable element and of nets of bistable elements is discussed. It is shown that the response to the external signal can further be enhanced, if feedback with appropriately chosen parameter values is applied. The optimal response is attained if the delay time matches to half of the period of the external signal.

The findings presented may contribute to a theoretical understanding of the dynamics of spatially extended, nonlinear systems under the influence of noise, variability, and time-delayed feedback. Time-delayed feedback control provides an efficient method to manipulate the dynamics of a system in a desired manner. Controlling pattern forming processes or stochastic resonance effects might be of importance for many applications in several fields of physics, neuroscience, and biology. Regarding some medical applications, the time-delayed feedback control provides a strategy to suppress neuronal malfunctions. For example in neuronal diseases, like Parkinson’s disease, epilepsy, and tremor, the movement disorders of a patient are connected with synchronized oscillations of neurons in the brain. As shown in this thesis, time-delayed feedback control can suppress globally synchronized oscillations and induce excitable behavior. Hopefully, these findings may help
to develop new clinical approaches to suppress such neuronal malfunctions. A medical application, where the propagation of excitation waves plays a crucial role, is the occurrence of migraine. Maybe the results presented help to find a solution to suppress attacks of migraine in a sustainable way.

In this context, it is desirable that more realistic models, which are fitted to the specific disease, are developed and investigated. Generally, a number of investigations might follow discussing the influence of other feedback types on the dynamics of spatially extended systems. The interplay of stochastic forces and time-delayed feedback on pattern forming processes provides many open questions. Hopefully, this work does also foster experimental investigations to obtain realistic models and may in the end contribute to successful applications, especially regarding neural diseases.
Zusammenfassung


In Kapitel 7 wird der Einfluss von Rauschen und Variabilität auf Netze aus bistabilen FitzHugh-Nagumo-Elementen untersucht. Es wird gezeigt, dass sowohl multiplikatives Rauschen als auch multiplikative Variabilität einen systematischen Einfluss auf die Netzdynamik haben. Ausgehend vom asymmetrischen bistabilen Verhalten (die Schwellen für einen Übergang von einem stabilen Fixpunkt zum anderen und die Schwelle für den umgekehrten Übergang sind ungleich) wird durch Rauschen oder Variabilität symmetrisches bistabiles Verhalten induziert (gleiche Schwellen für die Übergänge). Diese Änderung in der Netzdynamik wird durch die theoretischen Näherungen, die in Kapitel 4 eingeführt wurden,
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