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Abstract

Strangeness production in ultra-relativistic nucleus-nucleus collisions is one of the most important probes of hot and dense nuclear matter. Yields and spectra of hadrons carrying strangeness are being studied over a broad range of energies. A remarkable result is that the yields of strange hadrons appear to be in chemical equilibrium in nucleus-nucleus collisions in contrast to observations in elementary collisions.

The first part of this thesis is dedicated to the reconstruction of charged kaons in central Pb+Au collisions at the top SPS energy with the CERES spectrometer. The analysis scheme is based on the reconstruction of the decay of charged kaons in three charged pions. This approach is, with the exception of the pioneering work of the NA35 experiment, applied for the first time in ultra relativistic heavy ion collisions for the charged kaons reconstruction. In total 102k K+ and 57k K− were reconstructed in 24.3M central Pb+Au collisions. The mid-rapidity yields are 31.8 for K+ and 19.3 for the K−. These results together with K−/K+, K+/$\pi^+$ and K−/$\pi^−$ ratios are compared with the existing results from NA49, NA44, NA57 and CERES measurements as well as with thermal model predictions.

The second part of this thesis is devoted to the study of fast Transition Radiation Detectors (TRD). Results of a stand alone simulation study of the performance of a TRD detector with gas chamber read out in terms of electron-pion separation as a function of the main parameters of the radiator and readout detector are shown. The optimization of the detector was based on the requirements of the CBM experiment. A comparison of simulated energy deposition to experimental data is presented.
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Chapter 1

Heavy ion collisions

1.1 Introduction

Heavy ion collisions offer a unique opportunity to study in the laboratory the properties of strongly interacting matter under extreme conditions. The energy density reached in the central part of a nuclear collision at the SPS energy is $4 \sim \text{GeV} / \text{fm}^3$ [1]. Such were the densities of the Universe only a few tenths of microsecond after the Big Bang. Particularly exciting is the expectation that beyond certain energy density and/or net baryon density - a new state of matter, a Quark Gluon Plasma (QGP), could exist [2] in which the baryons melt into quasi-free quarks and gluons.

To gain a deeper understanding of the processes taking place during a heavy ion collision is a challenge both in theory and experiment.

Historically the first heavy ion program aiming at the creation of QGP started in 1986 with fixed target experiments at the AGS (Alternating Gradient Synchrotron) at BNL and the SPS (Super Proton Synchrotron) at CERN with center of mass energies of $\sqrt{s} = 5 \ \text{AGeV}$ and $\sqrt{s} = 17 \ \text{AGeV}$, respectively. First data were taken with beams of relatively light ions: $14.6 \ \text{AGeV} \ ^{16}\text{O}$ and $^{28}\text{Si}$ at the AGS and $60 - 200 \ \text{AGeV} \ ^{16}\text{O}$ and $^{32}\text{S}$ at the SPS. Later the program continued with heavier nuclei: $10.8 \ \text{AGeV} \ ^{197}\text{Au}$ at the AGS and 40, 80, and 158 $\text{AGeV} \ ^{208}\text{Pb}$ at the SPS. Based on the analysis of the Pb data at top SPS energies in the year 2000 CERN released an official announcement on discovery of new state of matter [3].

1.2 Hot and Dense Nuclear Matter

The world of high energy physics is described by means of particles and their interactions. For our purpose the main role is played by hadrons like
protons, neutrons, pions etc, composed of quarks that interact via strong interaction. Their properties and behavior are described by the theory of strong interactions, Quantum Chromodynamics (QCD). Quarks are fermions with spin \( \frac{1}{2} \) and come in six flavors; \( u \) (up), \( d \) (down), \( c \) (charm), \( s \) (strange), \( b \) (bottom), and \( t \) (top).

Apart from flavor the quarks are characterized by color (red, green and blue), spin, electric charge (1/3 or -2/3 of the elementary electric charge). The quark masses are free parameters of QCD. Each quark has its antiparticle - an antiquark. Strong interaction between two quarks is carried out by exchanging massless particles - gluons. The main difference of the strong interaction when compared to the electromagnetic (EM) interaction is that gluons in contrary to photons carry a charge of the strong interaction and interact among each other. This rather innocent feature of the strong interaction has serious consequences on the basic properties of the strong force. In contrary to the EM interaction the potential of the strong force \( V_S \sim r \) for larger distances. If two quarks are being pulled apart from each other the energy stored in the field may become large enough that it is energetically more favorable to create a new quark-antiquark pair. Measurable consequence is jet production in high energy particle collisions.

One of the main properties of QCD, known as confinement, is the rather intriguing property of quarks to form only colorless objects. It is a matter of fact that free quarks have never been experimentally observed. The two simplest possibilities of colorless (or white) objects formed by quarks are baryons (3 quarks) and mesons (quark - antiquark pairs). There are predictions for possible pentaquarks, glueballs, or hybrids but have not been observed experimentally yet.

Nuclear matter at the temperature and pressure typical to a nucleus contains only protons and neutrons. Neutron can be stable only when bound inside a nucleus. Now - what happens when two nuclei accelerated to relativistic energies collide? From both experiment and theory we know that such a system, even though for a very short period of time, can reach densities several times higher than the ordinary nuclear matter and its temperature may reach \( \sim 1 \text{ GeV} \).

Lattice QCD predicts that at the critical energy density of \( \epsilon = 0.7 \text{ GeV/fm}^3 \) the degrees of freedom will change from hadrons to partons (Fig.1.1). In this state the matter will contain quarks and gluons not bound inside the hadrons, but moving freely over the volume of the system.

The two phases of the QCD can be best described in terms of temperature \( T \) and baryonic chemical potential \( \mu_B \). The corresponding diagram presented in Fig. 1.2 is known as the QCD phase diagram. Different regions in the diagram are relevant to different physics fields and only a rather limited
part of the $T - \mu_B$ space can be accessed experimentally. The experimental points are extracted from the measured particle yields and interpreted with the thermal model to obtain the temperature of the system at the chemical freeze out (i.e. when the particle abundances are fixed) and from the SPS energies get very close to the proposed transition to QGP (lattice QCD calculation).

1.3 Evolution and Dynamics of a Heavy Ion Collision

A heavy ion collision evolves through four basic stages: hard scattering, thermalization, expansion and decoupling. In the very early stage of the collision, before the colliding particles loose most of their energy via multiple scattering, the "hard" particles either with large mass or transverse momenta $p_T \gtrsim 1\text{ GeV/c}$ are created. If such a hard particle is created near the edge of the reaction zone and moves inwards of the developing fireball it will - thanks to the transverse size of the Pb-Pb reaction zone of about 12 fm - probe the whole process of thermalization, expansion and cooling until it emerges on
the other side. The in medium modifications (or even destruction) of such a hard probe can tell us more about the properties of the medium itself.

Thermalization (i.e. thermal equilibrium) in a strongly interacting, highly dynamical and very fast developing (expanding) system is indeed a non trivial observation, but the data on particle spectra and flow strongly support very fast thermalization times of $\tau \lesssim 1 \text{ fm}/c$ [6], [7].

Pressure gradient of a thermalized system leads to collective (hydrodynamical) expansion to surrounding vacuum. The fireball cools down as its energy density decreases. If in the early stage of the collision matter with partonic degrees of freedom was created then once the energy density during the expansion drops below 1 GeV/fm$^3$ the partons convert to hadrons and the whole system undergoes a phase transition. This leads to a steep drop of the entropy density over a small temperature interval. Since the entropy cannot decrease - the temperature of the fireball remains rather unchanged.
while the volume increases. Once the temperature of the fireball decreases to the level that inelastic collisions do not occur anymore, the system reaches chemical freeze out, as the particle yields are fixed and the only processes that modify the yields are the decays of resonances. Still the elastic collisions modify the spectra of the particles. Below a certain temperature the system is so dilute that also the elastic collisions cease (kinetic freeze out), the particles move freely without further interactions.

Important for the characterization of a particular heavy ion collision is the centrality of the collision. According to the spectator-participant model [8] the nucleons from the overlapping region of the two colliding nuclei form a fireball while the rest of the nucleons move away basically undisturbed. The centrality of the collision is defined by the impact parameter $b$ which is basically the transverse (to the beam) distance between the centers of the nuclei prior to the collision. The impact parameter $b = 0$ means the most central collision and the impact parameter $b = r_1 + r_2$ ($r_1$ and $r_2$ are the radii of the colliding nuclei) would mean the most peripheral collision.

The impact parameter is not directly measurable. To determine the geometry of the collision measurements of quantities that are strongly correlated to the number of participants are used, such as the number of produced tracks or transverse or forward energy.

Using the Planck units convention ($\hbar = c = 1$) the transverse energy measured in the experiment is defined as:

$$E_T = \sum_{i=1}^{n} (m_T)_i$$  \hspace{1cm} (1.1)

where the $n$ is number of particles measured and $m_T$ is the transverse mass:

$$m_T = \sqrt{m^2 + p_T^2}$$  \hspace{1cm} (1.2)

where $p_T$ is the transverse momentum of given particle, $p_T = p \cdot \sin(\theta)$, where $\theta$ is a polar angle in respect to the beam direction.

However a more common approach of measuring the $E_T$ is based on the measurement of the total energy of the particle $E$ together with the angle $\theta$. The $E_T$ is then defined as:

$$E_T = \sum_{i=1}^{n} E_i \cdot \sin \theta$$  \hspace{1cm} (1.3)
where the sum runs either over all particles or corresponds to the cell of the calorimeter.

In principle the particles produced in a nucleus-nucleus collision could be described by their transverse momenta $p_T$ and polar angles $\theta$. More common is to use the transverse momentum and the rapidity of the particle. Rapidity $y$ of a particle is defined as:

$$y = \frac{1}{2} \ln \frac{E + p_z}{E - p_z}$$

(1.4)

where $E$ is energy of the particle and $p_z$ is the longitudinal momentum.

This variable has interesting properties. Lorentz transform in the longitudinal (beam) direction where $p_T' = p_T$, becomes particularly simple: $y' = \Delta y + y$.

The energy density reached in a heavy ion collision can be estimated from the transverse energy according to Bjorken formula [9]:

$$\epsilon = \frac{1}{\pi R^2 \tau} \frac{dN}{dy} \langle E_T \rangle$$

(1.5)

where $\langle E_T \rangle$ is the mean transverse energy per particle, $dN/dy$ is the particle density, $\tau$ is the formation time and $\pi R^2$ is the transverse area of the reaction zone. Formation time can not be measured experimentally and is usually estimated to be $\sim 1$ fm/c. Energy densities at top SPS energy reach values of $\sim 3$ GeV/fm$^3$.

1.4 Probes and observables (how to find the QGP)

Obtaining a complete and self consistent description of heavy ion collisions requires understanding properties and dependencies of many processes taking place in course of the reaction. From an experimentalists point of view this means to measure many observables which then can be interpreted within theoretical models.

Whatever processes take part in a heavy ion collision we can only measure the particles that escape to "infinity" and reach the detectors. Indeed, most of the particles we measure were produced in the hadronization stage of the collision and undergo elastic collisions until the kinetic freezeout. This complicates the access to properties of the fireball prior to hadronization. Still,
1.4 Probes and observables (how to find the QGP)  

the properties of the particles produced reflect to some degree the properties of the medium prior to hadronization.

To study the properties of the dense and hot nuclear matter produced in heavy ion collision and to search for QGP, specific probes (taken from ref. [5]) have been proposed [9–12] and are currently studied: i) direct photons [13], ii) low mass dileptons [14], iii) strangeness [15, 16]; iv) charmonium suppression [17], v) jet-quenching [18–24], vi) fluctuations [25, 26].
Chapter 2

Strangeness production in nuclear collisions

2.1 Introduction

There are several reasons why particles containing strange quarks are interesting observables in heavy ion collisions. The strange quarks (or antiquarks) are not present in the colliding nuclei prior to collision and therefore all strange quarks and antiquarks observed are produced during the collision itself.

The bare mass of a strange quark $m_S = 95 \pm 25$ MeV/c$^2$ [27] is of the same order of magnitude as temperature of the fireball and thus the strange particle yields and transverse momentum spectra are sensitive to the details of the reaction mechanism.

Already in 1982 it was noticed [28] that strange particles are an interesting probe for the heavy ion collisions as their production was expected to be sensitive to the properties of the fireball.

Shortly after the importance of strangeness (and its enhancement compared to nucleon-nucleon collisions) in heavy ion collisions was emphasized by Rafelski and Müller [29] who linked the strangeness enhancement (in heavy ion collisions in comparison to scaled proton-proton collisions) to possible transition of hadronic to partonic matter in the evolution of the fireball. It was also proposed that the production of strange quarks in QGP is dominated by a gluon-gluon fusion.

Although later it became clear that the strangeness enhancement itself should not be considered as QGP "smoking gun" because it is also observed at energies that do not suffice to reach the conditions of possible QGP creation [16], the strangeness enhancement signals the production of not yet well
understood QCD states of matter.

2.2 Existing results

Strangeness enhancement was for the first time measured in 1990 at SPS energy by NA35 [30] with 200 AGeV $^32S$ beam on $^32S$ target. It was shown that multiplicities of neutral strange particles ($K^0$, $\Lambda$ and $\bar{\Lambda}$) relative to negative hadron multiplicities grow as a function of centrality when compared to proton-proton data. For the most central collisions the enhancement reached about a factor 2.

As observed later by WA97 in 158 AGeV Pb+Pb collisions [31] the enhancement depends on the strangeness content, growing approximately linearly with the number of strange quarks.

Apart from the production yield of the strange particles, the ratio of strange to non-strange particles and its energy dependence gained a lot of interest in the recent years. The mid-rapidity $K^+/\pi^+$ and $\Lambda/\pi^-$ ratios (Fig. 2.1) show a pronounced peak at the collision energy of $\sqrt{s} \sim 7$ GeV. This was originally predicted in 1999 [32] with the Statistical Model of early Thermalization (SMET) as a very sharp peak (later addressed as "horn") - a direct consequence of transformation from dense hadronic matter to QGP. The data measured later by NA49 [33, 34] show a non monotonic dependence of the $K^+/\pi^+$ on the collision energy. Indeed a thermal model without an explicit phase transition does predict a "bump" at the same energy range (shown in Fig. 2.1). The "horn" versus "bump" is being currently strongly debated [5]. The experimental situation does not allow for a strong conclusion. More measurements are needed to shed more light on this interesting issue. This topic was the main argument for an analysis of charged kaons presented in this thesis as it is based on different kaon reconstruction strategy and has therefore different systematics.

An important information can be extracted from the transverse mass ($m_T$) spectra. Measured $m_T$ slopes show even at SPS energies rather precise baryon-antibaryon universality, even though at CERN SPS energies significant baryon number asymmetry exists. This was first shown in $S+\bar{W}$ collisions by the WA85 experiment [35] and was later confirmed by WA97 in Pb-Pb collisions [36] and later by NA57 [37-39] and NA44 [40]. The identity of strange baryon and antibaryon effective temperature is a strong argument that they are produced by the same mechanism and do not suffer re-scattering in a dense baryon rich medium after their production [15].
2.3 Strangeness in CERES

Although the CERES experiment was built to study low mass vector mesons [41, 42] via dileptonic decays, the upgrade with a large radial TPC allowed to measure a wide range of hadronic observables.

Rather unique measurement of the $\phi$ meson [43] in both leptonic and hadronic channels $\phi \rightarrow e^+e^-, \phi \rightarrow K^+K^-$ (see Fig. 2.2) allowed to solve the so called $\phi$ puzzle that consisted in a large disagreement between measurements of NA49 (in hadronic channel) and NA50 (in leptonic channel).

An analysis of $K_0^*$, $\Lambda$ and $\bar{\Lambda}$ was made within the framework of the PhD thesis of Sylwester Radomski [44]. The measured rapidity spectrum of the $K_0^*$ and its comparison to the NA49 measurements is shown in Fig. 2.3.
Figure 2.2: CERES $\phi$ meson transverse mass spectra in leptonic and hadronic channels compared to results from NA49 and NA50 [43].

Figure 2.3: Left: $K0$ rapidity distribution. Right: comparison to the NA49 experiment [44].
Chapter 3

NA45/CERES experiment

The CERES (Cherenkov Ring Electron Spectrometer) belonged to the second generation of heavy ion experiments at CERN SPS. It was primarily designed to measure $e^+e^-$ pairs in nucleus-nucleus collisions. CERES detector was operated between 1992 - 2000. During this period the detector did undergo several upgrades. The last one took place in 1998 when a large TPC (Time Projection Chamber) replaced the Pad Chamber to improve the mass resolution in the region of $\rho, \omega$, and $\phi$. Also, the dE/dx information could be used to further improve the electron-pion separation. TPC also opened new possibilities for hadronic studies [45] including the topic of this thesis. The spectrometer covers full azimuthal angle and $8^\circ < \theta_{lab} < 15^\circ$. During the last upgrade the magnetic system around RICH detectors was disabled and new magnetic system around TPC was installed. The schematic view of the CERES setup after this upgrade is shown in Fig. 3.1.

3.1 Target area and trigger setup

As shown in Fig. 3.1 the beam enters from left and passes through the target composed of 13 25 $\mu$m thick gold discs separated by 2mm. The geometry of the target was chosen such that the particles produced in heavy ion collision within the acceptance do not cross another target disc. The segmentation of the target reduces the $\gamma \rightarrow e^+e^-$ conversions and thus reduces the background for the electron analysis.

The CERES trigger system (not shown in the figure) was composed of several dedicated trigger detectors including the Cherenkov counters BC1, BC2 and BC3 used to define the beam trigger and one plastic scintillator MC for centrality determination.

The Beam trigger is defined as a coincidence of two Cherenkov counters
placed upstream the target:

\[ T_{Beam} = BC1 \cdot BC2 \]  

(3.1)

With the additional anti coincidence with the Cherenkov counter placed just after the target the minimum bias trigger is defined as:

\[ T_{mb} = BC1 \cdot BC2 \cdot \overline{BC3} \]  

(3.2)

The central trigger required a signal from the MC. The MC scintillator had thickness of 1mm and had pseudorapidity coverage of $2.3 < \eta < 3.5$. Its signal is roughly proportional to number of particles hitting it and thus it is suitable for centrality measurements.

\[ T_{central} = BC1 \cdot BC2 \cdot \overline{BC3} \cdot MC \]  

(3.3)

Additional beam particles passing the target within several microseconds from the triggered event are source of $\delta$ electrons. These were suppressed by the trigger system within $\pm 1 \mu s$ from the triggered nuclear reaction.
3.2 Silicon Drift Detectors

Precise vertex reconstruction is carried out by two Silicon Drift Counters SD1 and SD2 (technique proposed by authors of [46]) placed 10.4 and 13.3 cm downstream from the target and covering radii from 4.5 to 42 mm. The SiDC detectors are read out by 360 radially arranged anodes. Besides the vertex reconstruction and tracking the SiDC detectors also measure the pseudorapidity density of charged particles dN/dη [47]. The dE/dx information from the SiDC detector was used to recognize and suppress close e⁺e⁻ pairs from γ conversions and π⁰ Dalitz decays.

![Schematic view of a silicon drift detector.](image)

Figure 3.2: Schematic view of a silicon drift detector.

The principle of operation of a silicon drift detector is shown in Fig. 3.2. Electrons produced by charged particle drift towards the read out anode placed on the outer edge of the detector. The drift field is created by a voltage divider on the surface of the wafer. The maximal drift time is about 3.8 μs with a drift field of 700 V/m. Small area of the read out anode which implies small capacitance and therefore lower noise, is one of the advantages of this concept.
3.3 RICH Detectors

The main task of the Ring Imaging Cherenkov Detectors RICH1, RICH2 is the electron identification. Cherenkov radiation is emitted by charged particles moving faster than the speed of light in a given medium and has a velocity dependent angle:

$$\theta = \arccos \left( \frac{1}{\beta n} \right)$$  \hspace{1cm} (3.4)

The photons produced in the radiator are reflected by a spherical mirror onto a ring of radius $R$ on position sensitive photon detector. By measuring the radius of the projected ring the Lorentz factor $\gamma$ of the particle can be determined:

$$R = R_{\infty} \sqrt{1 - \left( \frac{\gamma_{th}}{\gamma} \right)^2}$$ \hspace{1cm} (3.5)

where the $R_{\infty}$ is radius for particles with $\gamma \gg \gamma_{th}$ and is defined by the focal length $f$ of the mirror and the $\gamma_{th}$:

$$R_{\infty} = f \cdot \frac{1}{\gamma_{th}}$$ \hspace{1cm} (3.6)

For practical purposes the radius of the ring produced by electron has the value of $R_{\infty}$.

Both Cherenkov detectors have methane CH$_4$, at atmospheric pressure as the radiator gas. Threshold factor of $\gamma_{th} = 32$ assures hadron blindness of the detector up to pions with momentum 4.5 GeV. The Cherenkov photons are detected by multiwire proportional chambers filled with a He/CH$_4$ (94/6) mixture at atmospheric pressure. The conversion of the photons is done via photo-ionization of TMAE (Tetraakis-di-Methyl-AminoEthyl) vapor with a low ionization potential of 5.4 eV.

3.4 Time Projection Chamber

The main tracking detector of the upgraded CERES setup is the radial TPC (Time Projection Chamber) located 3.8 m from the target system. Apart from tracking and momentum measurement additional particle identification via specific ionization is possible. Fig. 3.3 shows schematic view of the detector. The sensitive volume is filled with a gas. Charged particles traversing
the gas ionize its atoms. Liberated electrons drift in a radial electric field outwards toward the readout chambers located on the outer shell of the cylinder. In the vicinity of the anode wires, due to strong non homogeneous electric field, these electrons are accelerated and produce secondary ionization in an avalanche process. The electrons liberated in the avalanche are produced very close to the anode wires and are collected very quickly. Therefore they induce very small signal. The main part of the signal is induced by the ionized gas atoms which drift towards cathode wires and padplane. The total 3D information about the position of the interaction of the charged particle is obtained from the time of the drift of the primary electrons (1 dimension) and the read out pad plane (2 dimensions). The information about the momentum of the track is then reconstructed from the curvature of the track in the magnetic field.

The detector itself has an active length of 2 m. The inner radius is 48.6 and the outer radius 130 cm. The signal readout is provided by 16 MWPCs (Multi Wire Proportional Chamber). Each chamber covers 22.5° in azimuth. Within one chamber the read out itself is done via a segmented cathode (pad plane). Each chamber has 48 pads in azimuthal direction. In the beam direction the TPC is divided in 20 planes. The $16 \times 48 \times 20 = 15360$ readout
channels are sampled in 256 time bins.

The electric field is radial and points from the central electrode towards the read out chambers. The voltage applied to the central electrode is -22.9 kV. Both ends of the TPC are closed by capton foils with voltage dividers to assure homogeneity of the field. TPC is operated in a semi-radial magnetic field generated by several solenoids.

The sensitive volume of the TPC is filled with a Ne/CO₂ gas mixture with ratio 80/20 at atmospheric pressure. This composition was chosen taking into account several factors. One of the main concerns was to keep the Lorentz angle (finite angle between the directions of the electron drift velocity and the electric field caused by non parallelism of magnetic and electric field lines) small; this required a gas with low mobility. The maximal drift time was 70 μs. Another aspects like the total radiation length, the number of created electron-ion pairs, and diffusion were also taken into account.

3.5 Tracking

At this point it is important to explain the nomenclature of the CERES tracking. As mentioned already CERES experiment is a dedicated dielectron spectrometer. As all of the light vector mesons (\(\phi, \eta, \rho\)) have very short lifetimes - their decay products do not differ (geometrically speaking) from the primary tracks created during the collision. The tracking system was tuned to this situation as well as were the basic track parameters.

During the tracking procedure following stored variables are important for the analysis:

- \(pcor2\) : momentum obtained from a 2 parameter fit which assume that the track comes from the event vertex.

- \(pcor3\) : momentum obtained with a 3 parameter fit without the constrain mentioned above.

- \(pcomb\) : combined momentum of \(pcor2\) and \(pcor3\) obtained as weighted average of the \(pcor2\) and \(pcor3\). In all 3 cases the sign of the momentum keeps the information about the charge of the track.

- \(\theta R2M\) : theta of the TPC track projected to the position of the mirror of the second RICH detector (R2M) placed 330 cm from the target. It is assumed that the track comes from target (see Fig. 3.4).

- \(\phi R2M\) : phi of the TPC track projected the same way as the \(\theta R2M\).
3.5 Tracking

- $Xline0, Yline0$ : offsets of the TPC track in the transverse plane at $Z = 0 \text{ cm}$ (center of the target in the TPC coordinates) - see Fig. 3.5.

- $Xline1, Yline1$ : slopes of the TPC track in the $xz$ and $yz$ planes.

- $NHits$ : number of hits on the track.

- $NFitHits$ : subset of hits from the $NHits$ that was used for the track fitting.

The variables $Xline1, Yline1$ serve to compute the so called local angles of the TPC track in the following way:

$$\theta_L = \arctan(Yline1/Xline1)$$  \hfill (3.7)

$$\phi_L = \arctan(\sqrt{Xline1^2 + Yline1^2})$$  \hfill (3.8)

A track defined by local angles, track offsets and momentum can be subsequently used for secondary vertex analysis and kaon reconstruction.

![Diagram](image)

Figure 3.4: Local and R2M angles (for polar angle $\theta$) in CERES experiment. For simplicity only one half of the TPC in the $yz$ cross section is shown. $0$ denotes the target position.
Figure 3.5: TPC track offsets in X and Y directions at Z = 0 (in the middle of the target).
Chapter 4

Analysis of the $K^+$ and $K^-$

This chapter describes in detail the analysis of the charged kaons via their 3 body decay into charged pions with the CERES experiment using the high statistics run taken in 2000 with 158 AGeV Pb beam on the Au target. Detailed Monte Carlo (MC) study is described in the following chapter.

4.1 Charged kaons and CERES - basic facts

The rather large value of the lifetime of charged kaons ($\tau = 3.71\text{ms}$) allows in most cases for a direct measurement. Common way to identify charged kaons is via momentum measurement together with the time of flight and/or dE/dx measurement. While with CERES setup the former is accomplished with the TPC, the time of flight measurement of the latter is not possible and the dE/dx resolution is not sufficient for a direct reconstruction. Therefore charged kaons can be reconstructed and identified only via their decay.

Dominant decays of $K^+$ ($K^-$ decays are just charge conjugates) are listed in the table 4.1. The only decay with branching ratio larger than 1% that goes entirely into charged particles is the decay into 3 charged pions. The most probable decay ($K^+ \rightarrow \mu^+ + \nu_\mu$) involves neutrino and therefore could be only observed as a kink on the track and would have to happen inside restricted part of the active volume of the TPC to allow the reconstruction of the track of the incoming kaon and outgoing muon. Although possible, such a configuration of the tracks inside the CERES TPC would require separate track finding procedure and would suffer from the shape of the magnetic field.

The analysis presented in this thesis describes the reconstruction of charged kaons via their decay into 3 charged pions.

Although the multiplicity of $K^+$ per rapidity unit at mid rapidity mea-


<table>
<thead>
<tr>
<th>decay mode</th>
<th>branching ratio [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu^+\nu_\mu$</td>
<td>63.44 ± 0.14</td>
</tr>
<tr>
<td>$\pi^+\pi^0$</td>
<td>20.92 ± 0.12</td>
</tr>
<tr>
<td>$\pi^+\pi^+\pi^-$</td>
<td>5.59 ± 0.031</td>
</tr>
<tr>
<td>$\pi^0\pi^0\nu_e$</td>
<td>4.98 ± 0.07</td>
</tr>
<tr>
<td>$\pi^0\mu^+\nu_\mu$</td>
<td>3.32 ± 0.06</td>
</tr>
<tr>
<td>$\pi^+\pi^0\pi^0$</td>
<td>1.76 ± 0.024</td>
</tr>
</tbody>
</table>

Table 4.1: Dominant decays of the $K^+$'. Rest of the known decays are below 1\% level [27].

sured by other experiments [33, 48] is rather large of $dN/dY \sim 30$, small branching ratio, large decay length ($\langle r \rangle \sim 15$ m in the lab coordinates) and narrow acceptance of the CERES setup imply strong suppression factors and require a careful reconstruction procedure.

4.2 Reconstruction strategy

As mentioned in the previous chapter, only the TPC information is used to reconstruct the charged kaons via their decay into 3 charged pions. This decision was based on the fact that most of the kaon decays happen behind the first SiDC and therefore TPC - SD matching would have to be applied in the anti-matching mode (to suppress the tracks coming from the primary vertex) as most of the pion tracks originating from the kaon decay should not match to a SiDC track. However, as a large fraction of the pions have momentum below 1 GeV/c, random miss matches would be unavoidable what would yield to suppression of the signal. Also - from the point of the simulations, it is difficult to reproduce the SD - TPC anti-matching resulting in increase of the total systematical error. For this reasons it was decided to use the TPC information only.

4.2.1 Data and event selection

Data selection was made both on the level of selecting the events with required properties (centrality, separation to other events etc.) and analysis cuts - together with phase space cuts.

Main part of the event selection cuts apart from the cuts applied during the data taking consists of the beam and trigger cuts, centrality cuts and multiplicity in the TPC.

First cut on the event selection comes from the beam triggers BC1 and
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BC2. Their signal distributions were calibrated during the step0 production to be centered at 0 and their width equal to $\sigma = 1$. The cut was placed at $B = \pm 4$ in the following way to account for double events [49]:

$$BC1 \times BC1 + BC2 \times BC2 \leq 4 \times 4 \quad (4.1)$$

To prevent overlapping events in the TPC a cut on the time to preceding and following interval is necessary. Already during the data taking this cut of $\Delta t = 1 \mu s$ was applied to all events, with the exception of the first few data units, what can be seen in the Fig. 4.1. During the analysis a cut value of $\Delta t = 1 \mu s$ was applied to account for this missing cut.

![Figure 4.1: Time to the previous (left) and time to the next (right) event. The cut value of 1 \mu s applied during the data taking to the most of the events is clearly visible.](image)

4.2.2 Centrality and multiplicity

An intuitive way to define the centrality is via the impact parameter $b$ which is defined as transverse distance of the centers of the two colliding nuclei. However it is not directly measurable and one needs to find a different method based on a measurable observable that can be related to the impact parameter.

One possibility is to use a Zero Degree Calorimeter (ZDC) to measure the spectators of the collision directly and then use some model to relate the measured values to the impact parameter.
Another possibility is to assume that the energy dissipated in the collision reflected in the total multiplicity is a measure of centrality. This approach was used in CERES experiment. The nearly linear response of the Multiplicity Counter (MC) to the number of tracks within its acceptance allowed for multiplicity measurement.

The centrality (in %) is defined as a fraction of the geometrical cross section defined from minimum bias events as follows:

\[
f_{\sigma}(M) = \int_{M}^{M_{\text{MAX}}} \frac{n(M)}{N} dM \tag{4.2}
\]

where \( f_{\sigma}(M) \) is the fraction of the geometrical cross section for a given cut on the multiplicity \( M \), \( n(M) \) is number of events with given centrality \( M \) and \( N \) is the total number of events in the minimum bias sample.

It is important to realize that to measure the centrality one does not have to measure the total multiplicity. Still a reasonable coverage is needed to minimize the statistical fluctuations of the number of tracks.

In CERES the multiplicity was measured by the Multiplicity Counter, the TPC and the SD. For this analysis a cut on calibrated MC centrality of 7\% was applied. The MC centrality and the correlation of the MC and TPC centrality before the event cuts are shown in 4.2.

TPC multiplicity before and after trigger and MC centrality cuts is shown in 4.3. To suppress the possibility of two events overlap an upper cut on the TPC multiplicity of 500 was applied.

In total 24.3M events were accepted for the analysis from the total 31.7M events.

### 4.2.3 Analysis cuts

To reconstruct the charged Kaons from the CERES data one could - at least from principle point of view - make 3 particle combinations and carefully subtract background obtained via mixed event technique. However practically it is not possible as 3 track combinations would yield into \( \sim 10^6 - 10^7 \) combinations per event with total computing time of several years and signal to background ratio of \( S/B \sim 10^{-7} - 10^{-8} \).

To overcome this technical problem rather strong cuts need to be applied already at the single track level to decrease the combinatorial background while keeping the kaon signal. The analysis cuts include in addition to single track cuts also pair cuts and cuts on 3 particle combinations (triplet cuts).
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Figure 4.2: Left: MC centrality. The structure of the distribution reflects different settings of the centrality trigger during the data taking. The red line shows the cut value of 7%. Right: The TPC versus MC centrality.

Figure 4.3: TPC multiplicity before (left) and after event selection and centrality cuts (right).

4.3 Analysis cuts

In this part a brief description of the analysis cuts is given. The values of the cuts are mentioned, but more detailed discussion on their values is shown in the chapter dedicated to Simulations (see Sect. 5).
4.3.1 R0 cut

The R0 cut is the most powerful cut for the combinatorial background suppression. It is a cut on the transverse distance of a TPC track in the event vertex plane (see Fig. 4.4). TPC tracks of most of the primary tracks produced during the Pb+Au collision in one of the target discs point back to event vertex in the transverse plane within a few cm. Cutting these tracks away suppresses most of the primary tracks and makes the subsequent 3 track combinations feasible. Of course this influences the kaons as well as there is a chance that one of the daughter pions will point close to the event vertex. As it will be shown in the Simulation chapter this cut suppresses practically all kaons decaying closer than 1.5 m to the event vertex.

The value of the R0 cut is computed as follows:

\[ R0 = \sqrt{Xline0^2 + Yline0^2} \]  

Figure 4.4: Schematic view of the CERES TPC and event vertex in the x,z plane.

4.3.2 Number of hits cut

The CERES TPC is readout-wise divided into 20 planes along the z axis. This means one track may have up to 20 TPC hits. Indeed the more hits the track has the better will be the determination of its parameters. In this analysis, a cut value of minimum 10 hits on track was required.
4.3.3 dE/dx cut

While the CERES setup was not dedicated to hadron physics and the particle identification, was concentrated on electron identification it is still possible to suppress most of the electrons and low momentum protons with a cut on the energy deposition in the TPC. This cut is momentum dependent. The main benefit is the suppression of the conversion $e^+ e^-$ pairs that occurs mainly in the RICH2 mirror and the front support wheel of the TPC.

4.3.4 $\Delta \phi R2M$ cut

This cut relates the azimuth angles of two tracks and it is based on the two basic facts. In the first place - the mass of 3 pions is only by $\sim 75$ MeV/c$^2$ smaller than the mass of the charged kaon. This implies that even rather modest boost of $\beta \gamma \sim 5$ the 3 pion tracks form rather narrow cone. Second important point can be seen in the Fig. 4.5. Thanks to the fact that kaons decay far from the primary event vertex (target) the $\Delta \phi R2M$ is smaller than the $\Delta \phi L_{ocal}$.

\[ \Delta \phi R2M = \text{Abs}(\phi R2M_1 - \phi R2M_2) \]  \hspace{1cm} (4.4)
4.3.5 Secondary vertex quality cut

Once all the single and pair cuts have been applied all the remaining tracks are considered to be pions and are combined into triplets. To decide whether a given triplet is a good candidate all 3 tracks have to fulfill a criterion on their closest approach. As at this point still a rather large combinatorial background is present - simplified secondary vertex searching mechanism was used:

First - for all 3 possible 2 track combinations 3 two track vertices are found. For this purpose following parameterization of a track (straight line) is used:

\[ \vec{P} = \vec{A} + t \vec{s} \]  \hspace{1cm} (4.5)

where \( \vec{P} = (X_{Line0}, Y_{Line0}, 0) \) is defined as a point in the transverse plane at the \( Z = 0 \) (position of the event vertex in \( Z \) in the TPC coordinates), \( t \) is a parameter and \( \vec{s} \) is the slope vector which is defined via the track slopes in \( x,z \) and \( y,z \) plane called \( X_{Line1}, Y_{Line1} \).

Two track vertex (point of closest approach of the two lines in 3D) can be found analytically and is therefore very fast.

Once all 3 two-track vertices are computed the resulting 3 track vertex is obtained as a geometrical average of the 3 two-track vertices.

The quality measure of the secondary vertex is defined in following way:

\[ TDTV = \sqrt{(d_1^2 + d_2^2 + d_3^2)} \]  \hspace{1cm} (4.6)

where \( d_1, d_2, \) and \( d_3 \) are the distances of the 3 track vertices to each single track. However a simple cut on the TDTV proved to be improper as it led to different efficiencies in the data and the OMC (Overlay Monte Carlo simulations - see section 4.5.3), resulting in dependence of the final mid-rapidity yields on the cut value. Therefore slightly different approach was used.

First the \( maxDTV \) was defined as the maximum of the \( d_1, d_2, \) and \( d_3 \) as a function of kaon momentum in 1 GeV/c steps separately for data and OMC. To accomplish this a separate data run with a very weak TDTV cut of only 5cm was produced. The main idea was to suppress less than 1% of the kaons both in data and OMC by the TDTV cut. The resulting \( maxDTV \) distributions for both data and OMC were integrated and cut positions for values between 50% to 90% were identified and stored. The Distribution of \( maxDTV \) for both data and OMC as a function of kaon momentum is
shown in Fig. 4.6. Because of the large combinatorial background it was not possible to reconstruct the $maxD_{TV}$ distribution for the kaon momentum $p \in (1, 2)$ GeV/c. The resulting values for this bin were scaled from the next momentum bin based on the OMC.

![Figure 4.6: Max. DTV distributions for data (black) and OMC (red) as a function of kaon momentum from 0 to 12 GeV/c.](image)

### 4.3.6 Secondary vertex position cut

As mentioned before - the very first cut applied - the $R0$ cut together with the $\Delta\phi R2M$ cut suppress all kaons decaying closer than 1.5 m from the target what makes this value a very good candidate to suppress remaining random combinations without disturbing the signal. On the other hand it is reasonable to apply an upper limit on the kaon vertex as well, as the reconstruction of the pions with the secondary vertex inside the TPC magnetic field would suffer because of the improper back extrapolation of the tracks.
4.3.7 K0 cut

K0 cut is in its nature similar to the R0 cut mentioned above. The only difference is that it is applied to the reconstructed kaon which is required to point to the event vertex in the transverse plane.

4.4 Phase space cuts

In addition to the cuts described above a few more cuts were applied to assure that the phase space covered in data, Overlay Monte Carlo (OMC) and mixed event background are the same.

4.4.1 Min $p_T$ cut

One of the cuts that is usually applied is to suppress tracks below some value of transverse momentum. The reason for this is that low $p_T$ tracks (and for given rapidity low momentum tracks) suffer strongly from multiple scattering what is problem for the tracking on its own. Additionally this amplifies any imperfections in the chain of the simulations and may lead to problems on the level of correction factors that are obtained with the OMC. In CERES experiment values between 100 - 200 MeV/c have been commonly used. It was found that for values above 50 MeV/c this cut rapidly suppresses the signal what, as shown in the Chapter 5 lead to fluctuations of the final result and below this value the cut had very small impact. Based on these facts the final decision was not to apply this cut.

4.4.2 R380 versus $\theta$R2M cut

Acceptance in the polar angle $\theta$ of the CERES TPC is rather well defined for the primary tracks (coming from the primary vertex). Usually one applies a cut close to the edges of the acceptance where different edge effects make it difficult to fully reconstruct the behavior of the detector with the OMC. For the primary tracks are the R380 (radius at which the track enters the TPC what is at $Z = 380$ cm) and the $\theta$R2M essentially the same variables.

For tracks that have originated away from the event vertex are these two variables still correlated - but not sufficient enough to allow for edge effect suppression and consequent proper OMC description of the detector response with only one of the two. For this reason a combined cut was applied.
4.4.3 Min opening angle cuts

The main purpose of this cut is to take into account the finite two track resolution of the TPC. In other words - below certain opening angle - two tracks originating from the same point will not be resolved by the TPC. Even if this effect would be properly simulated with the OMC, still one unsolved issue would remain - the mixed event background. In the mixed event - two tracks coming from two different events will be recognized even if their opening angle is equal to 0.

Because of the reasons mentioned above cuts on the $\Delta \phi$ and $\Delta \theta$ are applied. Two charged tracks inside a magnetic field, depending on their charge are relative position, either open up or approach (and eventually cross) each other. As it will be shown in the chapter 5 these two configurations (named sailor and cowboy in [50]) require different cuts and are therefore treated separately.

4.5 Analysis chain

The analysis consists of the Monte Carlo (MC) simulations and data analysis. While the data are preprocessed and stored in the ROOT files in the step3c format, the MC has to be processed from the beginning.

The complete data/MC chain of the CERES simulation framework is composed of several separate subsequent programs with standardized input and output. These steps are as follows:

1. Generation of the signal tracks in form of txt files called 'user-input'.

2. propagation of these tracks by GEANT3 based program producing output in the RAWMC format.

3. Processing the GEANT output files with CERES analyzer code producing the data in the step2 format

4. Conversion of the MC data format from the step2 to step3c. At this point also the data analysis starts. Both data and MC analysis is done with the same program. Data and MC are after applying basic cuts that reduce most of the combinatorial background stored again in a ROOT tree in a step4 output format - a simple data class.

5. Final analysis stage subdivided into several small macros.
4.5.1 User-input

This section (together with GEANT transport and step2 analyzer) is relevant only for the MC production. The primary $K^+$ mesons are generated with Boltzmann distribution in transverse momentum with temperature $T = 230$ MeV and Gaussian distribution with a width $\sigma = 1.2$ in rapidity of $y \in (1.4,3.0)$ [51, 52].

Because of the low branching ratio of the $K^+ \rightarrow \pi^+\pi^+\pi^-$ and a very long lifetime of the kaon of $\tau = 3.71 \text{ m}$ only a very small fraction of kaons would yield into 3 pion tracks in the TPC in the subsequent steps of the MC chain. Therefore the decay of the kaon is computed at this stage so that the output file contains not the kaon tracks but the decay products (pions) themselves. The kinematics of the decay of $K^+ \rightarrow \pi^+\pi^+\pi^-$ is performed with the method of the ROOT [53] package TGenPhaseSpace. With subsequent geometrical cuts - namely requiring that the decay vertex of the kaon has to take place within $Z \in (0,450)\text{ cm}$ and that each of the decay products has to enter the TPC (defined by a cylinder with inner and outer radius) the efficiency of the subsequent steps in the MC chain improves dramatically. The $p_T$ vs. $y$ distribution within the selected rapidity range of kaons before and after geometrical cuts is shown in Fig. 4.7.

The fact that the kaon has a long lifetime smears the border between geometry factor and following reconstruction factor. The reason is that the geometrical cuts have to be slightly "loose" to assure that no artificial reduction of the TPC sensitive phase space is done. This approach yields into low apparent reconstruction efficiencies. To estimate the reconstruction efficiency a separate study was done in a very confined part of the phase space.

An important part of this first MC level is a generation of a calibration file that holds number of generated and (after geometrical cuts) accepted kaons in given predefined $[p_T, y]$ bins.

The binning of the phase space was after some iterations defined in a following way. The rapidity interval of $y \in (1.8,2.6)$ was divided into 8 bins with a width of 0.1 rapidity unit. Transverse momentum intervals were defined with width of 0.1 GeV/c up to $p_T = 1 \text{ GeV/c}$ and with a width of 0.2 GeV/c for the $p_T > 1 \text{ GeV/c}$.

The output files contain 3000 events each with 3 pions (decay products of one $K^+$) per event.

4.5.2 GEANT transport

Again - only for MC tracks produced in the previous step. During this step all tracks included in the "user-input" files are transported through the full
Figure 4.7: Distribution of kaon transverse momentum versus rapidity before (left) and after (right) geometrical cuts.

CERES setup. Output files contain data in the format of DIGI hits. The number of events per file remains the same as for the user-input files.

At this stage the interaction of the particles with the material of the detector is computed, as well as the decays of the particles. Subsequently the response of the read out electronics is simulated and stored in the output file.

4.5.3 Step2 analyzer

At this level of processing the MC input the decision is taken whether only the MC tracks will be further analyzed or they will be mixed with real RAW data to produce the Overlay Monte Carlo (OMC). This allows MC tracks reconstruction in a high track density environment which is present in the data analysis. In fact - the clean MC was only used for fast studies. All following results (if not stated otherwise) are produced with the OMC technique. Technically this means that the MC output of GEANT transport is mixed with a real raw data event on the level of electronic channels at the read out. To save storage and computing time only data hits in a given window around the MC hits are added. However it is important to realize that when analyzing the OMC, one looks only at the tracks that could be associated with GEANT input tracks.

The output of the Analyzer code is stored in ROOT files and has the same structure as the data at the step2 level.
4.5.4 Step2 and Step3c MC/OMC analysis

The output of the step2 can be directly analyzed. To access the MC tracks that were mixed with data tracks a dedicated matching procedure has to be executed both on the hit and track level. Finally a decision whether given MC track was properly reconstructed is based on the "purity" of the given track which is defined as the fraction of MC hits from the all hits that were assigned to the given track:

\[ P = \frac{n\text{Hits}_{MC}}{n\text{Hits}_{all}} \quad (4.7) \]

Purity distribution of the purity of pion tracks that originated from MC \( K^+ \) is in Fig. 4.8. The MC track is considered reconstructed if the purity \( P > 0.5 \).

![Purity distribution](image)

Figure 4.8: Purity of the reconstructed pion in the Overlay Monte Carlo.

Comparison of the reconstructed MC tracks and the original input GEANT tracks (or the "exact" tracks) is done on the level of the step2 while the full GEANT information about the MC tracks is still accessible. Because to run the step3c production of the full OMC of 9M \( K^+ \) events about 200 days of computing power (standard 3 GHz CPU PC) the basic GEANT information about the reconstructed MC tracks is stored.

Data analysis starts at this level as the CERES data are stored in the step3c format. As in the case of the MC, the data analysis made at this level is very basic and kaon candidates are stored after basic cuts and the
final selection is made during the next step. The time needed to process the step3c data is comparable to full OMC step3c analysis.

4.5.5 Step4 analysis

The main advantage adding one more step to the total analysis chain was to improve the flexibility of the data analysis. After the basic but powerful data reduction, the time required to run the whole data and OMC output of the step3c takes only about 15 minutes of CPU time.

During this stage the final cut studies are done and histograms with all single kaon or single pion based entries are filled and evaluated.

4.6 Invariant mass spectrum

The energy and the momentum of the reconstructed kaon is obtained from the sum of 3 pion 4-momentum vectors:

\[ E = E_1 + E_2 + E_3 \]  \hspace{1cm} (4.8)

\[ p = p_1 + p_2 + p_3 \]  \hspace{1cm} (4.9)

where \( p_i \) and \( E_i \) are measured momentum vectors and energy of the pions. The energy of the pion is obtained as \( E = \sqrt{m_0^2 + p^2} \), where \( m_0 \) is the rest mass of the charged pion. Invariant mass of the kaon is then obtained as:

\[ m_K = \sqrt{E^2 - p^2} \]  \hspace{1cm} (4.10)

To obtain the raw data results presented below all the analysis cuts were used. Their final values are shown in the Table 4.2. Evaluation of these cuts is given in the section 5.

The invariant mass spectra for \( K^+ \) and \( K^- \) integrated over all phase space are shown in Fig. 4.9.

4.7 Mixed event background

Thanks to a strong background suppression with numerous analysis cuts the \( S/B \) (signal-to-background ratio) was of around \( S/B \sim 10 \) with exception
<table>
<thead>
<tr>
<th>cut</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R0</td>
<td>&lt; 5 cm</td>
</tr>
<tr>
<td>NHits</td>
<td>&gt; 10</td>
</tr>
<tr>
<td>dE/dx</td>
<td>&lt; (250 + 47·p) for p &lt; 1.5 GeV/c</td>
</tr>
<tr>
<td></td>
<td>&lt; 320 for p &gt; 1.5 GeV/c</td>
</tr>
<tr>
<td>ΔφR2M</td>
<td>&lt; 0.3 rad</td>
</tr>
<tr>
<td>TDTV</td>
<td>&lt; 80%</td>
</tr>
<tr>
<td>VertexZmin</td>
<td>= 150 cm</td>
</tr>
<tr>
<td>VertexZmax</td>
<td>= 370 cm</td>
</tr>
<tr>
<td>K0</td>
<td>&lt; 4 cm</td>
</tr>
<tr>
<td>ΔφLocal</td>
<td>&gt; 0.07 (0.12) rad</td>
</tr>
<tr>
<td>ΔθLocal</td>
<td>&gt; 0.02 rad</td>
</tr>
</tbody>
</table>

Table 4.2: Default values of the analysis cuts.

![Figure 4.9: Invariant mass distributions of the K⁺ (left) and the K⁻ (right).](image)

of a few low $p_T$ bins. Under such conditions can be the estimation of the background - although still necessary - done in a more relaxed way.

To estimate the shape of the combinatorial background the mixed event technique was used. The fact that the kaons were reconstructed from 3 daughter particles allowed in principle 2 different approaches. First - taking each particle from different event (1₁⁺1₂⁺1₃) or taking two particles from one event and the third particle from second event (2₁⁺1₂). For the final analysis
the second method was chosen. Opposite charged particles were taken from first event and the third particle from a second event. Such an approach allowed to describe (up to some extend) possible two particle correlations that would be present in the same event combinatorial background.

To produce sufficient amount of mixed event background such that it would not significantly contribute to the statistical error on the signal extraction 5 events were mixed at a time. The selection of the events for the mixed background production were the same as the selection of events for the same event analysis.
Chapter 5

MC Simulations

5.1 Introduction

To be able to compute the absolute number of kaons out of the raw data yields a knowledge of the efficiency of the experimental setup is needed. As this can not be obtained with the data analysis itself a separate approach in which an "absolute" knowledge of the processes is known has to be applied. The complexity of the experimental apparatus does not allow to compute efficiency factors analytically and therefore a dedicated Monte Carlo simulation program is used.

The efficiency correction factors can be divided into two basic parts - the geometrical acceptance and the reconstruction efficiency. Geometrical acceptance is in principle much simpler and is defined by the geometrical shape of the detector. The reconstruction efficiency involves detailed simulation of the response of the detector and as such can be further divided into separate factors.

The basis of the reconstruction efficiency is the single track efficiency. Reconstruction efficiency for the kaon is more complicated for two reasons. First, the kaon decays far from the target what adds one more variable to the phase space (apart form $p, \phi, \theta$) that would have to be explored to evaluate all edge effects. Second, the kaon reconstruction efficiency is composed of 3 track efficiencies what would "smear" the clear edge effects. For this reason the efficiency corrections were made on the level of kaons in the transverse momentum and rapidity bins. Still, the single track efficiency remains one of the main measures of the detector performance.
5.2 Single track efficiency

The estimation of the single track efficiency can be done in several ways and depending on the assumption the resulting numbers will change. Here described TPC single track efficiency was done in a "puristic" way. The aim was to estimate the efficiency as a function of the track momentum and azimuth angle far from all possible edge effects.

Following setting were used to generate the pion MC tracks:

- random distribution in $\phi$ (azimuth) angle.
- fixed polar angle of $\theta = 0.18$ rad.
- 45 different $p$ (momentum) values with binning of 0.1 up to $p = 1$ GeV/c, 0.2 for $1.0 < p < 5.0$, and 0.5 for $5.0 < p < 10.0$ GeV/c
- 10,000 pions were generated for each momentum bin

After standard transport with GEANT based application the MC track were processes as an Overlay MC with step2 analyzer. Requirement on 7% centrality for the underlying data event was applied. To be able to estimate the effect of the detector performance itself also a clean MC was produced. In both cases 15 MC hits on reconstructed track were required.

Resulting single track efficiency as a function of momentum angle is shown in Fig. 5.1. Tracking efficiency for the pion tracks with momentum larger than 1 GeV/c the tracking efficiency is about $\epsilon = 95.7\%$. When compared to the single track efficiency obtained with the clean MC (Fig. 5.2) the difference of about 1.3% can be assigned to the effect of high track density environment in the central Pb+Au collision. The clean MC single track efficiency shows the tracking efficiency of the TPC itself.

Fig. 5.3 shows the single track efficiency for tracks with momentum $p > 1$ GeV/c as a function of the polar angle. Clearly visible is the structure of the TPC read out. The large dip at $\phi = -3.3$ rad is caused by one inactive raw of read out cards during the data taking.

5.3 Cut study

The reconstruction of charged kaons presented in this thesis is based on series of cuts as they were shortly presented in chapter 4.2. Here the single cut distributions in data and OMC and development of the shape of the invariant mass spectrum in data and efficiency of these cuts in OMC are
Figure 5.1: TPC single track efficiency as a function of momentum in OMC.

Figure 5.2: TPC single track efficiency for clean MC as a function of momentum.
Figure 5.3: TPC single track efficiency for tracks with momentum $p > 1$ GeV/c as a function of azimuth angle.

presented. In all the following cut distributions the actual cut value is shown as a red line.

The following invariant mass spectra include all phase space covered by the TPC. Each subsequent cut study includes the previous cuts. Please note that because of the very high combinatorial background the number of data events is different for each cut starting at only one data event (no cuts applied) up to 21M events (all cuts applied). Because of this reason the number of entries in the data invariant mass distributions are not directly comparable. The efficiencies of the cuts are summarized at the end of the chapter.

5.3.1 No cuts applied

Without applying any analysis or phase space cuts practically the only component of the kaon invariant mass distribution are random 3 particle combinations. The kaon invariant mass distribution is shown in the Fig. 5.4.
5.3 Cut study

Figure 5.4: Invariant mass distribution in the data (left) and OMC (right) without any cuts applied.

5.3.2 R0 cut

The first cut applied is the cut on the transverse distance of single tracks to target. The R0 distribution in the data and OMC is shown in Fig. 5.5. This cut results into very large background suppression, but suppresses about 50% of the signal as well. As any single particle cut, this cut comes with a third power. In other words - if one of the 3 pions does not pass the condition - the kaon is rejected. The shape of the invariant mass after this cut is shown in Fig. 5.6.

Figure 5.5: R0 distribution for data (left) and OMC (right). Red line represents the cut value.
Figure 5.6: Invariant mass distribution after RO cut. Data (left) OMC (right).
5.3.3 NHits cut

Minimal cut value on the number of hits on the track is applied already during step2 production where a track is accepted only if it has 7 or more hits. Final cut value on number of hits of $N_{\text{hits}} \geq 10$ was chosen to obtain tracks with properly estimated track parameters. As shown later the number of hits on track is rather well, but not perfectly described in the OMC what also had an impact on the final value of the cut. The distribution of NHits is shown in Fig. 5.7. Invariant mass distribution both for data and OMC after this cut is shown in Fig. 5.8.

Figure 5.7: Distribution of the number of hits for data (left) and OMC (right).

Figure 5.8: Invariant mass distribution after NHits cut. Data (left), OMC (right).
5.3.4 dE/dx cut

This cut relies on the fact, that especially for low momentum tracks the
difference in the energy loss of a pion and an electron is large enough to
apply a momentum dependent cut which allows to suppress many of the
conversion electrons and positrons that are produced in the R2M and in the
front support wheel of the TPC.

However before this cut can be applied the simulated dE/dx losses need
to be scaled to the data. This is accomplished in a following way. Both
measured and simulated dE/dx losses are fitted around the maximum as a
function of momentum (in 0.2 GeV/c bins) and positions of the maxima of
the dE/dx distributions are extracted. Subsequently the correction factors
are obtained as a ratio of the obtained pion dE/dx peak positions. The
resulting dE/dx correction factors (shown in bottom left panel in Fig. 5.9)
are then applied to the OMC. Only after this correction the dE/dx cut can
be applied.

The dE/dx cut removes very little signal but strongly suppresses the back-
ground in the low mass region. The resulting invariant mass distributions
are shown in Fig. 5.10.
Figure 5.9: Top left: $dE/dx$ distributions of positive single tracks in the Data after applying most of the analysis cuts. Electrons are clearly visible. Top right: $dE/dx$ for positive tracks in the OMC before correction. Bottom left: $dE/dx$ correction factors as function of momentum. Bottom right: OMC $dE/dx$ after applying the correction. Full lines - parameterized energy loss of a pions (black) and electrons (red). The blue line shows the $dE/dx$ cut.
Figure 5.10: Invariant mass distributions after dE/dx cut. Data (left), OMC (right).
5.3.5 $\Delta \phi$ R2M cut

Thanks to the geometry and kinematics of the kaon decay together with the R2M angle definition in the CERES experiment (as described before) the cut on the difference of the azimuth angle between two tracks allows to suppress the background further. The Fig. 5.11 shows the difference of the $\phi$ R2M angles between any 2 tracks from the triplet. The effect on the invariant mass distributions is shown in Fig. 5.12.

Figure 5.11: $\Delta \phi R2M$ distributions for the data (left) and OMC (right).

Figure 5.12: Invariant mass distributions for the data (left) and OMC (right) after $\Delta \phi R2M$ cut.
5.3.6 Kaon vertex quality cut - TDTV

The TDTV cut fully relies on the TPC tracking capabilities. It is a powerful triplet cut and suppresses about 90% of the background. Only after this cut the signal peak emerges from the combinatorial background. Simplified representation of the application of this cut is shown in Fig. 5.13. The actual value of the cut is momentum dependent as described in 4.3.5. Invariant mass distributions after this cut are shown in Fig. 5.14.

Figure 5.13: TDTV distributions for the data (left) and OMC (right).

Figure 5.14: Invariant mass distributions for the data (left) and OMC (right) after the TDTV cut.
5.3.7 Kaon vertex position

As already mentioned the R0 cut together with ΔφR2M cut suppress nearly all the kaons with secondary vertex position in Z below 100 cm (see Fig. 5.15). The lower cut value of Z = 150 cm suppresses very little signal while suppresses remaining random background combinations. The upper value of the cut at Z = 370 cm excludes kaons decaying inside the TPC magnetic field where the track parameters reconstruction would be incorrect as the tracking software of the CERES TPC assumes the track has passed the whole magnetic filed. The sharp edge of the OMC kaon vertex Z distribution is caused by the cut applied during the user-input generation. The invariant mass distributions after VertexZ cut are shown in Fig. 5.16.

![Figure 5.15: Distributions of the Z component of the reconstructed kaon secondary vertex for the data (left) and OMC (right).](image1)

![Figure 5.16: Invariant mass distributions after the VertexZ cut for the data (left) and OMC (right).](image2)
5.3.8 K0 cut

K0, or transverse distance of the reconstructed kaon to the target allows to suppress most of the remaining random combinations. The "true" kaons are requested to point to the primary vertex. The width of this distribution reflects the tracking resolution of the TPC and the method applied. At this stage the shape of the K0 distribution in the left panel of the Fig. 5.17 clearly shows the "true" kaons and combinatorial background component. Invariant mass after the K0 cut is shown in Fig. 5.18.

Figure 5.17: K0 distributions for the data (left) and the OMC (right).

Figure 5.18: Invariant mass distributions for the data (left) and the OMC (right) after the K0 cut.
5.3.9 Opening angle cut

To account for the final two track resolution of the TPC the minimal angle for each pair of two tracks was required. In reality - it is not only the angle between two tracks that is limited by the resolution - also the distance of the two tracks inside the TPC matters. Because the range of the kaon secondary vertex was approximately 150 - 400 cm one would expect the dependence of the minimal opening angle between two tracks.

In our case not directly the opening angle was used, but rather the differences in the azimuthal ($\Delta \phi$) and polar ($\Delta \theta$) angles separately. The distribution of these two angles for two topologies (sailors and cowboys) for both data and OMC for 3 bins in the secondary vertex of the kaon are shown in Fig. 5.19.

The full data statistics did not allow precise estimation of the cut and therefore the cut values were estimated with the OMC.
Figure 5.19: $\Delta \theta_{\text{Local}}$ versus $\Delta \phi_{\text{Local}}$ for: 1. row: data cowboys, 2. row: OMC cowboys, 3. row: data sailors and 4. row: OMC sailors. Columns represent 3 bins in kaon secondary vertex $Z \in (150, 250, 320, 400)$. Red lines represent the cut values. Only same charge (positive) pairs were used.
5.3 Cut study

5.3.10 R380 versus $\theta$Local cut

This cut is an analogy to the cut on $\theta$R2M (polar angle) cut for tracks that originate from primary vertex. It was shown in previous CERES data analysis [43, 44, 50] that an upper and lower limit has to be applied on the polar angle as for track with $\theta$ close to the edge of the acceptance the description of the OMC does not reproduce the data well anymore. The main reason for this effect are the regions close to the inner/outer radius of the TPC where edge effects are hard to describe in full detail.

Because the kaon decays at large distances from the event vertex and its decay products do not point to the event vertex a cut on the polar angle only is not an optimal solution. Therefore a two dimensional cut - radius at which the track enters the TPC (named R380) versus the local polar angle - was introduced. In the Fig. 5.20 the regions at small and large R380 where the reproduction of the Data with the OMC is not good can be clearly seen.

Figure 5.20: $\theta$Local angle of a single track versus the radius at the entrance to the TPC. The data shown is the ratio of (Data-MixBG) to scaled OMC; so the expected value of the ratio is 1. The blacks line show the cut position.
5.3.11 Summary

Overview of the effects of the cuts on the combinatorial background in the data and signal in the OMC is presented in Fig. 5.21. The total background suppression of $\sim 10^8$ is a rather impressive number. However along with a strong background suppression also a suppression of the reconstructable signal by a factor 4 was unavoidable.

Figure 5.21: Efficiency of the analysis cuts for the combinatorial background in the data (upper blue bands) and signal in the OMC (lower red bands). The effects of the cuts accumulate from the top (no cuts applied) to bottom (all cuts applied).
5.4 Cut Study II

5.4.1 Cut distributions

The comparison of the data with the OMC can be done in several ways. Although it is not possible to reconstruct with the OMC all cut distributions and compare them with data (because of small S/B ratio in the data), it is possible to plot these distributions after the cuts were applied.

Fig. 5.22 shows the comparison of the cut distributions between data and OMC for 6 of the cuts. The OMC (red) distributions were scaled to data (black) via integral. The comparison of the dE/dx distributions is shown as a ratio of the \((Data - MixedBG)/OMC\) where the OMC was scaled to the data so the expected ratio is 1.

Overall the agreement is good with a slight exception of \(nHits\) cut. Although the level of disagreement between the Data and OMC is similar, the impact of the disagreement (as shown in the next section) is much stronger for the cut on the number of hits. The reason is that it is a single track cut and even a small disagreement becomes very apparent. For this reason the value of the cut was set to 10.

5.4.2 Cut stability

The value of each given cut is not only determined via optimizing the significance of the signal, but also by the stability of the given cut. To study the influence of the single cut variation on the final \(dN/dΓ\) \(Γ=0\) one cut at a time was varied around its default value while the rest of the cuts were kept at their default values.

The results for \(K^+\) and \(K^-\) are presented in Fig. 5.23 and 5.24. Cut values marked by the arrows have been placed at points where the signal is stable with the exception of the maximum position of the kaon vertex \(Z\). Here the cut value was constrained from the upper side by elimination the decays inside the TPC magnetic field which starts at around \(Z = 380\) cm. Further study could shed some light on this issue.

5.4.3 Peak extraction efficiency

To extract the peak 3 different signal extraction procedures were applied:

- **ver.1**: Fit of the spectra with a Gauss function plus a polynomial of 4th order.
Figure 5.22: Comparison of the cut distributions for data (black) and OMC (red) in the order from top-left to bottom-right: R0, Number of hits on track, dE/dx as a function of pion momentum, ΔφR2M, Z component of the secondary vertex and K0.

- **ver.2**: Fit of the spectra after mixed event background suppression with gauss function only. The number of entries in the invariant mass distribution is obtained from the fit function. This method was used to obtain the final $p_T$ spectra.

- **ver.3**: Sum of the spectra after mixed event background suppression - the range of the sum was defined by a fit with gauss function.

Because the shape of the signal is not a perfect Gaussian a correction factor was applied via comparison of an integral of the fit function within a 2 σ that should include 95% of the signal with content of the peak in the OMC. In most cases the correction was around 5%. The same approach was applied to summing of the OMC and data spectra. But to be able to apply this approach the shape of the OMC invariant mass spectra needs to reproduce the shape of the invariant mass in data. Comparison of the data
Figure 5.23: \(K^+\): Cut stability check for 9 basic cuts. Different symbols present different signal extraction methods: fit of data with gauss + polynomial (blue \(\nabla\)), fit of the signal after mixed event background subtraction with gauss only (green \(\Delta\)) and sum of the data after mixed event background subtraction (red ■). Arrows represent the default cut values.

spectra to scaled (via integral) OMC spectra summed with scaled mixed event background is shown in Appendix A.
Figure 5.24: $K^{-}$: Cut stability check. Symbols present different signal extraction methods (see Fig. 5.23).

5.4.4 Fit parameters

Another important comparison of the data and QMC are the fit parameters of the signal extraction - the mean value and the sigma. The mean value is the reconstructed invariant mass of the kaon and can directly be compared to the PDG value of $m_{K^+} = m_{K^-} = 493.677 \pm 0.016$ MeV/c^2 [27]. The width of the distribution reflects the resolution of the momentum measurement.

The distributions of the mean value and the width as a function of $p_T$ for all rapidity units are shown in Fig. 5.25. The agreement between data $K^+$ and $K^-$ is rather good what implies good quality of the charge symmetry in
the reconstruction.

While OMC and data value of the mass of the kaon agree very well and in the low $p_T$ the agreement with PDG value is very good, the slope of the $p_T$ dependence is very pronounced and shows a clear dependence on the rapidity. This can be explained by the bias in the momentum reconstruction. The momentum reconstruction is based on measurement of a radius of a track in the magnetic field. While for low momentum tracks the error on the radius will yield approximately in symmetrical distribution of the momentum resolution, for the high momentum tracks (tracks with a shape close to straight line) the reconstructed momentum is on average larger than the true momentum of the track.

The extracted width of the kaon invariant mass shown in the lower part of the Fig. 5.25 shows only minor dependence on the $p_T$, but increases rather strongly with the rapidity. This effect is assigned to relative momentum resolution which deteriorates with the momentum of the track.
Figure 5.25: Comparison of mean value and width of the $K^+$ invariant mass fit. Upper part: Mean value of the fit for data $K^+$ (black ◦), data $K^-$ (red ◇) and OMC $K^+$ (blue ▲). The red line indicates the PDG value of the mass of $K^+$. Lower part: Extracted width of the invariant mass peak. Please note the fixed range of the distributions in both cases.
Chapter 6

Final results

Once the correction factors obtained with the help of OMC are known, the corrected results can be produced. The signal extracted in \( p_T \) - \( y \) bins is used to obtain the \( p_T \) distributions. Further analysis of the \( p_T \) spectra is than used to obtain the rapidity spectra and the mid-rapidity yield.

Before the obtained results can be compared to other existing measurements or theoretical predictions the systematical error has to be estimated.

6.1 Raw yield

Very basic result that shows the shape of the invariant mass for the whole \( p_T-y \) phase space can be used to estimate the total number of kaons reconstructed and gives the impression of the shape of the signal and the background. The integrated invariant mass distributions of \( K^+ \) and \( K^- \) are shown in Fig. 6.1 together with scaled mixed event background. In total approx. 102k \( K^+ \) and 55k \( K^- \) reconstructed in 24,3 million Pb+Au 7% most central events.

Important for the stability of the analysis is very good description of the shape of the invariant mass distribution by the Monte Carlo simulations. That this condition is fulfilled rather well can be seen in the Appendix A where invariant mass spectra of the \( K^+ \) in \([p_T, y]\) bins together with scaled mixed event background and scaled OMC signal are shown.

The shape of the invariant mass distribution (when compared to the Gaussian function that was used for the signal extraction) shows more pronounced tails and slight shoulder on the right side of the peak. This feature is rather well described with the OMC and is assigned to non symmetrical distribution of the momentum reconstruction.

The slight excess of the mixed event background over the same event background in the low mass region is pronounced only in the low \( p_T \) region
Figure 6.1: Integrated invariant mass distribution of the $K^+$ (left) and $K^-$ (right). The red line shows the estimation of the combinatorial background with the mixed event technique. Total amount of the reconstructed kaons is quoted.

of the signal and is assigned to remaining particle correlations that are not present in the mixed event background like Coulomb interaction, etc.

6.2 Transverse momentum spectrum

Corrected transverse momentum spectra for $K^+$ and $K^-$ are shown in Fig. 6.2 and Fig. 6.3 respectively. The correction factors obtained with the OMC are shown in Fig. 6.4.

The lowest $p_t$ points for which correction factors lies on a very steep slope were not included in the fit.

To estimate the yield per rapidity unit an extrapolation procedure of the spectra towards the $p_T = 0$ GeV/c was necessary. The commonly used method based on fitting the spectra with Boltzmann function was employed. The choice was based on the fact that it is the simplest approximation of the shape of the $p_T$ spectra and depends only on two parameters - yield and temperature, where the temperature parameter is directly related to the temperature of the thermal source in $p_T$ and describes the slope of the spectra.

More elaborated approaches (as later mentioned Blast wave model) take
into account another physics effects that are present in the $p_T$ spectra as for example transverse and longitudinal flow. However - to obtain reliable fits with these models good quality of the data especially at low $p_T$ is required.

Commonly known form of Boltzmann function is following:

$$\frac{dN^2}{dp_Tdy} = A \cdot p_T \cdot \exp \left(-\frac{\sqrt{m_T^2 + p_T^2}}{T}\right)$$  \hspace{1cm} (6.1)

where $A$ is scale and $T$ is temperature. This form is not optimal for the data fitting because the integral - the total yield - depends on both parameters and so does the error of the integral. The formula can be transformed such that the scale parameter is divided into two parts: the total yield $N$ and the temperature dependent factor $1/C(T)$ which can be found via integration:

$$C(T) = \int_0^{\tilde{p}_T^{\text{max}}} p_T \cdot \exp(-m_T/T)dp_T$$  \hspace{1cm} (6.2)

The new form of the Boltzmann distribution is then:

$$\frac{dN^2}{dp_Tdy} = N \cdot \frac{p_T \cdot \exp(-m_T/T)}{[T(m_0 + T)\exp(-m_0/T) - T(m_T^{\text{max}} + T)\exp(-m_T^{\text{max}}/T)]}$$  \hspace{1cm} (6.3)

Now the integral $N$ and the temperature $T$ are directly the parameters of the fit. The remaining number introduced during the integration $m_T^{\text{max}}$ can be removed via limit:

$$\lim_{m_T^{\text{max}} \to \infty} T(m_T^{\text{max}} + T)\exp(-m_T^{\text{max}}/T) \to 0$$  \hspace{1cm} (6.4)

The final form of the Boltzmann distribution used for the fitting is following:

$$\frac{dN^2}{dp_Tdy} = N \cdot \frac{p_T \cdot \exp(-m_T/T)}{T(m_0 + T)\exp(-m_0/T)}$$  \hspace{1cm} (6.5)

Fig. 6.5 shows the temperature obtained from the fit for different rapidity bins. The dependence on the rapidity is rather strong and experiences rather unphysical decrease for the highest rapidity bins in the case of the $K^+$. While the shape of the temperature spectra for $K^+$ and $K^-$ seems rather large,
Figure 6.2: $K^+$ transverse momentum spectra in 8 rapidity bins ordered from the lowest (top left) to highest (bottom right). Data are fitted with Boltzmann function. Quoted values are integral, temperature, $\chi^2$/NDF and a factor F expressing the fraction of the integral carried out by the data points.
6.2 Transverse momentum spectrum

Figure 6.3: $K^-$ transverse momentum spectra in 8 rapidity bins ordered from the lowest (top left) to highest (bottom right). Data are fitted with Boltzmann function. Quoted values are integral, temperature, $\chi^2/NDF$ and a factor $F$ expressing the fraction of the integral carried out by the data points.
Figure 6.4: Geometrical (left), Reconstruction (middle) and Total (right) correction factors for all rapidity bins. Each rapidity bin is one row. Lowest rapidity bin is on the top, highest on bottom.
the bins where the most of the statistics is located agree within 10 - 20 MeV. Still the strongly pronounced dependence imply possible uncorrected systematical effects. In the section 6.5 will be shown that systematical error on the temperature is on the level of 10 - 20 MeV. The average value is around 220 MeV for $K^+$ and 215 MeV for $K^-$. These two values agree within the errors quoted.

Figure 6.5: Temperature of the Boltzmann fits for the $K^+$ (left) and $K^-$ (right) for 3 different signal extraction methods.
6.3 Transverse mass spectra

While \( p_T \) and \( m_T \) spectra are just a different representations of the same data, different properties are visible when both are displayed. In the \( m_T \) spectra the slope parameter of the spectra that is extracted as a temperature of the Boltzmann fit is most visible. Fig. 6.6 shows the \( m_T \) spectra for both \( K^+ \) and \( K^- \). The spectra were fit with exponential function:

\[
\frac{1}{m_T} \frac{d^2N}{dm_Tdy} = A \cdot exp \left( -\frac{m_T}{T} \right)
\]  

(6.6)

where \( A \) is a scale and \( T \) slope of the spectra. The \( m_T \) spectra served only as a check and are not used for further analysis.
6.3 Transverse mass spectra

Figure 6.6: Transverse mass spectra for the $K^+$ (up) and $K^-$ (down) for 8 rapidity bins.
6.4 Rapidity spectrum

Corrected rapidity distributions of the $K^+$ and $K^-$ are shown in Fig. 6.7. The errors shown are statistical only. Because the range of the rapidity covered by the measurement is rather narrow the shape of the rapidity distribution as well as the total yield in $4\pi$ can not be reliably evaluated. The spectra were fitted by a single Gaussian function. The values of the fit were used to evaluate the yields at mid rapidity.

![Rapidity spectrum](image)

Figure 6.7: Corrected yield spectra for the $K^+$ (blue ▲) and $K^-$ (red ●). The empty symbols indicate the reflected points around the mid rapidity. The errors shown are statistical only. The parameters of the Gaussian fit are quoted.

6.5 Systematic error estimation

To be able to evaluate the meaning and impact of the results the systematic error has to be estimated. Given the analysis procedure as described in the
chapters above the following main sources of the systematic errors were identified:

1. Peak extraction.
2. OMC correction.
3. Extrapolation of the $p_T$ spectra down to $p_T = 0$ GeV/c.

6.5.1 Peak extraction

The uncertainty of the peak extraction procedure has two main sources. One is the shape of the invariant mass peak and the other is the shape of the background below and in the vicinity of the invariant mass distribution. Although the Gaussian function used in 2 of the 3 signal extraction methods does not describe the shape of the signal perfectly the shape of the invariant mass is very well described with the OMC (as shown in Appendix A).

Three different peak extraction methods were used to estimate the systematical error of the peak extraction. In Fig. 6.8 the influence of the different signal extraction methods is manifested as the difference in the mean values of the reconstructed mid rapidity yields.

6.5.2 OMC correction

The price paid for the large background suppression is the number of cuts needed to obtain a clean signal. Careful estimation of the influence of different cuts on the final result is therefore obligatory.

To check the stability of the final result each cut was varied around its default position and the distribution of the resulting $K^+$ and $K^-$ yields at mid rapidity. The results are presented in Fig. 6.8. The $dN/dY|_{Y=0}$ distributions were fit around their maximum in the range $\pm 3$.

6.5.3 $p_T$ spectra extrapolation

The geometry of the CERES TPC together with the topology of the kaon decay did not allow to reconstruct the low $p_T$ kaons. The extrapolation of the $p_T$ spectra showed to be the main source of the systematical error of the final kaon yield.

Two different approaches were used for systematic error estimation, Boltzmann fits with fixed temperature and Blast-wave fits with fixed expansion velocity.
Figure 6.8: Mid-rapidity yield as a function of different cut combinations for 3 different signal extraction methods for $K^+$ (upper row) and $K^-$ (bottom row). Shift of the peak position reflects the influence of the different signal extraction procedures. The width of the distributions reflects the variation of the mid-rapidity yield for cut variations.
Blast-Wave [54] model predicts a double differential cross section for a
given particle species in the form:

\[
\frac{dN^2}{p_T \cdot dp_T dy} = A \int_0^{R_G} m_T \cdot K_1 \left( \frac{m_T \cos y_T}{T} \right) \cdot I_0 \left( \frac{p_T \sin y_T}{T} \right) r dr
\]  
\( (6.7) \)

where \( y_t = \tanh^{-1}(\beta) \), \( K_1 \) and \( I_0 \) are modified Bessel functions and \( A \) is a
normalization constant. \( R_G \) is the transverse geometrical radius of the source
at the time the particles decouple from the source.

The transverse velocity \( \beta_\perp \) can be parameterized according to a power low:

\[
\beta_\perp(r) = \beta_S \left[ \frac{r}{R_G} \right]^n \quad r \leq R_G
\]  
\( (6.8) \)

With this type of profile the numerical value of the \( R_G \) does not influence
the shape of the spectra but just the normalization constant. The parameters
that are extracted from the fit are then only the thermal freeze-out temperate and surface transverse flow velocity \( \beta_S \). Assuming uniform particle
density an average transverse expansion velocity can be obtained:

\[
\langle \beta_\perp \rangle = \frac{2}{2 + n} \beta_S
\]  
\( (6.9) \)

where \( n \) is the exponent from the equation (6.8).

The final form of the fitting function is then:

\[
\frac{dN^2}{p_T \cdot dp_T dy} = A_j \cdot m_T \cdot K_1 \left( \frac{m_T \cos y_T}{T} \right) \cdot I_0 \left( \frac{p_T \sin y_T}{T} \right) r dr
\]  
\( (6.10) \)

where \( y_t = \tanh^{-1}(\langle \beta \rangle) \). This formula can be easily rewritten for trans-
verse mass fits because of the relation of \( p_T \) and \( m_T \):

\[
p_T \cdot dp_T = m_T \cdot dm_T
\]  
\( (6.11) \)

In the following part the order parameter \( n \) was set to 1.

The two main parameters of the fit \( \beta_S \) and \( T \) are fixed by different part
of the spectra. While the \( T \) is the slope of the spectra as in the case of the
Boltzmann function, the \( \beta_S \) describes the behavior of the spectra in the low
\( p_T \) part and because of the missing phase space cannot be reliably estimated.
The estimation of the systematical error on the extrapolation of the $p_T$ spectra was done in the following way. Each $p_T$ spectrum was fitted with different fixed values of the parameter $\beta_S$ ranging from 0 to 1 (see Appendix B). Feasible range of $\beta_S$ was estimated with best populated rapidity bins as $\beta_S \in (0.2, 0.7)$. The value of this parameter obtained from a free fit was around $\beta_S = 0.45$ what compares well to existing results at top SPS energies [54]. Given the nature of the Blast-wave function only the lower limit of the $p_T$ spectra extrapolation could be estimated with this approach.

Another method was based on fitting the $p_T$ spectra with Boltzmann function with fixed temperature of 210, 220, and 230 MeV. While the fits with $T = 220$ MeV were very close to the nominal values the fits with 210 and 230 MeV were used as another source for upper and lower limit on the $p_T$ spectra extrapolation. As a final check all $p_T$ spectra were fitted separately with fixed temperature over a broad range to estimate the systematical error on the $p_T$ extrapolation bin by bin. Fit of the rapidity spectra with systematical errors only confirmed the systematical error estimation based on the previous methods.

6.6 Final errors

To estimate the total systematic error originating form the 3 main sources discussed above the possible correlations among them need to be considered. While the systematic error on the $p_T$ spectra extrapolation is predominantly guided by the range covered by the data and the extrapolation methods and is therefore assumed not to be correlated with the other two sources.

To estimate the systematical error from the signal extraction and OMC correction the results obtained in a systematical study presented in Fig. 6.8 were evaluated in a common way for all 3 signal extraction methods. The final systematical error was estimated as the RMS of the common distributions as shown in Fig. 6.9 and was estimated to 3% both for $K^+$ and $K^-$.

The final systematical errors of the yield at mid rapidity for $K^+$ ($K^-$) were estimated as follows:

- Signal extraction & OMC correction : 3% (3%)
- $p_T$ extrapolation: 5% (7%)
- total systematical error : 8% (10%)

The total systematical error was obtained as a sum of the two main components.
Figure 6.9: Cumulative distribution of the extrapolated mid-rapidity yields for the $K^+$ (left) and the $K^-$ (right). Each entry represents one particular cut combination. The mean value and the RMS are quoted.
6.7 Final spectra

After the systematical errors estimation the final rapidity spectra for the K$^+$ and K$^-$ are presented in Fig. 6.10 and Fig. 6.11, respectively. From the left part of the figures can be clearly seen that the systematical error dominates over the statistical error. As shown before, the main contribution to the systematical error is the extrapolation of the $p_T$ spectra.

The shape of the spectra can be described by a gauss distribution. The yield at $dN/dY = 0$ was extracted with fitting a gauss function to one side of the distribution with a fixed mean value $\langle Y \rangle = 0$.

Figure 6.10: Final K$^+$ spectra: Left: Statistical (black lines) and systematical (grey bars) errors. Right: Final spectra with total error bar. Quoted is the yield at mid rapidity and width of the Gaussian fit.
Figure 6.11: Final $K^-$ spectra: Left: Statistical (black lines) and systematical (grey bars) errors. Right: Final spectra with total error bar. Quoted is yield at mid rapidity and width of the Gaussian fit.
6.8 Comparison to other experiments

The data at the top SPS energy concerning the particle yields and particle ratios at mid rapidity are measured by NA44 [48], N49 [33, 55-58], NA57 [38, 59] and CERES [44]. While only NA44 and NA49 measured charged kaons, the comparison to K$^0_S$ measurements by NA57 and CERES can still be done.

Before comparison of the results presented to other experiments or theoretical predictions can be made, one has to assure that different systems and different centralities used in different experiments are scaled properly. The scaling of the results is based on the participant model also known as Glauber model [60-62]. The number of participants for different systems and centralities were obtained using the web interface implementation [63] of this model.

<table>
<thead>
<tr>
<th>experiment</th>
<th>system</th>
<th>centrality [%]</th>
<th>N participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA44, NA57</td>
<td>Pb+Pb</td>
<td>3.7</td>
<td>364</td>
</tr>
<tr>
<td>NA49</td>
<td>Pb+Pb</td>
<td>5</td>
<td>357</td>
</tr>
<tr>
<td>CERES</td>
<td>Pb+Au</td>
<td>7</td>
<td>336</td>
</tr>
</tbody>
</table>

Table 6.1: Number of participants obtained with Glauber model for top SPS energy for different systems and centralities.

All following comparisons will be made for the top SPS energy of 158 AGeV, therefore no scaling is needed to compensate for different CMS energies.

6.8.1 NA49 and NA44

NA49 is the only experiment that measured both K$^+$ and K$^-$ over a broad rapidity range at the top SPS energy. The reconstruction technique is based on the dE/dx measurements. The rapidity covered ranges from -0.2 to 1.8. The comparison of the rapidity distributions for K$^+$ and K$^-$ of NA49 and the results presented in this thesis is shown in the Fig. 6.12. Because of the slightly different system sizes (Pb+Pb versus Pb+Au) the NA49 points were scaled by factor 0.94 obtained with the Glauber model.

NA44 spectrometer was designed to measure one and two particle momentum distributions near mid rapidity. Because of the geometry the p$_T$-Y phase space is not smoothly populated. Each measurement at given momentum and polar angle of the particles measured results into a narrow window in the p$_T$-Y plane. The NA44 yields of K$^+$ and K$^-$ were scaled by a factor 0.92 (based on the number of participants).
Figure 6.12: $K^+$ (left) and $K^-$ (right) rapidity distribution comparison between NA49 (red) and this result (blue). The error bars show statistical and systematical errors added in quadrature for both experiments.

The yields at mid rapidity and widths of the data are shown in the Table 6.2.

<table>
<thead>
<tr>
<th>exp.</th>
<th>system</th>
<th>results</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA49</td>
<td>$K^+$</td>
<td>$27.8 \pm 0.3$ (stat) $\pm 1.5$ (sys)</td>
</tr>
<tr>
<td>NA44</td>
<td>$K^+$</td>
<td>$25.5 \pm 0.2$ (stat) $\pm 1.4$ (sys)</td>
</tr>
<tr>
<td>CERES</td>
<td>$K^+$</td>
<td>$31.8 \pm 0.6$ (stat) $\pm 2.5$ (sys)</td>
</tr>
<tr>
<td>NA49</td>
<td>$K^-$</td>
<td>$15.8 \pm 0.2$ (stat) $\pm 0.8$ (sys)</td>
</tr>
<tr>
<td>NA44</td>
<td>$K^-$</td>
<td>$14.2 \pm 0.5$ (stat) $\pm 0.9$ (sys)</td>
</tr>
<tr>
<td>CERES</td>
<td>$K^-$</td>
<td>$19.3 \pm 0.4$ (stat) $\pm 2.0$ (sys)</td>
</tr>
<tr>
<td>NA49</td>
<td>$K^-/K^+$</td>
<td>$0.566 \pm 0.008$ (stat) $\pm 0.04$ (sys)</td>
</tr>
<tr>
<td>NA44</td>
<td>$K^-/K^+$</td>
<td>$0.557 \pm 0.020$ (stat) $\pm$</td>
</tr>
<tr>
<td>CERES</td>
<td>$K^-/K^+$</td>
<td>$0.556 \pm 0.008$ (stat) $\pm 0.01$ (sys)</td>
</tr>
</tbody>
</table>

Table 6.2: Comparison of the results on charged kaons yields and ratio to yields of NA49 and NA44.

The errors on the results of all three experiments are dominated by systematical errors. Within the errors quoted the results of kaon yields of NA49 and CERES are consistent, although the role of the interpolation of the mid-rapidity yield should be considered. NA49 uses a double gauss fit to describe the flatter mid rapidity part of the spectra. To fit the CERES data only a single gauss fit was employed as rather narrow acceptance did not allow
for more detailed fit functions. Still, one could argue that some flatterings is visible close to mid rapidity, however, quantitative conclusions can not be drawn because of large errors. Still, a double gauss fit would yield somewhat smaller values at y=0 and consequently to better agreement between CERES and NA49.

The difference in yields between NA44 and CERES is at the level of 1.5 $\sigma$. Concerning the ratios all experiments agree very well.

### 6.8.2 Comparison of $K_S^0$ measurements from CERES and NA57

Because of the isospin symmetry between $u$ and $d$ quarks the yields of $K^+$, $K^-$, $K_S^0$ and $K_L^0$ can be compared in a simple relation.

$$N(K_S^0) + N(K_L^0) = N(K^+) + N(K^-)$$

(6.12)

Because the $K^0$ consists of 50% $K_S^0$ and 50% $K_L^0$ and in most experiments only $K_S^0$ are reconstructed the more common way to compare the Kaon yields is following:

$$N(K_S^0) = \frac{N(K^+) + N(K^-)}{2}$$

(6.13)

$K_S^0$ at top SPS energy were measured by CERES [44] and NA57 [59]. While the centrality used in the analysis of $K_S^0$ in the CERES is the same as the centrality of the analysis presented here, the NA57 data were taken at 3.7% centrality at Pb+Pb so their results and spectra are scaled by a factor 0.92.

The spectra of scaled charged kaons to CERES and NA57 neutral kaons are shown in Fig. 6.13.

<table>
<thead>
<tr>
<th>exp.</th>
<th>system</th>
<th>results</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA57</td>
<td>$K_S^0$</td>
<td>$28.0 \pm 2.2$ (tot)</td>
</tr>
<tr>
<td>CERES</td>
<td>$K_S^0$</td>
<td>$21.2 \pm 0.9$ (stat) $\pm 1.7$ (sys)</td>
</tr>
<tr>
<td>CERES</td>
<td>$(K^+ + K^-)/2$</td>
<td>$25.6 \pm 0.3$ (stat) $\pm 1.6$ (sys)</td>
</tr>
</tbody>
</table>

Table 6.3: Comparison of the results of scaled charged kaons yields to NA57 and CERES results on neutral kaons.

Comparing of the CERES results on charged kaons to NA57 yields in two observations. While the yields do agree within the errors, the shape of the
spectra is very different. Within the rapidity range common to both experiments the data point do partially agree although a systematical difference in the slope is visible.

Results of the charged and neutral kaons within CERES experiment disagree on the level of 1.5 $\sigma$. While the shape of the spectra is very similar, the absolute values differ by nearly 20%.

### 6.8.3 $K$ to $\pi$ ratios

To be able to compute the $K^+/\pi^+$ ($K^-/\pi^-$) ratios, first the number of pions at mid rapidity has to be estimated. This estimation was based on the NA49 measurement [33] of charged pions. The pion yields are scaled by a factor 0.94 based on Glauber model. Expected $\pi^+$ ($\pi^-$) multiplicities for CERES at mid rapidity are $dN/dY(\pi^+) = 160 \pm 10$ and $dN/dY(\pi^-) = 165 \pm 10$.

Using these values as an input together with measured mid rapidity yields of $K^+$ and $K^-$ results into following ratios:

- $K^+/\pi^+ = 0.199 \pm 0.02$
- $K^-/\pi^- = 0.117 \pm 0.014$

The errors quoted contain statistical and systematical errors added in squares.

Comparison to the existing data in the form of excitation function is shown in Fig. 6.14.
Figure 6.14: Excitation function of the $K^+/\pi^+$ (left) and $K^-/\pi^-$ (right). Result of this measurement is shown as (▲). Other data [64] [65] (AGS), [33] (NA49), [48] (NA44), [66] (PHENIX). The line presents the thermal model calculations [67].

6.8.4 $K^-$ to $K^+$ ratio

The main advantage of particle ratios is that large fraction of the systematical error cancel out - especially for charge conjugate ratios.

The $K^-$ to $K^+$ ratio as a function of rapidity is shown in Fig. 6.15. The fluctuations of the ratio are rather large. The systematical error was estimated via different signal extraction procedures. The value of the total $K^-$ to $K^+$ ratio was estimated with constant line fit: $K^-/K^+ = 0.556 \pm 0.008 \text{(stat)} \pm 0.01 \text{ (sys)}$.

The $K^-/K^+$ ratio as a function of $\sqrt{s}$ is shown in Fig. 6.16. The reason for the strong energy dependence at lower energies is the quark content of $K^+$ ($u\bar{s}$) and $K^-$ ($\bar{u}s$) and reflects the quark-to-antiquark ratio inside the fireball. While $K^-$ contains two quarks that were not present in the system prior to collision, the $K^+$ contains only one "new" quark. Also the production of the $\Lambda$ baryon ($uds$) competes with $K^-$ production, while the $\bar{\Lambda}$ ($\bar{u}\bar{d}\bar{s}$) is strongly suppressed because it contains 3 "new" quarks.
Figure 6.15: $K^-/K^+$ ratio as a function of rapidity.

Figure 6.16: Excitation function of the $K^-/K^+$ ratio. The line presents the thermal model calculations [67].
6.8.5 Thermal model

Fit of the thermal model to most of the existing data at the top SPS energy is shown in Fig. 6.17. The fit values of the two parameters temperature and baryochemical potential are: $T = 160 \pm 5$ MeV, $\mu_b = 240 \pm 18$ MeV.

The yields of charged kaons together with scaled charged pion yields can be compared to the thermal model prediction in the means of 3 particle ratios: $K^-/K^+$, $K^+/%$ and $K^-/%$.

![Graph showing ratios of hadron yields at mid rapidity compared with a thermal model fit at the top SPS energy. Full line shows the combined fit to NA44, NA57 and NA49 measurements.](image)

Figure 6.17: The ratios of hadron yields at mid rapidity compared with a thermal model fit at the top SPS energy. Full line shows the combined fit to NA44, NA57 and NA49 measurements. [67].

The comparison of the thermal model prediction to the measured yields is shown in the table 6.4

<table>
<thead>
<tr>
<th>ratio</th>
<th>TM fit</th>
<th>measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^-/K^+$</td>
<td>0.623</td>
<td>$0.556 \pm 0.008$ (stat) $\pm 0.01$ (sys)</td>
</tr>
<tr>
<td>$K^+/%$</td>
<td>0.221</td>
<td>$0.199 \pm 0.02$ (tot)</td>
</tr>
<tr>
<td>$K^-/%$</td>
<td>0.129</td>
<td>$0.117 \pm 0.014$ (tot)</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of the particle ratios to the fit value of the thermal model (global fit for NA44 + NA57 + NA49).

The differences between the thermal model fits and results on charged
kaons are about 3 $\sigma$ for the $K^-/K^+$ ratio. This is partially due to the small error of the measurement. Overall, as shown in Fig. 6.16 the thermal model describes the measured data of $K^-/K^+$ ratio rather well.

The measured $K/\pi$ ratios do agree with the thermal model prediction within the 1 $\sigma$ error. However, it should be mentioned that the same level of agreement is observed with results of NA44 and NA49. While the measurement of the $K/\pi$ ratios is dependent on the input of another experiment (NA49) and larger systematical errors could be argued, the $K^-/K^+$ ratio is a rather well defined measurement with small systematical errors.

It needs to be mentioned at this point that the current situation at the top SPS energy is somewhat complicated because as shown in [67], the thermal fits of the two separate data sets (NA44 + NA57 versus NA49) give somewhat different results. On the other hand the uncertainties of the experimental data do not allow for a strong conclusion on physics beyond the thermal model predictions.

### 6.9 Discussion

The main motivation for the analysis presented in this thesis was to provide a measurement of charged kaon yields based on a different method and therefore with different systematic error sources than the commonly used approach based on dE/dx and TOF measurements. Reconstruction of the charged kaons via their decay into 3 pions in the environment of a heavy ion collisions is rather unique approach and was up to now used only by NA35 [68]. The requirement for such a measurement is large statistics because the geometrical and reconstruction efficiency is rather low at about 4 (2.5) reconstructed $K^+$ ($K^-$) per 1000 central Pb+Au collisions. The main source of the systematical error of the kaon yields is the extrapolation of the transverse momentum spectra to $p_T = 0$.

The obtained results were compared to the existing experimental results at the top SPS energy in the terms of mid rapidity yields and particle ratios, as well as to a thermal model predictions. The values for the mid rapidity yields of $K^+$ and $K^-$ are partially consistent with NA49 and inconsistent with NA44 of the level of 1.5 $\sigma$. The shapes of the kaon spectra in CERES and NA49 agree rather well.

Comparison of scaled $K^+$ and $K^-$ yields to $K_S^0$ measurement is not consistent with CERES results on the level of 1.5 $\sigma$ and agrees rather well with NA57 result. However, the shapes of the spectra lead to very good agreement within the CERES results and strong disagreement between CERES and NA57 measurements.
The $K^-/K^+$ ratio is consistent with NA49 and NA44 measurements. The rather large variation of the yields of charged kaons obtained with CERES, NA49 and NA44 but on the other hand a good agreement of the $K^-/K^+$ ratios leaves a question mark on the possible underestimation of the systematical errors in different experiments. Rather conservative approach to the estimation of the systematical errors on the results presented in this thesis was used to minimize the risk of the underestimation of the systematical errors.

The difference on the $K^-/K^+$ ratio between the thermal model prediction and result presented here is approximately $3 \sigma$, but as mentioned before this does not represent a serious discrepancy in this case. The result on $K^+/\pi^-$ ratio is in agreement with existing data and the thermal model prediction. Because of rather large errors no strong conclusion can be drawn and the question about the $\sqrt{s_{NN}}$ dependence of the $K^+/\pi^-$ remains open.
Chapter 7

Fast TRD development

7.1 Motivation and requirements

One of the main tasks of the detectors in the particle physics experiments is identification of the particles produced in the collision. For different energies and particle species different techniques are applied. Usually an identification of electrons (and positrons) from the charged pions which make up about 85% of the particles produced in the collision is needed. On the other hand the electrons are often the probes for rare particles, so a high pion suppression of about 100 - 1000 is usually required.

There are several physics processes used for electron - pion separation. The most common are:

- Ionization losses in a gas chambers - this method usually does not give a very high separation and is limited to maximal momentum of 2 - 4 GeV/c because of relativistic rise of the energy losses of pions. For good performance rather large detectors are needed.

- Shower detectors in which the full energy of the electron is deposited (Electro-magnetical calorimeters - ECAL). This method is based on the fact that electron (event though it does not interact strongly) is very light what yields in large interaction cross sections. ((((Hadrons because of their large mass do not deposit a large fraction of their energy in the electromagnetic interaction and therefore produce shower only in the hadron-nucleus interaction. As the cross section of this process is rather small hadrons have to pass much more material to produce a shower - usually in a dedicated hadron calorimeter located behind the ECAL))

- Cherenkov radiation in a so called RICH (Ring Imaging Cherenkov) detectors - may yield very high electron - pion separation (pion sup-
pression by a factor 100 and more). At higher momenta (depending on the gas composition) 6 - 10 GeV/c muons and pions start to reach super luminal velocities (in the gas medium) and produce Cherenkov radiation as well.

- Transition radiation produced by a particle when crossing a boundary of two different dielectric media. Reasonable yields (of order of $\alpha$ per boundary crossing) and energies of the produced radiation (few keV X-rays) are reached only for ultra relativistic particles with $\gamma > 1000$. For electrons this means energies of 2 GeV/c and larger. For pions the threshold is around 100 GeV/c what is also an approximate limit for this method.

From the list above can be seen that none of the methods alone covers whole momentum range so usually more than one detector capable of electron pion separation is used when a precision measurements of rare probes (e.g. $J/\Psi$) should be done. For the CBM experiment three of the mentioned techniques - RICH, TRD and ECAL should serve to this purpose.

Apart from physics requirements the detector needs to fulfill many criteria to be suitable for the modern particle physics experiment. Large multiplicities and high interaction rates especially in heavy ion experiments demand very fast detectors with high granularity hand in hand with high detection efficiencies and low material budgeted (in terms of radiation length).

Different experimental conditions indeed imply a different design of a given detector. In the following chapters the development studies of a fast Transition Radiation Detector for a CBM (Compressed Baryonic Matter) experiment \cite{99} which will be a part of the future FAIR (Facility for Anti-proton and Ion Research) facility in Darmstadt and should come to an operation around 2015, will be discussed.

### 7.2 CBM experiment

CBM is a fixed target experiment which will study ion collisions with the beam energy range of 2 - 35 AGeV (GeV per nucleon).

In comparison to contemporary high energy particle experiments at the Relativistic Heavy Ion Collider (RHIC) at BNL and at the (future) Large Hadron Collider (LHC) at CERN which produce the matter with very high temperatures, but very low baryochemical potentials, the energy range of the CBM experiment allows to reach the highest baryon densities achievable nowadays in laboratory.
7.3 Basic properties of transition radiation and its detection

The main physics goal of the CBM experiment is to study the equation-of-state of nuclear matter under very high (energy) density. This includes the search for the phase boundary between hadronic and partonic matter, the critical endpoint and the search for signatures of the onset of the chiral symmetry restoration at high net-baryon densities.

The experimental observables are the yields and phase-space distributions of newly created particles and their correlations and fluctuations. The different particle species probe different stages of the fireball depending on their mass, energy, production mechanism, interaction cross sections and decay channels.

Particles containing heavy quarks are created in the early stage of the heavy ion collision. The charmed hadrons are of particular interest as the FAIR energies are close to the threshold for the charm-anticharm pair production. Therefore the yield and phase-space distributions of the charmed hadrons are expected to be particularly sensitive to the conditions inside the early fireball.

The CBM detector itself is supposed to allow to exploit the physics potential of nucleus-nucleus collisions at FAIR. Basic properties include large geometrical acceptance both for hadrons and leptons. A key feature will be the capability to perform measurements of the rare probes such as D-mesons and charmonium requiring high interaction rates up to $10^9$Hz. Multiplicities up to $\sim$1000 charged particles per gold-gold central collision are expected. Such conditions require unprecedented detector performance in terms of readout speed and radiation hardness.

A schematic view of the CBM setup is shown in Figure 7.1. Following the beam direction the main components of the CBM experiment are; Silicon Tracking Station (STS) - multilayer silicon pixel/strip detector placed in a dipole magnet of bending power 1 Tm. STS is followed by Ring Imaging Cherenkov Detector (RICH) after which come 3 stations of the Transition Radiation Detector (TRD), Time Of Flight detector (TOF) and finally the Electromagnetic Calorimeter (ECAL). The length of the whole setup is $\sim$ 12m.

7.3 Basic properties of transition radiation and its detection

Transition radiation (TR) is produced when a charged particle traverses a boundary between two materials of different electrical (optical) properties.
Its existence was first proposed by Frank and Ginsburg in 1945 [70]. It was first measured in the region of visible light and UV and long forgotten afterwards.

In its nature TR is different from energy loss of a particle due to collisions with atoms of the medium where the energy lost is emitted by the particle itself. In case of TR it is the polarization of the medium which is the source of the radiation.

TR is similar to the Cherenkov radiation but with the main difference being the absence of the threshold effect \( (v > c/n) \). For practical purposes a threshold value of the Lorentz factor \( \gamma = 1000 \) \( (\gamma = \frac{1}{\sqrt{1 - v^2/c^2}}) \) is considered as below this value the yield of TR produced in the keV range that is used for particle identification falls steeply. This imply that for the particles with energies within 1 - 100 GeV only electrons will produce TR and therefore transition radiation detectors are useful for electron - pion separation in high energy physics.

In practice the most often used media for a radiator are polypropylene foils, fibers or foams placed in gas, usually air. In the case of foil based radiator one speaks of regular radiator, while in the case of fibers or foams the term irregular radiator became common. While it was shown [71] that regular radiator offers better performance in terms of the ratio of the TR
yield per total amount of radiator material, many experiments use irregular radiators mainly for their mechanical properties and easier handling.

As the number of TR photons emitted per one boundary between two different media is proportional to fine structure constant \( \alpha \approx 1/137 \) usually \( \sim 100 \) foils are used.

7.4 TRD in the CBM experiment

Design and physics goals of the CBM experiment impose challenging requirements on all the subdetector systems.

One of the main requirements is ability to handle rates of heavy ion collisions up to 10 MHz. Another concern is the high particle multiplicity especially ion the region close to the beam pipe. Intensities of charged particles up to 100 kHz per cm\(^2\) in Au-Au collision at 25 AGeV beam energy at the position of the first TRD station are expected. Under such conditions the performance of a detector needs to be studied carefully.

There are several physics requirements imposed on the TRD. The main one includes the electron to pion separation by factor 100 or more. Also tracking abilities of the TRD are of high importance as the TRD connects STS tracks to TOF and ECAL detectors and so has a large impact on the particle identification beyond the electron - pion separation.

It is envisaged that the TRD within the CBM experiment will be organized in layers separated into 3 stations. Each station would then contain 3 or 4 separate TRD layers - altogether 9 or 12 layers.

An important issue is also the total cost of the detector. The total area of the detector for the 4 layers per station and 3 stations placed at 4, 6 and 8 meters from the target is \( \sim 350 \) m\(^2\).

At the current stage two different designs of the TRD detector within the CBM experiment are being studied. One is the ALICE like TRD [72] MPWC (multiwire proportional chamber) based. The other technology is ATLAS like TRD (ATLAS TRT - Transition Radiation Tracker) [73] with straw tubes. Both designs bring some advantages and disadvantages. In the rest of this part of the thesis the MPWC-based TRD will be studied.

7.5 CBM TRD basic layout

From the technical point of view, the layout of a single MWPC based TRD chamber consists of radiator and MPWC itself. In more details the TRD chamber composition looks as follows:
- Radiator: $\sim$1 cm of polypropylene (PP) or polyethylene (PE) fibers/foam or PE $\sim$100 foil/gap layers.

- Foil: thin aluminized Mylar foil of 20\(\mu\)m which serves as a cathode and also seals the gas volume of the MWPC chamber.

- Gas volume: $\sim$ 6 - 10 mm thick layer of the so called active gas (for a Xe/CO\(_2\) mixture) serves for deposition of the ionization energy losses of the charged particles crossing the chamber and also for absorbing the TR photons created in the radiator.

- Cathode and Anode wires: gold plated tungsten wires of 20 \(\mu\)m diameter placed symmetrical in the active gas between the mylar foil and pad plane with a pitch of 2 - 4 mm.

- Pad plane: Sandwich of segmented cathode with a pad size $\sim$ 1 - 10 cm\(^2\) with reinforcement and electronics.

![Layout of the simulated TRD](image)

**Figure 7.2: Layout of the simulated TRD**

### 7.6 MC Simulations

Both simulations and measurements are needed to study the feasibility of such a concept.
In the framework of this thesis a stand alone Monte Carlo C++ program was developed to study the electron - pion separation properties for a wide variety of possible radiator - detector configurations.

For the simplicity a following detector structure was used (see Fig. 7.2):

- regular radiator composed of polypropylene foils placed in air
- mylar foil
- gas layer - Xe/CO$_2$ (85/15)

The pad plane, anode and cathode wires were omitted as the simulation did not include the microscopical processes like avalanche processes, space charge, signal induction or electronics response.

For this simulation the following physics processes were included:

- energy deposition of electron and pion in the gas detector via ionization of the gas
- production of transition radiation by an electron in the radiator
- absorption of the transition radiation in the radiator and mylar foil
- absorption of TR in the gas detector
- production of secondary electrons (delta electrons) and possibility that only part of their energy is deposited in the gas volume of the detector.

These simulations did not include the effects of high rates, double track resolution, tracking inefficiencies or TR propagation from layer to layer.

Ionization energy losses were obtained via random sampling the number of primary collisions and of the spectrum of the energy transfer in these collisions.

The number of primary collisions in the gas volume were computed as follows:

\[ N_C(p) = lCF(p) \]  
(7.1)

where \( l \) is the thickness of the gas volume, \( C \) is a constant referring to the number of collisions per mm for MIP (Minimum Ionizing Particle) and was set to 19.3 (GEANT3), \( F(p) \) is the factor relative to MIP obtained via parameterization of the Bethe-Bloch formula (extracted from GEANT3).

It was assumed that the spectral shape of the energy transfer is independent of \( \gamma \) and only the number of primary collisions depends on \( \gamma \). The parameterization used follows the one proposed by the authors of [74] and
corresponds to Fermi plateau 1.61 times larger with respect to MIP (compared to 1.55 in GEANT3).

A random sampling of parameterized integral spectrum of the energy transfer in primary collisions was used. The lowest value of the energy transfer was set equal to the lowest ionization potential for Xe which is \(I_0 = 12.1\) eV.

If an electron with energy higher than 10 keV was produced, it was considered a \(\delta\)-electron and its range was computed according to [75]:

\[
R(E) = AE \left(1 - \frac{B}{1 +CE}\right) \frac{1}{\rho}
\]  

(7.2)

where \(E\) is the energy of the \(\delta\)-electron, \(A = 5.37 \times 10^{-4} g cm^{-2} keV^{-1}\), \(B = 0.9815\), \(C = 3.123 \times 10^{-3} keV^{-1}\), \(\rho\) is the density of the gas. If the range of such an electron was longer than its trajectory inside the gas volume only a part of the energy of the delta electron was deposited inside the gas volume was added to the total energy losses of the primary particle. All delta electrons were considered to be created in the direction of the primary particle.

For simulations of the TR a regular (foil based) radiator was used. This choice was primarily guided by the better radiation length - to - TR yield ratio [71] and as well by the fact that a regular radiator is easier to simulate.

To obtain energy loss of an electron via TR following parameters are needed: probability to produce a TR photon, spectrum of the TR photons absorbed inside the gas volume and probability of the photon to be absorbed inside the gas volume.

The energy spectrum of TR photons produced by a charged particle with relativistic factor \(\gamma\) in a regular radiator composed of \(N\) foils of thickness \(l_1\) separated by gaps of width \(l_2\) per energy \(\omega\) of the produced TR photons looks as follows[76]:

\[
\frac{dW}{d\omega} = \frac{4\alpha}{\sigma(\kappa+1)}(1-\exp(-N\sigma)) \times \sum_n \theta_n \left(\frac{1}{\rho_1 + \theta_n} - \frac{1}{\rho_2 + \theta_n}\right) 2[1-\cos(\rho_1 + \theta_n)]
\]

(7.3)

where:

\[\rho_i = \frac{\omega l_1}{2c} (\gamma^{-2} + \xi_i^2), \quad \kappa = l_2/l_1, \quad \theta_n = \frac{2\pi n - (\rho_1 + \kappa \rho_2)}{1 + \kappa} > 0\]

(7.4)

where \(\sigma\) is the absorption cross section per 1 foil and 1 gap, \(\kappa = l_2/l_1\), \(\xi_i = \omega \rho_i / \omega\) where \(\omega \rho_i\) is the plasma frequency of the foil(gap).
Adding the absorption in the mylar foil and in the gas volume, final spectrum of the absorbed TR is obtained (Fig. 7.3).

![Graphs showing photon and TR properties](image)

**Figure 7.3: Properties of the TR: Top left: Number of TR photons produced per electron per radiator; Top Right: spectrum of TR after the radiator; Bottom left: spectrum of TR not absorbed in the gas volume (escaped); Bottom right: TR spectrum absorbed in the gas. 90 foils per layer.**

Once the spectra for given set of parameters are produced - the mean number of photons $N$ produced in the radiator is computed by integrating the whole spectrum. On event by event basis the actual number of photons results from random sampling of a Poisson distribution with the mean value $N$.

To study the performance of a setup that would simulate the one to be used in CBM (9 - 12 TRD layers) configurations up to 12 detector layers were computed.

For the evaluation of the electron pion separation the energy losses are the only source of information. Although it is possible to use the total energy deposit (for all layers), the more common method is based on likelihoods [77]. With this method the total energy loss spectra (from single detector layer) for electron and pions are taken as a probability distributions. After normalization these distribution represent a probability $P_e(P_\pi)$ of an electron
(pion) to leave the energy $E_n$ in the $n$th layer. All energies $E_n$ of an event then give the probabilities that an electron (pion) produced these data:

$$P_e = \prod_{i=1}^{n} P_e(E_i)$$
$$P_\pi = \prod_{i=1}^{n} P_\pi(E_i)$$

(7.5)

The quantity $P = P_e/(P_e + P_\pi)$ is then used for the particle identification. For a given electron efficiency (corresponds to a given threshold on $P$) the pion contamination can be obtained.

For a TRD with a drift chamber read out (e.g. ALICE TRD) another information used to improve the electron pion separation can be obtained from the drift time distributions of the clusters [78].

### 7.7 Results

The required performance of the CBM TRD is to reach a pion suppression of 100 what translates into pion efficiency of 1%. The optimization of the layout of a single chamber was made such that 9 or 12 layers of such a detector would reach a pion efficiency of around 0.1% or lower to keep a safety factor of 10 to account for the effects not included in this simulation.

The parameters of the simulation were the following (value in the brackets represents the default value):

- thickness of the gas volume (6 mm)
- thickness of the foil (15 μm)
- thickness of the gap (200 μm)
- total number of foils (150 or 90)
- fraction of the Xe in the Xe/CO$_2$ gas mixture (85/15)

Because two basic designs of the CBM TRD include 3 stations with 3 or 4 layers each - number of foils per layer (90 or 150) was chosen such that these two TRD configurations would result in approximately the same value of electron pion separation.

Fixed parameters in the simulation:
• material of the foil: polypropylene
• material of the gap: air
• thickness of the mylar window: 25μm
• temperature and the pressure of the gas: STP
• momentum of the simulated electron and pion: 2 GeV/c
• pion efficiency is computed for electron efficiency of 90

One simulated event was corresponding to one electron and one pion crossing the detector, both with momentum 2 GeV/c. Schematic view of such an event can be seen in Fig. 7.4.

![Schematic illustration of one event. Both electron and pion deposit energy via ionization. If electron produced a photon in the radiator - it may be absorbed in the gas volume.](image)

Spectra of the energy deposit of electrons and pions of 2 GeV/c in 6 mm Xe-CO₂ 85/15 mixture of can be seen in Fig. 7.5. The difference between the spectrum for electron dE/dx only and electron dE/dx plus TR shows as an "shoulder" in the second distribution. The difference between spectrum of the pions and dE/dx only electrons is the fact that at 2 GeV/c the pions do not reach the relativistic plateau of the ionization energy losses.

Total energy deposit spectra with default settings are shown in Fig. 7.6. Likelihood distributions for the default settings and 12 layers are shown in Fig. 7.7.
Figure 7.5: Spectra of energy deposit.

Figure 7.6: Total spectra of energy deposit for 12 TRD layers (default configuration).

Figure 7.7: Electron pion separation likelihood for 12 layers and default parameters settings.
As mentioned before, both integrated spectra of energy deposition and likelihood can be used for particle identification. To obtain the pion efficiency with any of the two one integrates both pion and electron spectra from the right side until required electron efficiency (90% in our case) is reached. The pion efficiency is then estimated as the fraction of the integrated pion spectrum.

Comparison of these two methods can be seen in Fig. 7.8. The difference for 12 layers is $\sim$ factor 10. Contrary to the common experience the truncation of the energy deposit spectra does not bring any improvement in terms of pion suppression. This can be explained by the fact that on average only 0.5 TR photon is absorbed per one layer and applying the truncation of around 60% would suppress predominantly entries from those layers in which a TR photo was absorbed.

![Figure 7.8: Comparison of pion efficiency for likelihood method and method based on integrated energy losses as a function of number of layers.](image)

In Fig. 7.9 the pion efficiency as a function of number of layers for different radiator thicknesses (number of foils) is presented. The required pion efficiency of 0.1% (including the above mentioned safety factor) can be reached either with 150 foils with 9 layers or 90 foils with 12 layers. Different detector configurations are equivalent in this respect. The 12 layer version with lighter (thinner) radiator would be preferred by tracking. On the other hand 9 layer configuration would mean less material in total and also lower cost.

Fig. 7.10 shows the dependence of the pion efficiency for different detector thicknesses. Strong dependence on this variable reflects the fraction of the TR is absorbed inside the gas. This dependence can be seen in Fig. 7.11.
At the same time the average energy of the absorbed photons is increasing (Fig. 7.12).

The TR yield and spectrum depends strongly on the thickness of the foil and the spacing between the foils. Optimizing these two parameters in order to achieve the best possible performance of the detector is therefore essential.

The dependence of the number of TR photons (produced and absorbed) and their mean energy on the thickness of the foil is shown in Fig. 7.13 and 7.14 respectively. It is interesting to stress that while the total number of photons produced is increasing over the whole range, the total number of the photons absorbed in the detector shows a maximum at around 15 $\mu m$. The reason is the steep increase in the mean energy of the photons (Fig. 7.14). Because the detector is only 6 mm thick, the probability of TR photons to be absorbed decreases rather strongly as their energy increases. Pion efficiency as a function of the foil thickness is shown in Fig. 7.15. Optimal value of the thickness of the foil for this configuration is about 15 - 17 $\mu m$.

The dependence of the number of TR photons (produced and absorbed) and their mean energy on the width of the gap between the foils is shown in Fig. 7.16 and 7.17 respectively. While the mean energy of the photons remains nearly constant, the total number of produced and absorbed photons shows strong increase. As a consequence the pion efficiency experiences a steep decrease with the increasing width of the gap. In Fig. 7.18 can be
Figure 7.11: Dependence of the average number of TR photons absorbed in the detector (per layer) on the gas thickness. For comparison also the total number of TR photons produced is shown. 90 foils per layer were considered.

Figure 7.12: Dependence of the average energy of TR photons absorbed in the detector (per layer) on the gas thickness. For comparison also the average energy of TR photons produced is shown. 90 foils per layer were considered.

seen that about a factor 6 could be gained if the gap width is increased from 200 to 500 μm. This effect is know as the formation zone effect [79]. This is indeed a very interesting possibility because the material budge per layer would remain unchanged.

Last parameter of the simulation was the composition of the gas. The default value of the CO₂ content of 15% was based on commonly used relative content of CO₂ in gas mixtures. This ratio of Xe – CO₂ was also used in the first test measurements [80]. The CO₂ content is responsible for the detector stability. It has rather small absorption cross section for TR because of its rather low atomic numbers. The influence of the relative contents of Xe and CO₂ is shown in Fig. 7.19. It can be seen that going from 15% of CO₂ content to only 5% can bring an improvement of about 30% in pion rejection. Whether the detector could be operated with such a low CO₂ content has to be tested.
Figure 7.13: Number of produced and absorbed TR photons as a function of the thickness of the foil. 150 foils per layer were considered.

Figure 7.14: Mean energy of produced and absorbed TR photons as a function of the thickness of the foil. 150 foil per layer were considered.

### 7.8 Simulations versus Data

First measurements of dE/dx spectra for electrons and pions with a prototype chamber including the radiator were performed in 2006 in GSI [80] at a beam energy of 1.5 GeV/c.

The 6 mm thick read out gas chamber was filled with 85/15 - Xe/CO₂. The radiator was composed of 200 foils each 15 μm thick with 500 μm spacing. The resulting energy deposit spectra compared to simulation are shown in Fig. 7.20. While the pion energy deposition is described rather well, the simulation overestimated the energy deposition of the electrons above 20 keV. Also - the local minimum at around 5 keV is not seen in the data. The reason for this discrepancy is not yet fully understood. Previous measurements of ionization energy deposits [74] and TR absorption [71] were in good agreement with simulations.
Figure 7.15: Pion efficiency as a function of the thickness of the foil for both 9 and 12 layers TRD designs with 150 and 90 foils per layer.

Figure 7.16: Number of produced and absorbed TR photons as a function of the thickness of the gap. 150 foil per layer were considered.

Figure 7.17: Mean energy produced and absorbed TR photons as a function of the thickness of the gap. 150 foil per layer were considered.
Figure 7.18: Pion efficiency as a function of the thickness of the gap for both 9 and 12 layers TRD designs with 150 and 90 foils per layer.

Figure 7.19: Pion efficiency as a function of relative Xe content in the gas for both 9 and 12 layers TRD designs with 150 and 90 foils per layer.
Figure 7.20: Comparison of measured (points) and simulated (lines) energy losses of 1.5 GeV/c electrons and pions in 6mm gas detector filled with 85/15 - Xe/CO₂. The radiator was composed of 200 foils with thickness of 20µm with 500µm spacing. The data points are taken from [80]
7.9 Discussion

In this chapter a performance of a fast transition radiation detector in terms of electron-pion separation was studied. It was shown that with both designs foreseen the CBM TRD (9 or 12 detector layers) the required pion efficiency of 100 or better can be obtained.

The pion efficiency is very sensitive to the parameters of the radiator; the thickness of the foil and the distance between the foils. While the first experiences minimum of pion efficiency at around 17 $\mu$m, the latter shows monotonous decrease. Whether is is possible to construct mechanically stable large area radiators with foil spacing of 500 $\mu$m or more has to be proven.

Further detailed simulations and precision measurements are needed for detector design and optimization. The main topics include the tracking abilities of the full CBM TRD within the CBM detector setup and electron-pion separation in high particle density environment. The first is currently being studied with the CBM ROOT framework. The latter one should be answerer within next test beam measurement.

The TR part of this simulation code used for the present study was implemented inside the CBM ROOT framework where it is being further developed.
Chapter 8

Appendix - A -

Invariant mass spectra for K\(^+\) for 8 rapidity bins. Scaled mixed event background together with scaled OMC are shown to allow for comparison. The up to 16 histograms represent 16 \( p_T \) bins with 0.1 GeV/c bin size for \( p_T \in (0, 1) \) GeV/c and 0.2 GeV/c bins for \( p_T \in (1, 2) \) GeV/c.
Figure 8.1: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin $[0]$. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Figure 8.2: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin [1]. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Figure S.3: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin [2]. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Figure 8.A: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin [3]. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Figure 8.5: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin $|y|$. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Figure 8.6: \( K^+ \) Invariant mass distributions for different \( p_T \) bins for the rapidity bin \([5]\). Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and \( \sigma \) of the peak.
Figure 8.7: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin [6]. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Figure 8.8: $K^+$ Invariant mass distributions for different $p_T$ bins for the rapidity bin [7]. Black line shows the data distribution, the blue points show scaled mixed event background, the red points show the scaled OMC on top of the mixed event background. Quoted are the integral and $\sigma$ of the peak.
Chapter 9

Appendix - B -

Blast wave fits of the K$^+$ $p_T$ spectra for 8 different values of the fixed $\beta_S$ parameter. (Fig. 9.1 - 9.4).
Figure 9.1: Blast wave fits of the $K^+$ $p_T$ spectra for the rapidity bins 0 (upper part) and 1 (lower part) for 8 different fixed values of $\beta_s$ parameter. Quoted values are: temperature, $\beta_s$, integral, $\chi^2$ per degree of freedom and total $\chi^2$. 
Figure 9.2: Blast wave fits of the $K^+$ $p_T$ spectra for the rapidity bins 2 (upper part) and 3 (lower part) for 8 different fixed values of $\beta_s$ parameter. Quoted values are: temperature, $\beta_s$, integral, $\chi^2$ per degree of freedom and total $\chi^2$. 
Figure 9.3: Blast wave fits of the $K^+$ $p_T$ spectra for the rapidity bins 4 (upper part) and 5 (lower part) for 8 different fixed values of $\beta_S$ parameter. Quoted values are: temperature, $\beta_S$, integral, $\chi^2$ per degree of freedom and total $\chi^2$. 
Figure 9.4: Blast wave fits of the $K^+$ $p_T$ spectra for the rapidity bins 6 (upper part) and 7 (lower part) for 8 different fixed values of $\beta_S$ parameter. Quoted values are: temperature, $\beta_S$, integral, $\chi^2$ per degree of freedom and total $\chi^2$. 
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