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1 Introduction

From linear media, it is well known that harmonic waves of different frequencies may travel at different phase velocities. This phenomenon is called dispersion. Depending on whether the phase velocity decreases or increases with the frequency, one speaks of normal or anomalous dispersion. For a localized pulse, which can be regarded as a superposition of several harmonic waves with slightly different frequencies, this results in a broadening (normal dispersion) or steepening (anomalous dispersion) of its shape during the propagation.

However, if the response of the medium becomes nonlinear, the phase velocity also depends on the amplitude of the wave, and the superposition principle does not hold anymore. Since the nonlinearity effectively changes the spectrum of the pulse, it also may countervail the dispersion. In this case special pulse shapes exist, for which diffraction and nonlinear effects exactly counterbalance each other. Such pulses are known as solitary waves; they propagate without any change in shape or speed through the medium in spite of being nonlinear waves.

Historically, the first observation of a solitary wave was made already in 1834 by John Scott Russell [1]. He observed a wave propagating in a shallow water canal over several kilometers without becoming significantly distorted. In 1965, Zabusky and Kruskal found by numerically studying the Korteweg-de Vries equation that solitary waves may maintain their shapes even after strongly interacting with each other during collisions [2]. In order to emphasize this particle-like behavior, they introduced the word soliton. While originally this term was used only in a strict sense implying this characteristic interaction property, it is often used as a synonym for ‘solitary wave’ in the literature nowadays. In this latter sense it shall also be used within this thesis.

In optics, nonlinear effects arise when the light intensity is high enough, so that material parameters like the refractive index become intensity-dependent. Since in most media this requires very high beam powers, nonlinear optical effects have not been noticed until the first lasers were available. Already in 1964, it was found that optical nonlinearities can countervail the diffraction, leading to self-focused and self-trapping of a beam [3]. Subsequently it was realized that for a simple, cubic nonlinearity, paraxial propagation models predict the beam to self-focus until its shape becomes singular, if the initial intensity exceeds a certain threshold (catastrophic self-focusing, [4, 5]). Experimentally it was found that the catastrophic self-focusing is often preceded by a break-up of the beam into multiple filaments (filamentation). This is confirmed by the theoretical models, if vectorial effects are taken into account, or if the initial beam is perturbed by random noise [6] (and references therein).
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Based on the effect of self-focusing, it was theoretically predicted in 1992 that optical solitons should exist in photorefractive crystals [7]. These media have two advantages: On the one hand, they require only small beam powers in order to show nonlinear effects. On the other hand, their nonlinear response is saturable, i.e., it cannot grow infinitely for large intensities. Therefore catastrophic self-focusing does not occur in photorefractive crystals. Nevertheless, filamentation can still be observed as a result of transversal modulational instabilities [8]. In 1993 photorefractive solitons could be demonstrated experimentally [9].

Solitons arising from a self-focusing nonlinearity consist of a center with one (or more) localized bright spots, whereas the intensity outside of this center asymptotically approaches zero. Hence this soliton type is called a bright soliton. A counterpart, the so-called dark soliton with an inverted intensity profile, may be obtained if the sign (or character) of the nonlinearity is reversed, thus yielding a self-defocusing medium. Dark solitons are not subject to this thesis however.

Photorefractive solitons are an example of spatial solitons, since it is the diffraction as a kind of “spatial dispersion” which is counterbalanced by the nonlinearity. Once established, these solitons are steady-state phenomena. By contrast, the travelling solitons in water canals are called temporal solitons. They do not change their shape either, but their propagation is a temporal phenomenon. In nonlinear optics temporal solitons exist as well, e.g., in the form of pulses propagating through a nonlinear fiber.

One motivation for the investigation of optical solitons is their ability to transport a certain amount of energy or information over quite large distances without dispersion-related losses. Moreover, they are of theoretical interest as fundamental nonlinear structures, which may arise from or being preserved during the interaction of beams. Their interaction behavior can also be used to control or manipulate the propagation of optical beams including, e.g., the realization of all-optical switches [10].

1.1 Nonlinear photonic crystals

In modern optics periodically modulated structures, commonly known as photonic crystals, have started to play an important role after they had originally been suggested in the 1980s [11, 12]. Also in these media spatial solitons are possible in the presence of a nonlinearity [13], and the investigation of their properties is quite an active field up to now [14–16].

Additional interest in this topic arises from the fact that the nonlinear Schrödinger equation, which describes solitons in nonlinear photonic crystals in a scalar approximation, is also applicable to Bose-Einstein condensates (BEC) in periodic, optical traps (in this context, it is referred to as Gross-Pitaevskii equation [17]).

Since Zobay et al. [18] realized in 1999 that solitons should consequently exist in this system as well, they have been investigated in parallel [19, 20] with their
1.1 Nonlinear photonic crystals

Figure 1.1: Lower-dimensional photonic crystals ("lattices"), being homogeneous in propagation (z) direction. (a) 1D case; (b) 2D case.

optical counterparts in photonic media [21]. Experimentally, such (bright) matter wave solitons were first observed in [22].

Photonic crystals are the optical analog of crystal structures in solid state physics. However, in contrast to the latter they are not necessarily periodic in all three dimensions. If they are homogeneous in one or even two directions, they are often referred to as 2D or 1D photonic lattices (Figure 1.1). These “reduced” cases are also the center of interest in this work, where it is assumed that the beam propagates along a homogeneous direction of the crystal.

Efremidis et al. demonstrated in 2002 that such lattices can be reversibly induced in photorefractive crystals using purely optical methods [23]. This result renders them well-suited for studying the properties both of photonic lattices itself [24] and of solitons therein [25, 26]. Even typical solid state phenomena like Bloch oscillations and Zener tunneling may be studied [27]. Moreover, this system may serve as a “model system” for BEC in optical lattices due to the aforementioned analogy.

According to Bloch’s theorem, wave propagation in photonic crystals is possible only if the corresponding wave vectors lie within certain intervals, which are called Bloch bands. The intervals between the Bloch bands are called photonic band gaps or just gaps. It turns out that there is always exactly one semi-infinite gap, whereas all other gaps are finite. This semi-infinite gap corresponds to the forbidden regime below the ground state of an electron in a periodic potential.

Since in a nonlinear optical medium the refractive index depends on the intensity, the same holds for the wave vector as well. This means that in nonlinear photonic crystals its component pointing in propagation direction is shifted by the nonlinearity and may now lie within a gap (relating to the linear regime). Thus in presence of a nonlinearity wave propagation in the linear band gaps becomes possible. These nonlinear gap waves may be spatially localized, and in the case of solitary propagation one speaks of gap solitons.

Physically seen, the self-guiding property of gap solitons arises from two different origins: On the one hand, it can be based on the local elevation of the refractive index in the presence of a focusing nonlinearity, such as in homogeneous media.
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This is the case for solitons in the semi-infinite gap, or in the (transversally) homogeneous direction of an 1D photonic lattice [cf. Figure 1.1 (a)]. On the other hand, self-guiding may occur due to transversal Bragg reflection. This is the dominant mechanism in all finite gaps. The Bragg reflection also enables the formation of bright solitons in defocusing photonic media, whereas this is obviously impossible in homogeneous media (the diffraction is always enhanced in this case).

1.2 Outline of this work

The aim of this thesis is an in-depth study of the stability properties of gap solitons in photorefractive media. The focus lies on optically induced photonic lattices in connection with a realistic, anisotropic model of the photorefractive nonlinearity. This system is chosen since it is easily accessible in the experiment.

The necessary fundamentals are recapitulated in chapter 2. At first, a scalar propagation equation for lossless, nonlinear photonic media is introduced. A short derivation of the photorefractive nonlinearity is given as well. Furthermore, the technique of optically inducing photonic lattices in photorefractive crystals is explained. These optically induced lattices are distinguished from statically imprinted ones. Finally, some basic properties of gap solitons are discussed.

In chapter 3, the stability properties of elementary gap solitons are investigated depending on the lattice strength. Additionally the influence of the character of the nonlinearity (focusing or defocusing) is discussed in connection with the order (number) of the gap. Furthermore, the stability of soliton clusters is investigated. Since the quite special features of the photorefractive nonlinearity are pronounced by optically induced lattices, these general investigations are done exemplarily for statically imprinted lattices. This also increases the similarities to the Gross-Pitaevskii equation.

In chapter 4 some basic lattice types are compared, which are well-suited (also in the experiment) for optical induction. The emphasis is on the influence of the lattice geometry in view of the support of different types of gap solitons. It is shown that in some cases the symmetry reduction due to the photorefractive anisotropy has significant consequences.

The chapters 5 and 6 deal with the properties of gap vortices and vortex clusters, i.e., structures containing one or more phase singularities, which are associated with circular intensity flows. In chapter 5, necessary conditions are derived for the propagation of various vortex clusters to be stable though the nonlinearity is anisotropic. In chapter 6, the stability of (mirror) symmetric vortices is investigated. In this context, also gap vortices being localized at single lattice sites are discussed.

Finally, the numerical methods used to determine the soliton profiles and to solve the propagation equation with absorbing boundary conditions are described in the appendices A and B.
2 Light propagation in nonlinear photonic media

Due to the vectorial nature of the underlying fields, the general case of a light wave propagating in a nonlinear medium is rather complex. Therefore a large number of simplified wave equations has been derived in the past, each of which is valid for a certain range of practical cases.

In this work we consider photorefractive crystals, which are usually birefringent. Furthermore the photorefractive nonlinearity is strongly polarization dependent, thus we assume linearly polarized beams in all cases. The geometry is chosen such that the crystal can be regarded as uniaxial even in the nonlinear regime. The beam propagates always perpendicular to the optical axis, while the polarization is always strictly ordinary or extraordinary. Typical transversal structure sizes or beam diameters are about 10 µm or above. Therefore a scalar propagation model is sufficient in our case. At first we derive such a model for homogeneous media. Thereafter we show that it can be easily generalized to the case of periodic structures (i.e., photonic crystals).

2.1 Propagation equation

In order to derive a scalar, nonlinear propagation equation we start from Maxwell’s equations:

\[ \nabla \times \mathbf{E} + \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} = 0 \]  
\[ \nabla \times \mathbf{H} = \frac{4\pi}{c} \mathbf{j} + \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} \]  
\[ \nabla \cdot \mathbf{D} = 4\pi \rho \]  
\[ \nabla \cdot \mathbf{B} = 0. \]

The vectors \( \mathbf{D} \) and \( \mathbf{B} \) are related to the fields \( \mathbf{E} \) and \( \mathbf{H} \) through the material equations

\[ \mathbf{D} = \mathbf{E} + 4\pi \mathbf{P} \]  
\[ \mathbf{B} = \mathbf{H} + 4\pi \mathbf{M}. \]

Photorefractive crystals are non-magnetic (\( \mathbf{M} = 0 \)), and we can assume that there are no free charges or currents (\( \rho = 0 \) and \( \mathbf{j} = 0 \)). Since we consider monochromatic light, the polarization can be written as \( \mathbf{P}(t) = \chi(I)\mathbf{E}(t) \) with an effective, intensity dependent susceptibility \( \chi (I \equiv |E|^2) \). Equation (2.5) can then be written as
\( \mathbf{D} = (1 + 4\pi \chi)\mathbf{E} = \varepsilon \mathbf{E} \), where we have already used the fact that a scalar treatment of \( \chi \) is sufficient in our case.

Inserting Eqn. (2.2) into Eqn. (2.1) and using the relation \( \nabla \times \nabla \times \mathbf{E} = -\nabla^2 \mathbf{E} + \nabla (\nabla \cdot \mathbf{E}) \) then yields

\[
\nabla^2 \mathbf{E} - \nabla (\nabla \cdot \mathbf{E}) - \frac{n^2}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0, \tag{2.7}
\]

where we introduced the intensity dependent, effective refractive index \( n(I) = \sqrt{1 + 4\pi \chi(I)} \). The \( -\nabla (\nabla \cdot \mathbf{E}) \) term on the left hand side can also be written as \( 2\nabla \left( \frac{1}{n} (\nabla n) \cdot \mathbf{E} \right) \) by using that \( \nabla \cdot \mathbf{D} = 0 \). The changes of \( n \) caused by the light are small, and even for localized beams the partial derivatives of \( n \) are smaller than those of \( \mathbf{E} \). We can therefore neglect this term and obtain the Helmholtz equation

\[
\nabla^2 \mathbf{E} - \frac{n^2}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0. \tag{2.8}
\]

In the following it will be useful to split \( n^2 \) into a static part \( n_0^2 \) ("dark" crystal) and a light-induced change \( \delta n^2 \) by writing \( n^2 = n_0^2 + \delta n^2 \). Additionally we introduce the abbreviations \( \mathbf{r} \equiv (r_\perp, z) \equiv (x, y, z) \) and \( \nabla^2_\perp \equiv \partial_{xx} + \partial_{yy} \). Assuming a wave which is linearly polarized in \( x \) direction and propagating in \( z \) direction, we then can write \( \mathbf{E}(\mathbf{r}, t) = A(\mathbf{r}) e^{i(k_z z - \omega t)} \cdot \mathbf{e}_x \) with \( k_z = n_0 k_0 \) and \( k_0 = \omega/c \). If the condition

\[
|\partial_{zz} A| \ll |k_z \partial_z A| \tag{2.9}
\]

is met, we can neglect the double partial \( z \) derivative of \( A \) as well and find

\[
i \partial_z A = -\frac{1}{2k_z} \nabla^2_\perp A - \frac{k_z}{2n_0^2} \delta n^2(I) A. \tag{2.10}
\]

The condition (2.9) is also known as \emph{Slowly Varying Amplitude Approximation} (SVAA). It is fully equivalent to the assumption of a paraxial beam propagation in the sense that \( k_x^2 + k_y^2 \ll k_z^2 \) holds for all significant Fourier components of the beam. This can be easily verified when solving the Helmholtz equation (2.8) in the Fourier space [28]. Within the scope of the SVAA it is also justifiable to neglect the vectorial character of \( \mathbf{E} \) (namely the \( E_z \) component).

It is convenient to make Eqn. (2.10) dimensionless by expressing \( x \) and \( y \) in units of a transversal scale \( w_0 \) and \( z \) in units of \( z_0 = k_z w_0^2 \). This leads to

\[
i \partial_z A = -\frac{1}{2} \nabla^2_\perp A - \frac{k_z^2}{2n_0^2} \delta n^2(I) A. \tag{2.11}
\]

In a homogeneous, linear medium \( z_0 \) can be associated with the so-called \emph{diffraction length}, after which a Gaussian beam with the diameter 1 (relating to \( 1/e \)) has doubled its width due to the diffraction.

Equation (2.11) is the basic propagation model which is used throughout this work. However, we still need to derive an expression for the nonlinear response \( \delta n^2(I) = \delta n^2(|A|^2) \). This is done in the next section.
2.2 Photorefractive nonlinearity

Photorefractive crystals are one class of nonlinear optical media, i.e., their refractive index depends on the intensity of the incident light. They are quite common objects for experimental studies, since the nonlinear effects are observable at much lower intensities (Milliwatts of beam powers are sufficient) than in usual Kerr media. For that reason we also choose them as model system in this work. Examples of photorefractive crystals are LiNbO$_3$, KNbO$_3$ or the widely used Sr$_{1-x}$Ba$_x$Nb$_2$O$_6$ (SBN). The photorefractive effect is based on the Pockels effect in combination with charge transport mechanisms and requires an external electric field. These transport processes, and thus the nonlinear response, are quite slow however. The time constants strongly depend on the material and on the light intensity, for SBN they range from seconds (bright environment) to several minutes (dark environment). Therefore an (incoherent) background illumination is always desirable.

Photorefractive crystals are transparent semiconductors (in the visible and near-infrared regime), which are doped with donors and acceptors [Figure 2.1 (a)]. Usually the concentration of the donors $N_D$ is approximately three orders of magnitude larger than those of the acceptors $N_A$. Thus in a dark environment all acceptors can assumed to be occupied, leaving an equivalent number $N_D^+$ of donors per unit volume ionized ($N_D^+ = N_A$). If the crystal is illuminated by a light beam, whose frequency $\omega$ matches the energy difference between the donor niveau and the conduction band, donor electrons will jump into the conduction band and move around by drifting in the externally applied electrical field $E_{ext}$ or by diffusion [Figure 2.1 (a)]. When they reach an unlighted area again, they recombine with another ionized donor. Due to the drift an electrical screening field $E_{scr}$ pointing contrary to $E_{ext}$ is built up. A steady state is reached when both fields balance each other.

![Figure 2.1: (a) charge carrier transport in photorefractive crystals. Ionized donors and acceptors are marked with $\oplus$ and $\ominus$. (b) geometry and coordinate system.](image)
Quantitatively, these processes can be described by a set of five equations which have originally been introduced by Kukhtarev et al. [29] in 1979:

First, the rate $G_N$ of electrons, which are excited into the conduction band by a beam of the intensity $I$, is given by

$$G_N = (\beta_e + sI)(N_D - N_D^+) - \gamma_e N N_D^+,$$  \hspace{1cm} (2.12)

with $N$ being the charge carrier (electron) density in the conduction band, and $s$ and $\gamma_e$ denoting the photo-ionization and the recombination coefficients. The coefficient $\beta_e$ accounts for non-optical (e.g., thermal) excitations of electrons into the conduction band. It is possible to combine the latter with the intensity $I_b$ of the background illumination to an effective background ("dark") intensity $I_d = \beta_e/s + I_b$. Usually $s$ and $I$ are expressed in units of $I_d$; we will do this throughout the rest of this work.

The total current density $j$ in the conduction band is given by

$$j = e\mu N E_{ext} + \mu k_B T \nabla N + \hat{p}_n e_p (N_D - N_D^+) I.$$  \hspace{1cm} (2.13)

Herein the first and second terms describe the drift and diffusion effects, while the last one accounts for photovoltaic effects. The constant $\mu$ denotes the mobility of the electrons (with the charge $e$), $\hat{p}_n$ is the photovoltaic tensor, the unit vector $e_p$ gives the polarization direction of the incident light wave, $T$ is the temperature, and $k_B$ denotes Boltzmann’s constant. $E_{ext}$ is assumed to be homogeneous and temporally constant. In this work the coordinate system [Figure 2.1 (b)] is always chosen such that $E_{ext}$ is parallel to the $x$ axis (i.e., $E_{ext} = E_{ext} e_x$), and the light is propagating in $z$ direction. If nothing else is specified, we will assume $e_p = e_x$ as well.

The temporal change of the concentration of ionized donors is given by

$$\frac{\partial N_D^+}{\partial t} = G_N,$$  \hspace{1cm} (2.14)

and we have the continuity equation

$$\frac{\partial N}{\partial t} = G_N + \frac{1}{e} \nabla j.$$  \hspace{1cm} (2.15)

Together with Gauss’s law [cf. Eqn. (2.3)]

$$\nabla (\hat{\varepsilon} E_{ges}) = -4\pi e(N + N_A - N_D^+),$$  \hspace{1cm} (2.16)

with $E_{ges} = E_{ext} + E_{scr}$ being the total electrical field in the crystal, the set of (2.12)-(2.16) is also known as Kukhtarev’s equations.

$E_{ges}$ is directly connected with the light-induced change of the dielectric tensor (and therefore of the refractive index) via the Pockels effect:

$$\Delta \varepsilon_{ij} = -n_i^2 n_j^2 r_{ijk} E_k.$$  \hspace{1cm} (2.17)
Herein $r_{ijk}$ is called \textit{linear electro-optic tensor}; $n_i$ and $n_j$ denote the unperturbed refractive indices along the three coordinate axes\footnote{we follow the convention that the index 3 denotes the direction of the $c$ axis (i.e., 1 and 2 denote the $y$ and $z$ directions)}, and $E_k$ is the $k$-th component of $E_{ges}$ (for $k$ Einstein’s sum convention applies). SBN crystals have a preferential direction ($c$ axis), which we assume to point in $x$ direction as well [see Figure 2.1 (b)]. This results in a dominating element $r_{333} \equiv r_{33} \equiv r_{eff}$ of the electro-optic tensor; all other elements are more than one order of magnitude smaller than $r_{eff}$ and can therefore be neglected. We then obtain the following effective change of the refractive index, if the incident light is polarized in $x$ direction:

$$\delta n^2 = n^2 - n_0^2 = -n_0^4 r_{eff} E_{ges} \cdot e_x.$$  \hfill (2.18)

Since the underlying charge carrier dynamics is slow, $E_{scr}$ and $E_{ges}$ can be conveniently expressed by scalar potentials:

$$E_{scr} = -\nabla \tilde{\phi},$$

$$E_{ges} = -\nabla \phi = -\nabla \tilde{\phi} + E_{ext}.$$  \hfill (2.19)

When solving the propagation equation, it is indeed allowed to use $E_{scr}$ instead of $E_{ges}$ in Eqn. (2.18), since here the contribution of $E_{ext}$ alone is just a phase factor. Omitting this term is therefore equivalent to rescaling $n_0$. As it is only the $x$ component of $E_{scr}$ which determines the nonlinear change $\delta n^2$, we simply refer to it as $E_{scr}$ in the following.

In 1995 Zozulya and Anderson derived under some simplifying, but well-justified assumptions an equation for $\phi$ directly from Kukhtarev’s equations [30]. Rescaled to $\tilde{\phi}$ and using the abbreviation $\kappa = k_B T / q = -k_B T / e$ it reads

$$\tau_0 \frac{1}{1 + I} \partial_t \left( \nabla (\varepsilon \nabla \tilde{\phi}) \right) + \Delta \tilde{\phi} + \nabla \ln(1 + I) \nabla \tilde{\phi} = E_{ext} \partial_x \ln(1 + I)$$

$$- \kappa [\Delta \ln(1 + I) + (\nabla \ln(1 + I))^2] - \eta \nabla \ln(1 + I),$$

with the relaxation time

$$\tau_0 = \frac{\gamma_e}{4 \pi e \mu s} \frac{N_A}{(N_D - N_A)}$$  \hfill (2.21)

and the photovoltaic tensor

$$\eta = \frac{N_A \hat{\rho}_n e_x}{e \mu}.$$  \hfill (2.22)

For SBN crystals the $y$ and the $z$ components of $\eta$ can be neglected, so the remaining term for $\eta_x$ can be taken into account by introducing an effective external field $\tilde{E}_{ext} = E_{ext} - \eta_x$. In the following we will drop the tilde and assume silently, that the photovoltaic term is included in $E_{ext}$ if it cannot be neglected. Furthermore, we are interested only in steady state phenomena. Thus we may set all temporal
derivatives equal to zero. The same holds for the $z$ derivatives of $\delta \phi$, since the relevant length scale ($w_0$) of the transverse structures is more than two orders of magnitude smaller than that of the dynamics in propagation direction ($z_0$). The $z$ derivatives vanish exactly for solitons. Equation (2.20) then reads:

$$
\nabla^2 \tilde{\phi} + \nabla \ln(1 + I) \nabla \tilde{\phi} = E_{\text{ext}} \partial_x \ln(1 + I)
$$

$$
- \kappa \left[ \nabla^2 \ln(1 + I) + (\nabla \ln(1 + I))^2 \right].
$$

This equation contains all relevant information about the photorefractive nonlinearity (i.e., the dependency $E_{\text{scr}}(I)$). While it can be solved easily in the transversally one-dimensional limit (all $y$ derivatives are equal to zero), there is no analytical solution for the full, two-dimensional problem however. Thus one has to integrate (2.23) numerically in this case. A suitable algorithm for doing this is given in [31].

One of the most important features of the photorefractive nonlinearity is that it is saturable. This means that $E_{\text{scr}}$, and hence $\delta n^2$, cannot grow infinitely as $I \to \infty$ (in fact, $E_{\text{scr}}$ is bounded by $E_{\text{ext}}$). As a consequence, the catastrophic self-focusing effect known from Kerr media [5] cannot occur in photorefractive media.

Due to the externally applied field the model (2.23) is inherently anisotropic, as it can also be seen from the single partial $x$ derivative in the first term on the right hand side. Furthermore, it is nonlocal in the sense that the change of the refractive index in each point depends on the intensity distribution in the whole transverse plane.

The character of the nonlinearity is determined by the sign of $E_{\text{ext}}$. If $E_{\text{ext}} > 0$, the change of the refractive index $\delta n^2$ will be positive as well and increase with the light intensity. For a Gaussian beam [Figure 2.2 (a)] this leads to a higher refractive index in the center of the beam and thus to a waveguiding structure. Hence, the nonlinearity is self-focusing in this case. Due to the anisotropy, the profile of $\delta n^2$.
2.2 Photorefractive nonlinearity

also features two minima being aligned in $x$ direction [Figure 2.2 (b)]. This is a direct consequence of the charge transport occurring mainly in this direction (i.e., parallel to $\mathbf{E}_{\text{ext}}$). At these minima, the refractive index is even lower than in an unperturbed (dark) crystal [30, 32].

If the sign of $E_{\text{ext}}$ is reversed, the same follows for $\delta n^2$, and a defocusing nonlinearity is obtained. However, apart from this sign change the shape of $\delta n^2$ will be the same in both cases if a specific beam profile is given.

Sometimes it is desirable to have an explicit, local expression for the photorefractive nonlinearity. To this end, the (exact) solution

$$E_{\text{scr}} = -\frac{E_{\text{ext}}I + \kappa \partial_x I}{1 + I}$$

of the one-dimensional version of Eqn. (2.23) is often used in two transverse dimensions as well. This approximation correctly reproduces the saturability, but it obviously cannot describe the photorefractive anisotropy [Figure 2.2 (c)]. Thus Eqn. (2.24) is commonly known as the isotropic model. By contrast, we will refer to Eqn. (2.23) as the anisotropic model.

Though the isotropic approximation may be sufficient for fundamental investigations or in special cases, the anisotropic effects are not negligible in general. They have already been observed in many experiments as well [32]. Hence we will use the anisotropic model (2.23) as the standard model in this thesis and compare the results with the isotropic one if appropriate.

In homogeneous media, the diffusion effects (i.e., the terms containing $\kappa$) are known to cause a transverse displacement of the beam during the propagation. This leads to a parabolic shape of the beam trajectory (so-called self-bending effect) [33]. When investigating the stability of solitons, this effect can usually be neglected however. This is still the case if a photonic lattice is present, provided that the lattice is strong enough to suppress the transverse displacement. Under this assumption, the diffusion effects can be treated as an additional, but negligible perturbation of the beam. We will therefore assume $T = 0$ K ($\kappa = 0$) throughout this work.

For several reasons, it is difficult to find an appropriate and “realistic” choice for the photorefractive material parameters $r_{\text{eff}}$ and $n_0$. These do not only depend on the type of the crystal and on the wavelength, but they also differ strongly between several crystals with nominally identical compositions. Additionally, the effective value of $E_{\text{ext}}$ inside the crystal is not exactly known in the experiments due to screening effects at the crystal boundaries, and also $E_{\text{scr}}$ cannot be measured directly. However, the qualitative features of many phenomena remain the same within a wide parameter regime, so the exact values of the parameters are not crucial for general theoretical investigations. This allows us to choose an “universal” parameter set throughout this work: If nothing else is mentioned, we assume $r_{\text{eff}} = 280$ pm/V, $n_0 = 2.35$, and $E_{\text{ext}} = 2.5$ kV/cm. These values are based on the widely used SBN75 crystals and hold for a vacuum laser wavelength of $\lambda = 532$ nm.
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(frequency-doubled Nd:YAG). For comparisons with experiments these values have to be fitted appropriately, whereas in the context of this work modifications of $E_{ext}$ turn out to be sufficient. The transversal length scale is set to $w_0 = 10 \mu m$, which yields $z_0 = 2.78 \text{mm}$. In the following, all spatial coordinates are expressed in units of $w_0$ and $z_0$.

2.3 Photonic lattices

Within the context of this work, the term photonic lattice means a refractive index pattern which is periodic in the transverse directions, but homogeneous in the propagation direction of the light. Basically, there are two different methods how this can be modelled within the framework of Eqn. (2.11): On the one hand, the modulation of the refractive index can assumed to be static and prefabricated, resulting in an additive, periodic potential term. On the other hand, the lattice may be induced optically. Then the coupling between the lattice and the probe beam is realized solely by the nonlinearity. In the following we discuss both types of lattice induction.

2.3.1 Additive periodic potential

The last term of the propagation equation (2.11) containing the nonlinear shift of the refractive index $\delta n^2(I)$ can be easily generalized to include a static, periodic modulation $\delta n^2_p(r_\perp)$ of $n$ as well. Together with Eqn. (2.18) and the nonlinear coupling constant $\gamma_{nl} = k_0^2 w_0^2 n_0^4 r_{eff}$, Eqn. (2.11) then reads

$$2i\partial_z A = - \nabla_\perp^2 A - k_0^2 w_0^2 \delta n^2_p(r_\perp)A + \gamma_{nl} E_{scr}(|A|^2)A. \quad (2.25)$$

This equation has the remarkable feature of being fully equivalent to a nonlinear Schrödinger equation with a periodic potential if a Kerr-type nonlinearity, i.e., $E_{scr}(|A|^2) = \pm |A|^2$, is chosen. Such a model describes a Bose-Einstein condensate (BEC) in the presence of an optically induced lattice \cite{20,34}. In this context, the Eqn. (2.25) with the substitutions $z \rightarrow t$, $\nabla_\perp \rightarrow \nabla$, and $\hbar = 1$ is also known as Gross-Pitaevskii equation. Even when a photorefractive nonlinearity is used, there are still many parallels to the BEC.

The linear version of Eqn. (2.25) (i.e., $\gamma_{nl} \equiv 0$) is well-known from standard solid state theory, where it describes an electron in a periodic potential. Bloch’s theorem states that it can be solved by the ansatz $A(r) = \psi_m(r_\perp, k_\perp) \cdot e^{i\beta_m z}$ with the so-called Bloch functions $\psi_m(r_\perp, k_\perp) = b_m(r_\perp, k_\perp) \cdot e^{ik_\perp \cdot r_\perp}$. The functions $b_m$ have the same periodicity in ordinary space as the lattice. In our case the resulting eigenvalue problem for the $b_m$ reads

$$\frac{1}{2} \left( (\nabla_\perp + i k_\perp)^2 + k_0^2 w_0^2 \delta n^2_p(r_\perp) \right) \cdot b_m(r_\perp, k_\perp) = \beta_m(k_\perp) b_m(r_\perp, k_\perp). \quad (2.26)$$
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**Figure 2.3:** Band structure and dispersion relation (black lines) of the separable cos² lattice [Eqns. (2.27), \( V_{\text{eff}} = 0.0009, d = 2w_0 \)]. (a) 1D case; (b) 2D case; (c) 2D lattice (light gray tones denote a high refractive index) and (d) reduced part (triangle \( \Gamma X M \)) of the first Brillouin zone.

Herein the positive, integer number \( m \) denotes the so-called Bloch bands (see below), whereas \( k_\perp \) is restricted to the first Brillouin zone. In solid state physics, \( k_\perp \) is also known as quasi-momentum. The eigenvalues \( \beta_m \) are called propagation constants of the Bloch modes \( \psi_m \), since they can be seen as “offset corrections” to the wave vector \( k_z \) in propagation direction. Due to the sign convention in optics, they correspond to the negative electron energy in a solid state or to the negative chemical potential in the BEC model.

A common choice for \( \delta n_p^2 \) is

\[
\text{transvers. 1-dim.: } \delta n_p^2(r_\perp) = V_{\text{eff}} \cdot \cos^2(\pi x/d) \quad (2.27a)
\]
\[
\text{transvers. 2-dim.: } \delta n_p^2(r_\perp) = \frac{V_{\text{eff}}}{2} \cdot \left( \cos^2(\pi x/d) + \cos^2(\pi y/d) \right) \quad (2.27b)
\]

with the effective modulation depth \( V_{\text{eff}} \) and the lattice constant \( d \). This has the advantage that for two transverse dimensions, the eigenvalue problem (2.26) separates in two one-dimensional ones. In general, this is not possible for more complicated lattices however.

Since the transverse coordinates \( x \) and \( y \) are expressed in units of the scaling constant \( w_0 \), the effective period of the lattice may also be changed by varying \( w_0 \) (\( w_0 \) is not subject to any restrictions). Because the \( \delta_p^2 \) term in Eqn. (2.25) is weighted with \( w_0^2 \), dividing the lattice constant \( d \) by a factor \( u \) is equivalent to multiplying \( V_{\text{eff}} \) by \( u^2 \).

Figure 2.3 shows the band structure [i.e., the spectrum \( \beta_m(k_\perp) \)] of Eqn. (2.26) in combination with the lattices (2.27a/b), both for the case of one (a) and two (b) transverse dimensions. A picture of the 2D lattice is shown in Figure 2.3 (c). Due

---

\[2\] In the following we write \( \beta \) without index, if we do not refer to a special Bloch band.
to the separability of Eqn. (2.26) in the 2D case, it is actually sufficient to know the dispersion relation along the lines between the Γ and the X as well as between the X and the M high symmetry points of the reduced first Brillouin zone [Figure 2.3(d)]. However, it is convention to plot closed paths in band structure diagrams.

The set of $\beta_m$ is the union of several finite intervals $[\beta^{(\text{min})}_m, \beta^{(\text{max})}_m]$, which are called Bloch bands with the band edges $\beta^{(\text{min})}_m$ and $\beta^{(\text{max})}_m$. They are numbered in ascending order with decreasing $\beta$, starting with 1. If two neighboring bands do not overlap, the interval between them is called (photonic) band gap. The band structure of each lattice has exactly one semi-infinite gap. The finite gaps are labeled in a similar way as the bands, i.e., the first gap lies right below the semi-infinite one [Figure 2.3 (a), (b)].

The number and the width of the finite gaps increase with $V_{\text{eff}}$; for $V_{\text{eff}} = 0$ (homogeneous medium) there is only the semi-infinite gap. Note that the $\beta_m$ are only determined up to an arbitrary, additive constant: The total wave vector in $z$ direction is given by $k_z + \beta_z$, and there is no fixed rule for the choice of $k_z$ in the initial separation ansatz for $\mathbf{E}(\mathbf{r}, t)$ (or, in other words, the separation of $n_0^2$ in the parts $n_0^2$ and $\delta n^2$ is arbitrary). Throughout this work we always choose this constant such that the semi-infinite gap reaches from 0 to $+\infty$ for $V_{\text{eff}} \to 0$.

### 2.3.2 Optical induction

Optically induced lattices have the great advantage that their parameters can be changed easily in the experiment. The obvious way to realize them is to launch a second beam into the crystal, which has a periodically shaped intensity profile. This so-called lattice beam should be incoherent with respect to the probe beam, but propagate in the same direction.

It has been demonstrated both theoretically and experimentally [35–38] that for this configuration stable lattices are possible within certain parameter regions. However, the nonlinear self-interaction of the lattice beam and the bidirectional interaction with the probe beam is not always desired, especially since numerical simulations show that in general the lattice becomes unstable after long propagation distances.

Efremidis et al. realized in 2002 [23] that this problems can be overcome if the polarization of the lattice beam is rotated about 90° (i.e., being parallel to the $y$ axis). In the literature this is usually referred to as ordinary polarization, whereas the probe beam remains extraordinarily polarized. The strength of the nonlinearity seen by the lattice beam is then given by a different element of the linear electro-optic tensor ($r_{113} \equiv r_{13}$ instead of $r_{33}$). Because of $r_{13} \ll r_{33}$ in the case of SBN [cf. Eqns. (2.17) and (2.18)], the lattice beam propagates effectively in the linear regime and does not show self-interaction anymore. However, the light-induced excitation of charge carriers into the conduction band is not polarization sensitive. Thus the effective refractive index seen by the probe beam does not depend on the polarization.
of the lattice beam, but the probe beam cannot influence the lattice any longer. Experimentally, this setup has proven to be rather successful [14, 25, 39–42].

The companion piece to Eqn. (2.25) reads for this case

$$2i\partial_z A = -\nabla_\perp^2 A + \gamma_{nl} E_{scr}(I_{tot}) A, \quad I_{tot} = |A_{latt}|^2 + |A|^2$$

(2.28)

with $A$ and $A_{latt}$ being the amplitudes of the probe and the lattice beam. The Bloch spectrum of Eqn. (2.28) can be obtained by replacing $I_{tot}$ by $|A_{latt}|^2$ in the nonlinear term and making the same ansatz for $A$ as in section 2.3.1. The effective modulation depth of the refractive index lattice is not given directly by the amplitude of $A_{latt}$, but merely by

$$V_{eff} = n_0^4 r_{eff} \left[ \max (E_{scr}(|A_{latt}|^2)) - \min (E_{scr}(|A_{latt}|^2)) \right].$$

(2.29)

However, this relation is monotonic in $\max(|A_{latt}|^2) - \min(|A_{latt}|^2)$ even for the anisotropic nonlinearity (2.23).

Since $\gamma_{nl}$ contains a factor $w_0^2$, a similar argumentation as in the previous section shows that for optically induced lattices a change of the lattice constant can generally be expressed by an equivalent change of $\gamma_{nl}$. For $T = 0 \text{K}$, this can also be interpreted as a change of $E_{ext}$, hence in this case dividing the lattice constant $d$ by a factor $u$ is equivalent to multiplying $E_{ext}$ by $u^2$.

In order to make the lattice homogeneous in the $z$ direction, the lattice beam must propagate without diffraction in the linear regime, i.e., $A_{latt}$ must be an eigenfunction of a linear propagation equation. In chapter 4.1 we will present some beam profiles which fulfill this requirement.

### 2.4 Gap solitons

We now look for spatial amplitude profiles $a(r_\perp)$, which do not change their shape while propagating through a photorefractive crystal when a photonic lattice is present. This can be expressed by the condition

$$A(r) = a(r_\perp) e^{i\beta z},$$

(2.30)

where $\beta$ again denotes the propagation constant. Substituting this condition into the propagation equation (2.25), one obtains the following equation for the soliton profile $a(r_\perp)$:

$$-2\beta a + \nabla_\perp^2 a + k_0^2 w_0^2 \delta n_p^2 (r_\perp) a - \gamma_{nl} E_{scr}(|a|^2) a = 0.$$

(2.31)

In the case of an optically induced lattice the corresponding equation reads

$$-2\beta a + \nabla_\perp^2 a - \gamma_{nl} E_{scr} \left(|A_{latt}|^2 + |a|^2 \right) a = 0.$$

(2.32)

### Footnote

3 Here we neglect possible differences in the photovoltaic term in Eqn. (2.20). This turns out to be a justifiable assumption in practice.
The propagation constant $\beta$ is (for a given lattice and nonlinearity) the only free parameter of the soliton. Due to the complex structure of the photorefractive nonlinearity, neither Eqn. (2.31) nor Eqn. (2.32) can be solved analytically. In the appendix A it is described how this can be done numerically instead.

Since the Bloch functions $\psi_m(r_\perp, k_\perp)$ form a complete set of orthogonal functions, each solitary profile $a(r_\perp)$ can be expressed by a superposition of them

$$a(r_\perp) = \sum_{m=1}^{\infty} \int_{FBZ} c_m(k_\perp)\psi_m(r_\perp, k_\perp)dk_\perp. \quad (2.33)$$

Herein the integral is taken over the first Brillouin zone (FBZ). We are interested only in spatially localized profiles fulfilling the condition $\lim_{||r_\perp|| \to \infty} a(r_\perp) = 0$. A focusing nonlinearity thus leads to a localized increase of the refractive index, i.e., the beam induces its own waveguide. Within this waveguide, also the $k_z$ component of the wave vector is locally increased for all $\psi_m$. Even if for a certain solitary superposition $a$ the coefficients $c_m$ may approach zero at the upper edge of a certain band, it is thus clear that the propagation constant $\beta$ of the solitary superposition $a$ must lie in the gap above this band (hence the name gap soliton$^4$).

For a defocusing nonlinearity this argumentation reverses, and $\beta$ lies in the gap below the band from whose Bloch modes the soliton is constructed. A deeper discussion on the existence of gap solitons can be found in [43].

Figure 2.4 shows an one-dimensional example of both a focusing [Figure 2.4 (a), (c)] and a defocusing [Figure 2.4 (d), (f)] gap soliton. The focusing one propagates in the semi-infinite gap, whereas the defocusing one lies in the first gap. Both are fundamental solitons, i.e., they have a bell-shaped envelope and the lowest total intensity for a given $\beta$. Their intensity maxima coincide with a maximum of the refractive index. Hence, in analogy to solid state physics, the maxima (or focusing regions) of photonic lattices are also called lattice sites. The nonlinearity is given by Eqn. (2.24) with $\kappa = 0$, and the lattice is the one-dimensional, additive $\cos^2$ potential (2.27a). In two transverse dimensions the transversal cross sections of the profiles look similar.

The focusing fundamental soliton is mainly formed by Bloch modes near the upper edge of the first band. This is also intuitively clear: The further the Bloch modes have to be shifted in order to reach the gap, the more energy (or intensity) is needed. The curvature of the dispersion relation (i.e., the group velocity dispersion) is negative in the vicinity of the upper band edge [cf. Figure 2.3 (a)], indicating that the beam diameter initially increases when the profile propagates in the linear regime (normal diffraction). This is confirmed by Figure 2.4 (b): The intensity of the beam has its absolute maximum at $x = z = 0$.

$^4$In some papers this term is used solely for the solitons in the finite gaps, whereas those in the semi-infinite gap are called discrete solitons instead. However, this latter name has originally been introduced in the context of the discrete nonlinear Schrödinger equation, which is not subject to this thesis. Hence we avoid this term in the following and speak only of gap solitons.
2.4 Gap solitons

Figure 2.4: Fundamental 1D gap solitons in the separable \( \cos^2 \) lattice [Eqn. (2.27a), \( V_{\text{eff}} = 0.0009 \)]. Left: focusing nonlinearity (semi-inf. gap), right: defocusing nonlinearity (first gap). (a), (d) soliton profile and effective refractive index (periodic potential and nonlinearity together); (b), (e) discrete diffraction without nonlinearity (the black lines are contour lines); (c), (f) solitary propagation. Light gray tones denote high intensities.

By contrast, the defocusing fundamental soliton arises from the Bloch modes near the lower edge of the first band, since the above-mentioned argument reverses. For these Bloch modes the dispersion relation is curved contrarily, thus in the linear regime the beam diameter should initially decrease (anomalous diffraction), before it increases as usual. This can be seen in the left part of Figure 2.4 (e), where the contour lines show that the beam does not reach its absolute intensity maximum until having propagated over a certain distance.

Despite many common properties, the guiding mechanisms of the two solitons are rather different: The focusing one arises solely from self-focusing effects, whereas the defocusing one could not exist without transversal Bragg reflection, such as...
in homogeneous photorefractive media. This also becomes noticeable in the sign changes of the amplitude, which correspond to phase jumps of $\pi$. Such a phase profile is often called \textit{staggered} in the literature, in contrast to the \textit{unstaggered} phase structure of the focusing fundamental soliton.

However, it is important to note that a focusing nonlinearity does not always antagonize a negative curvature of the dispersion relation, and a defocusing nonlinearity does not always do the opposite. For example, this is not the case for multi-humped structures like soliton clusters. In this case, even for the anisotropic model the range of the nonlinearity is shorter than the distance between two contiguous intensity maxima. Thus each maximum is affected \textit{separately} by the character of the nonlinearity, and hence such solitons may arise from different band edges compared to the example above. They exist in one-, two- and (within the BEC theory) even three-dimensional systems [44]; a detailed discussion of the 1D case can be found in [45]. We will investigate their stability properties both for additive, periodic potentials (chapter 3.2) and for optically induced lattices (chapter 4.3).
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Having seen that gap solitons may exist in nonlinear photonic structures [43], the next question arising is whether they are dynamically stable. In view of nonlinear photonic crystals, we use this term solely in a spatial sense and imply that a temporal steady state has been reached. Thus instabilities may occur only as spatial deviations from the solitary profile, which arise after some propagation distance $z$. However, in the context of BEC this picture is translated back into the temporal domain, since the spatial propagation of an optical beam corresponds to the temporal evolution of the condensate.

Instabilities of gap solitons have been treated in several publications in the past, both using numerical techniques alone [19, 46] and combining them with analytical methods [47, 48]. In doing so, a link between instabilities and resonances in the Bloch bands caused by the internal modes of the solitons has been revealed. In the context of BEC also the effects of a time-periodic modulation of the lattice have been investigated [46].

However, all these works consider only a fixed value for the strength (or modulation depth) $V_{\text{eff}}$ of the photonic lattice. Since the size of the band gaps increases with $V_{\text{eff}}$, intuition suggests that for deeper lattices gap solitons should be stable in a larger parameter regime. This is especially clear since in the limit $V_{\text{eff}} \to \infty$ the nonlinearity becomes negligible, and the gap solitons degenerate to linear eigenmodes of the waveguides induced by the lattice. By contrast, the solitons in the finite gaps should become unstable for small values of $V_{\text{eff}}$.

In order to study these dependencies systematically for intermediate lattice strengths, we follow [49] and choose the one-dimensional version of the system (2.25) as the starting point, thus implying an additive periodic potential. This has several advantages: The strengths of both the lattice ($V_{\text{eff}}$) and the nonlinearity ($E_{\text{ext}}$ and $\gamma_{\text{nl}}$, respectively) are not bounded and can be varied independently. This holds for the sign of the nonlinearity as well, so focusing and defocusing media can be directly compared without changing the band structure. Additionally, this system is closely related to the Gross-Pitaevskii equation, so the fundamental results can be transferred easily.

We subsequently discuss how far the 1D results also hold in two transverse dimensions. In this context we use the anisotropic model, though this chapter is dedicated to statically imprinted lattices. However, this allows us to study some of the inherently anisotropic effects while keeping the possibility of easily comparing focusing and defocusing media. The experimentally more relevant case of optical lattice induction in photorefractive crystals is covered from chapter 4 onward.
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Figure 3.1: Basic gap solitons in the higher-order gaps of the separable \( \cos^2 \) lattice [Eqn. (2.27a), \( V_{\text{eff}} = 0.0009, d = 2w_0 \)]. (a) first gap, focusing nonlinearity; (b) second gap, focusing nonlinearity; (c) second gap, defocusing nonlinearity. The gray bars are centered around the maxima of \( \delta n^2 \).

3.1 Basic (lowest-intensity) gap solitons

Among the large number of possible solitons in each gap, those with the lowest total intensity (or energy) are outstanding. If they are unstable, they cannot decay into other, “simpler” solitons within the same gap. Hence we will call them basic solitons in the following.

In the lowest accessible gaps (i.e., the semi-infinite one for focusing and the first one for defocusing media), the basic solitons are the fundamental ones depicted in the Figures 2.4 (a) and (d). As already explained in chapter 2.4, these are always nodeless in focusing media, whereas their phase profile is staggered in defocusing media.

By contrast, the basic solitons in the higher-order gaps are not bell-shaped. Their profiles are determined by the shape of the Bloch modes at the respective band edges. In the quantum mechanical interpretation they form excited states, while the fundamental solitons correspond to ground states.

For focusing media, the symmetry of the basic solitons is odd within the first gap and even within the second gap [Figures 3.1 (a) and (b)]. For defocusing media the same holds – due to the contrary shift of \( \beta \) – for the second [Figure 3.1 (c)] and the third gap (not shown here). It can be seen that the transverse oscillation period of the solitons decreases with increasing gap numbers. This is because the Bloch modes from higher bands are associated with higher \( k \) values (cf. section 2.3.1 and the reduced band scheme in Figure 2.3). Figure 3.1 also shows, that the soliton profiles become the broader the narrower the gap is. For stronger lattices, the solitons in the second and possibly existing higher order gaps are sharply localized as well.

For convenience, we introduce the shortcuts \( B_n^{(\text{foc})} \) for the focusing and \( B_n^{(\text{def})} \) for the defocusing basic solitons in the \( n \)-th gap. At this the index ‘0’ denotes
the semi-infinite gap\textsuperscript{1}. If the upper index is omitted, we refer to both kinds of nonlinearities.

### 3.1 Linear stability analysis

In several cases the stability of solitons can be proven analytically. In 1973 Vakhitov and Kolokolov derived a criterion which states that a soliton is stable if its total intensity increases strictly monotonically with the propagation constant $\beta$ \cite{50, 51}. Though this criterion is convenient to use, its (strict) validity is restricted to nodeless soliton profiles. Thus in our case it is applicable only to focusing fundamental solitons in the semi-infinite gap, where it states that these are stable.

For the basic solitons in other gaps or in defocusing media, we have to make a general linear stability ansatz. For that purpose we consider the evolution of a solitary solution $a(x)$ in the presence of the small, complex-valued perturbations $v(x)$ and $w(x)$ ($\varepsilon \ll 1$) \cite{48}:

$$A(x, z) = e^{i\beta z} \left( a(x) + \varepsilon \left[ (v(x) + iw(x))e^{\lambda z} + (v^*(x) + iw^*(x))e^{\lambda^* z} \right] \right). \tag{3.1}$$

By inserting this ansatz into the propagation equation (2.25), the following linear eigenvalue problem is obtained:

$$\begin{align*}
\lambda v &= -\mathcal{L} w, \\
\lambda w &= \mathcal{L} v - \gamma_{nl}\partial_I E_{scr}(I)a^2 v, \quad I = |a|^2
\end{align*} \tag{3.2}$$

with

$$\mathcal{L} \equiv -\beta + \frac{1}{2} \nabla^2 + \frac{k_0^2 w^2_0}{2} \delta n_p^2(x) - \frac{\gamma_{nl}}{2} E_{scr}(|a|^2). \tag{3.3}$$

Herein the imaginary part of the eigenvalue $\lambda$ describes the shifted propagation constants of the perturbation modes $v$ and $w$, while their growth rate is given by the real part. In general, the problem (3.2) can be solved only numerically however. This requires large grids since the unstable eigenmodes have very long oscillating tails.

The equations (3.1-3.3) can be easily generalized to two transverse dimensions. Since in this case the required computing power increases drastically, it may be advisable to transform Eqn. (3.2) into the Bloch space \cite{52}. The size of the numerical problem can then be reduced significantly by restricting the Bloch basis to the modes of the lowest-order bands. This still leads to good approximations of the unstable eigenmodes in several cases. As a minimum, at least $n + 1$ bands should be considered in the reduced basis, if the soliton is mainly formed by the Bloch modes of the $n$-th band.

Solving the problem (3.2) requires in all cases the knowledge of the partial derivative of the nonlinearity with respect to the intensity $I$. Even numerically this derivative may be calculated only if the function $E_{nl}$ is local, i.e., a point-wise mapping

\textsuperscript{1}In \cite{46}, the $B_2^{(def)}$ solitons are also called subfundamental solitons.
Figure 3.2: Linear stability analysis of the $B_1^{(foc)}$ solitons [$V_{\text{eff}} = 0.0009 \ (d = 2w_0)$], cf. Figure 3.1 (a): (a) real parts of the eigenvalues for the three dominating unstable eigenmodes; the numbers in the shaded bars indicate the modes which cause the decay of the soliton in the numerical simulations; (b)-(d) real (—) and imaginary (—-) parts of $v$ (thick lines) and $w$ (thin lines) for the modes from (a). The gray bars in (b)-(d) mark the maxima of $\delta n_p^2$. 

$(x, y) \mapsto E_{nl}(x, y)$. This is not the case for the anisotropic model (2.23) however, so one either has to go back to the isotropic approximation (2.24) or to switch to direct simulations of the soliton propagation in this case. Because the focus of this work lies on the anisotropic model, we will use the second possibility as the standard method for investigating soliton instabilities in two transverse dimensions. However, in the 1D case this problem does not occur, so both methods may be compared. In order to do this we continue with the 1D application of (3.1-3.3).

Figure 3.2 shows the results for the $B_1^{(foc)}$ solitons [cf. Figure 3.1 (a)] in combination with a medium lattice strength ($V_{\text{eff}} = 0.0009$). There are three dominating eigenmodes, a single-peaked fundamental one [mode I, Figure 3.2 (b)] and both a symmetric and an antisymmetric double-peaked one [modes II and III, 3.2 (c) and (d)]. The plot of the corresponding real parts of $\lambda$ [Figure 3.2 (a)] shows that for each value of $\beta$ at least one of them is growing exponentially.

Hence these results suggest that for this parameters the basic solitons in the first
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gap are always unstable. The instabilities seem to arise mainly from the symmetric mode I, except for the interval $1.8 \lesssim \beta \lesssim 2.4$ and a small region around $\beta = 1$, where the growth rates of the modes II and III are higher. However, one has to bear in mind that the accuracy of this stability analysis is low within regions of very weak instabilities (i.e., $\text{Re}(\lambda) \ll 1$), which is obtained e.g. around $\beta = 2$. This is a consequence of the special symmetry of the system (3.2): The two eigenvalue equations can be rewritten as a single one containing only $\lambda^2$

$$\lambda^2 v = -\mathcal{L}^2 v + \gamma_{nl} \mathcal{L} \partial_I E_{scr}(I) a^2 v. \quad (3.4)$$

Thus all eigenmodes with $\text{Re}(\lambda) \neq 0$ are actually linearly unstable since they occur twice, and once with $\text{Re}(\lambda) > 0$. This means that we cannot find stable gap solitons with this analysis alone, since the spatial evolution of the modes with $\text{Re}(\lambda) = 0$ would only be described by a nonlinear stability analysis. In combination with the poor spatial localization of the eigenmodes, the numerical accuracy is also restricted in the vicinity of zero.

3.1.2 1D numerical simulations

Due to the shortcomings of the linear stability analysis, we check the results of the previous section by numerically integrating the propagation equation (2.25). This has the additional advantage that also information about the soliton decay itself is gained. In doing so the wide-ranging tails of the unstable eigenmodes require special care again: In order to avoid artefacts arising from the finite numerical grid, highly absorbing boundary conditions are required. The algorithm used here is based on [53], it is described in more details in the appendix B.

In order to provide a better comparison with the linear stability analysis, the results obtained by the direct simulations of the soliton propagation are displayed in Figure 3.2 (a) as shaded vertical bars. The numbers inside these bars indicate the domains in which the respective eigenmode(s) actually govern the decay of the soliton. It is confirmed that the $B_1^{(loc)}$ solitons are always unstable for $V_{eff} = 0.0009$.

The unstable domain ($\beta \lesssim 1.7$ or $\beta \gtrsim 2.4$) of the fundamental mode I coincides quite well with the intervals predicted by the linear stability analysis. However, the simulations unveil that the antisymmetric mode II is always the leading unstable eigenmode in the range $1.7 \lesssim \beta \lesssim 2.4$, while the influence of the double-peaked symmetric mode III remains secondary. This indicates that especially for $1.7 \lesssim \beta \lesssim 2.0$ the accuracy of the stability analysis is too low due to the reasons mentioned above. The growth rate of the mode III becomes comparable to those of the mode I only within a small interval around $\beta = 1$.

The soliton decay due to the fundamental mode I is shown in the Figures 3.3 (a) and (b) for $\beta = 1.5$. Since the instability is weak, the soliton propagates seemingly undisturbed for $z \lesssim 200z_0$. Thereafter a slight, alternating pulsing of the peak
3 Stability of gap solitons in statically imprinted photonic lattices

Figure 3.3: Decay of the $B_1^{(foc)}$ soliton with $\beta = 1.5$ [first gap, cf. Figure 3.1 (a)] due to the symmetric eigenmode from Figure 3.2 (b): (a) spatial evolution of the intensity distribution; (b) detailed view of the decay; (c) amplitude deviation from the initial soliton profile; (d) evolution of the mean propagation constant. Dark (light) gray tones indicate high (low) intensities in (a) and (b) and negative (positive) amplitudes in (c).

Figure 3.4: Decay of the $B_1^{(foc)}$ soliton with $\beta = 2.0$ [first gap, cf. Figure 3.1 (a)] due to the eigenmodes II (dominating) and III from Figure 3.2 (c) and (d). The meaning of (a)-(d) is the same as in Figure 3.3.
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Intensities becomes visible. This is the signature of a symmetry break: Whereas the unstable eigenmode is symmetric, the amplitude profile of the soliton [Figure 3.1 (a)] is antisymmetric (however, the intensity profiles of both are symmetric). The pulsing increases until the beam has lost a considerable amount of intensity by diffraction and consists merely of a single peak now, which is strongly oscillating around the center of the corresponding lattice site. While these oscillations slowly decay, the final state is reached and the beam looks like a fundamental soliton. This is confirmed by the propagation constant $\beta$, which indeed is shifted from the first gap into the semi-infinite one during the decay [Figure 3.3 (d)].

The “effective” unstable eigenmode can also be obtained numerically in each propagation step by orthogonally projecting the current amplitude profile onto the initial soliton profile. This is shown in Figure 3.3 (c), corroborating that the decay indeed is triggered by the fundamental mode I.

Figure 3.4 shows in a similar manner the decay governed by the mode II ($\beta = 2.0$). In this case both the soliton [Figure 3.1 (a)] and the dominating unstable eigenmode have an antisymmetric amplitude profile. Hence the intensity profile of the beam maintains its symmetry even after the instability has set in [Figure 3.4 (a), (b) for $z \approx 500z_0$]. However, a symmetry break still occurs at $z \approx 530z_0$ when the double-peaked symmetric mode III becomes excited too [alternating negative/positive (black/white) amplitudes at $x = -2w_0$ in 3.4 (c)]. At first this becomes manifest in an increased spatial oscillation period of the intensity on one side of the beam (in the example shown here, it is the one associated with the positive $x$ values, but it might be the other one as well). Subsequently the total intensity on this side slowly increases, until the major part of the beam suddenly jumps ($z = 675z_0$) onto the neighboring lattice site ($x = +2w_0$). The direction of this jump is determined by the direction of the previous intensity shift. After the jump the spatial oscillations of the beam decay, and its profile takes the form of a fundamental soliton as in the previous case. Again, the propagation constant is shifted into the semi-infinite gap. The successive excitation of both unstable eigenmodes II and III is also clearly visible in Figure 3.4 (c): Since their propagation constants differ, the sign of their (nonlinear) superposition periodically changes on one side of the beam (here at $x = +2w_0$ for $530z_0 \lesssim z \lesssim 675z_0$).

The absolute values of $z$ mentioned in the above discussions depend on the initial deviation of the beam from the exact soliton profile due to discretization errors. Nevertheless, the different growth rates of the respective unstable eigenmodes are still obvious: While both in Figure 3.3 and in Figure 3.4 the decay sets in at $z \approx 200z_0$, it is almost finished at $z = 400z_0$ for the mode I instability, but it lasts until $z \gtrsim 700z_0$ for the mode II instability. This is in accordance with the linear stability analysis [Figure 3.2 (a)], which states that the growth rates are much smaller for $\beta = 2.0$ (even beyond the resolution limit) than those for $\beta = 1.5$.

As it has been shown in [48], the instabilities observed here coincides with resonances in the Bloch bands. These may occur when the “effective” propagation
constant $\beta \pm \text{Im}\lambda$ of at least one eigenmode of the system (3.2) lies within a Bloch band. Since the Bloch bands become narrower for stronger lattices, it seems to be obvious that gap solitons should become stable if the depth of the lattice is high enough. In order to investigate this in detail, the stability analysis and the simulations are repeated for different lattice depths $V_{\text{eff}}$. Following the argumentation in section 2.3.1, this can be reinterpreted as modifying the lattice constant $d$, hence it is sufficient to vary $V_{\text{eff}}$ alone.

The result of this analysis for the first two finite gaps is shown in Figure 3.5 (a) for the focusing and in Figure 3.5 (b) for the defocusing nonlinearity.

The $B_1^{(\text{foc})}$ solitons are unstable for $V_{\text{eff}} \lesssim 0.001$. For higher values of $V_{\text{eff}}$, at first those solitons lying in a certain interval close to the upper edge of the gap (i.e., those with a high total intensity) become stable. For $V_{\text{eff}} \gtrsim 0.002$, another interval of stable solitons arises from the lower edge. Now the instabilities are solely caused by resonances in the third Bloch band, thus the stable intervals grow with increasing lattice strengths in the same way as this band becomes smaller. At $V_{\text{eff}} \approx 0.0064$ they finally merge, and the $B_1^{(\text{foc})}$ solitons become stable throughout the first gap.

For the largest part of the unstable region in the first gap [Figure 3.5 (a)], the soliton decays are governed by the unstable eigenmode I [cf. Figure 3.2 (b)]. The decay via the double-peaked modes II and III occurs only in a certain interval (i.e., approximately for $V_{\text{eff}} = 0.0009 \pm 0.0003$) around the dashed line indicating the lattice depth used in the discussions above.

Interestingly the situation is different for self-defocusing media: The $B_1^{(\text{def})}$ soli-
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Figure 3.6: Instability of the $B_{1}^{(def)}$ soliton with $\beta = -0.3$ and $V_{eff} = 0.0003$ ($d = 2w_{0}$): (a) soliton profile, the gray bars in mark the maxima of $\delta n_{p}^{2}$; (b) real (–) and imaginary (– -) part of the dominating unstable eigenmode; (c) spatial evolution of the mean propagation constant; (d) view of the decay. Dark gray tones in (d) indicate high intensities.

Solitons are stable down to very weak lattices ($V_{eff} \approx 0.0001$ and lower). Instabilities occur only in a small range near the lower gap edge (i.e., for solitons with a high total intensity). They finally disappear for $V_{eff} \gtrsim 0.0032$, when the second Bloch band has become small. In contrast to self-focusing media, the unstable regions are very small and resonances in the third band do not seem to occur.

Figure 3.6 shows an unstable $B_{1}^{(def)}$ soliton with $\beta = -0.3$ and $V_{eff} = 0.0003$. Compared to the focusing case (Figures 3.3 and 3.4), the instability is rather weak. The lattice depth even had to be lowered in order to make it visible at all. The dominating unstable eigenmode is symmetric and leads to intensity oscillations, but the structure of the soliton is not destroyed. The propagation constant remains in the first gap, but is shifted into the stable region as the beam radiates some intensity. This seems to be the only kind of instability occurring in the first gap.

Hence the $B_{1}^{(def)}$ and the $B_{0}^{(foc)}$ solitons do not only have the same symmetry (cf. Figure 2.4), but they also show a very similar stability behavior. This “shifted analogy” is somewhat less surprising if one bears in mind that opposite nonlinearities also cause opposite shifts of the propagation constants. Thus the constituting Bloch modes stem from opposite edges of the same band. However, the different characters of the nonlinearities also play an important role, so this analogy is not
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The $B_0^{(foc)}$ solitons are stable within the complete semi-infinite gap, hence the (small) unstable domains of the the $B_1^{(def)}$ solitons [Figure 3.5 (b)] do not have any counterpart. The physical reason for their occurrence is that in defocusing media bright solitons cannot exist without a photonic lattice. Therefore they necessarily become unstable, if this lattice is too weak.

One can try to generalize this comparison to the higher order gaps. Regarding size and shape of the unstable regions, Figure 3.5 indeed shows also some similarities between the antisymmetric $B_1^{(foc)}$ and $B_2^{(def)}$ solitons. For both kinds of nonlinearities, they are unstable below a certain lattice strength ($V_{\text{eff}} \approx 0.001$ for focusing and $V_{\text{eff}} \approx 0.0024$ for defocusing media; the simulations in [46] were carried out below this threshold). At this point a stable interval bifurcates from the upper edge of the respective gaps. For even stronger lattices ($V_{\text{eff}} > 0.002$ for focusing and $V_{\text{eff}} > 0.0057$ for defocusing media), also the solitons near the lower gap edges become stable. By contrast, the stability thresholds regarding $V_{\text{eff}}$ are significantly higher for the $B_2^{(foc)}$ solitons (these are symmetric again).

However, the significance of such comparisons between adjacent gaps is always restricted due to their different size and position in the band-gap spectrum. Since the higher-order gaps are smaller, the variety of possible resonances in the surrounding Bloch bands is bigger. For high potential depths $|\text{Im}(\lambda)|$ may become large, thus others than the adjoining bands have to be considered as well. Hence for a given value of $V_{\text{eff}}$, the stable intervals shrink with an increasing gap order. This effect can be observed in Figure 3.5 (b), where even at $V_{\text{eff}} \approx 0.0065$ a new unstable interval begins in the second gap. This happens due to resonances in the fourth Bloch band which still has a considerable width at this lattice strength. By contrast, these do not play a role in the first gap of a focusing medium [Figure 3.5 (a)], so the $B_1^{(foc)}$ solitons are stable throughout the first gap for $V_{\text{eff}} \gtrsim 0.0064$.

The decay of the (antisymmetric) unstable $B_2^{(def)}$ solitons is similar to that of the $B_1^{(foc)}$ solitons. The dominating unstable eigenmode is symmetric, and the final state is a slightly oscillating $B_1^{(def)}$ soliton, i.e., the propagation constant is shifted from the second into the first gap.

The decay of the (symmetric) unstable $B_2^{(foc)}$ solitons is commonly a two-stage process: The first stage is triggered by an antisymmetric unstable eigenmode and leads to an intermediate state in the form of a (likewise antisymmetric) $B_1^{(foc)}$ soliton. But in contrast to the eigenmode shown in Figure 3.2 (c), the maxima of the one occurring here lie closer together, i.e., they do not coincide with the adjacent lattice sites. For low to medium lattice strengths ($V_{\text{eff}} \lesssim 0.004$) the $B_1^{(foc)}$ soliton is unstable as well, and a succeeding decay into a stable, but again slightly oscillating $B_0^{(foc)}$ soliton takes place. This second decay is comparable to the one shown in Figure 3.3.

However, for stronger lattices the intermediate $B_1^{(foc)}$ soliton may be stable, so that the decay just ends there. This can be understood by looking at Figure 3.5 (a).
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again, where it is shown that for $V_{eff} > 0.004$ the unstable intervals of the $B_1^{(foc)}$ solitons indeed become small compared to the width of the first gap.

For certain combinations of $V_{eff}$ and $\beta$ it is also possible that the growth rate of the symmetric unstable eigenmode exceeds those of the antisymmetric one right from the start. In this case both stages merge, and the initial $B_2^{(foc)}$ soliton directly decays into a $B_0^{(foc)}$ one.

3.1.3 2D numerical simulations

Having studied the stability of one-dimensional basic solitons so far, we now switch to systems with two transverse dimensions. We start again with a focusing non-linearity. Analogous to the 1D case, the $B_0^{(foc)}$ solitons are nodeless and thus their stability may be proven using the Vakhitov-Kolokolov criterion. Hence we begin our discussion with the $B_1^{(foc)}$ solitons.

As it can be seen from the Figures 3.7 (a) and (c), they basically constitute the simplest possible, spatially localized 2D extensions of the corresponding 1D solitons. Their profiles are antisymmetric in one direction, whereas they look like fundamental solitons in the other one, thus forming horizontally or vertically oriented excited states. The characteristic signature of finite-gap solitons – the alternating (or staggered) phase – occurs only in the first direction, so only there the beams are guided due to Bragg reflection. The constituting Bloch modes arise from the $X$ symmetry points [Figure 2.3 (d)].

As a consequence of the anisotropy, vertically and horizontally antisymmetric solitons have to be distinguished. The total intensity of the latter is slightly higher due to the special structure of the electric screening field along the $c$ axis [30, 32]. Thus only the vertically antisymmetric profiles represent basic solitons. Nevertheless the similarities to the horizontally antisymmetric ones are large, so we discuss both cases in the following. For convenience, we extend the definition of the shortcut $B_n^{(foc)}$ and speak of vertical or horizontal $B_1^{(foc)}$ solitons, if we refer to the lowest-intensity solitons with the respective orientations.

Figure 3.7 shows both the propagation [(a)-(f)] and the dominating unstable eigenmodes [(g)-(j)] of the two-dimensional $B_1^{(foc)}$ solitons. Since the linear stability analysis presented in section 3.1.1 cannot be applied to the anisotropic model used here, the unstable eigenmodes have to be calculated numerically by orthogonally projecting the amplitude profile obtained at the onset of the instability onto the initial soliton profile.

It can be seen that both the horizontal and the vertical $B_1^{(foc)}$ soliton decay due to a slowly growing, fundamental eigenmode. Consequently, when viewed in the $y$-$z$ or $x$-$z$ plane [Figures 3.7 (e) and (f)], their decay has many similarities with Figure 3.3 (b). It also starts with a slowly increasing, alternating pulsing due to the symmetry breaking and it ends up with a slightly oscillating fundamental solitary mode in the semi-infinite gap [Figures 3.7 (b) and (d)]. This kind of decay seems
Figure 3.7: Decay of the 2D $B_1^{(\text{foc})}$ solitons with $\beta = 5.5$ and $V_{\text{eff}} = 0.0018$ ($d = 2w_0$) for the anisotropic photorefractive nonlinearity. Top: intensity profiles before [(a), (c)] and after [(b), (d)] the decay; middle: cross-sections [(e) $y$-z plane and (f) $x$-z plane, respectively]; bottom: real [(g), (i)] and imaginary [(h), (j)] parts of the dominating unstable eigenmodes. Dark (light) gray tones indicate high (low) intensities (a)-(f) or positive (negative) amplitudes (g)-(j).
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Figure 3.8: Propagation of the 2D $B_1^{def}$ solitons for three different values of $\beta$ (7.3, 7.2 and 5.5) and $V_{\text{eff}} = 0.0018$ ($d = 2w_0$) using the anisotropic photorefractive nonlinearity. Upper part: Spatial evolution of the intensity profiles; lower part: dominating unstable eigenmodes. The mode shown in the middle column is stable. Dark (light) gray tones indicate high (low) intensities (upper part) or positive (negative) amplitudes (lower part).
to be the only one occurring for the 2D $B_1^{(\text{fac})}$ solitons. The growth rates of the instabilities are generally higher than those observed in the 1D system.

Apparently, the decay of the vertically antisymmetric solitons sets in a little later. This holds independently of $\beta$ for the given lattice depth ($V_{\text{eff}} = 0.0018$). However, for stronger lattices the situation may be the other way round, when the resonances causing the instabilities are just about to disappear.

For strong lattices ($V_{\text{eff}} \gtrsim 0.004$), the vertical $B_1^{(\text{fac})}$ solitons become stable within a small interval near the upper edge of the first gap. Stable horizontal $B_1^{(\text{fac})}$ solitons require even higher values of $V_{\text{eff}}$, though they show already at $V_{\text{eff}} \approx 0.004$ very long, quasi-stable transients for $\beta$ lying in the lower part of the first gap. For the isotropic nonlinearity [equation (2.24)], stable intervals start to occur at similar lattice strengths. In all cases, the stable intervals remain small even at very high lattice strengths.

Like in the 1D system, stable $B_1^{(\text{def})}$ solitons do not require such strong lattices. For $V_{\text{eff}} = 0.0018$ (same value as in Figure 3.7), instabilities are observed only for very low (left column of Figure 3.8) and for very high (right column of Fig. 3.8). The latter also occur in the 1D case (cf. Figure 3.6): The structure of the soliton is not destroyed, but starts to oscillate, and the propagation constant is shifted towards the stable region. Due to the anisotropy the oscillation takes place in the $y$-direction, i.e., the upper and the lower spot appear and disappear periodically (cf. the pictures at $z = 2098z_0$ and $z = 2100z_0$ in the right column of Figure 3.8). Consequently, the real part of the corresponding unstable eigenmode has two maxima at $y = \pm 2w_0$.

However, the instability near the upper edge of the first gap [left column of Figure 3.8, see also Figure 2.3 (b)] seems to occur only in the 2D case. It has also been reported for media with a Kerr-type nonlinearity [52]. In contrast to all other instabilities we have discussed so far, this one is of a non-oscillatory type and does not lead to the formation of a new, stable soliton. The beam is rather diffracted strongly after a certain propagation distance. A slight increment of the soliton intensity (that means, raising the propagation constant a little) is sufficient to stabilize the structure, as shown in the middle column of Figure 3.8.

The phenomena being discussed in this chapter do not crucially depend on the absolute value of the nonlinear coupling constant $\gamma_{nl}$ (of course it must not be too small). The main results may also be transferred to different nonlinearities of similar shape as long as the refractive index essentially changes monotonically with the intensity (i.e., nonlocal effects must not be too strong). This especially holds for the Kerr nonlinearity, though the instabilities of the non-fundamental basic solitons (as, e.g., the $B_1^{(\text{fac})}$ ones) are much more pronounced in the 2D case (larger growth rates, no stable regions up to very high lattice strengths). However, the catastrophic self-focusing may be suppressed by the lattice.
3.2 Soliton clusters

Up to now we considered only the spatial dynamics of single gap solitons. In the following we investigate the stability of structures which are made up of multiple fundamental solitons. At this we assume that the structure itself forms a solitary solution, where all intensity maxima coincide with lattice sites. Such a structure is commonly known as soliton cluster, whereas the constituting fundamental solitons are called lobes or spots.

3.2.1 Amplitude profiles

In this section we restrict our analysis to cases where either all lobes are in phase or adjacent lobes are separated by phase jumps of \( \pi \). Examples of such clusters with 9 lobes are shown in Figure 3.9, both for a focusing and for a defocusing anisotropic nonlinearity. These solutions are two-dimensional versions of the truncated anisotropic Bloch waves presented in [45]. This name reflects the fact that their profiles can qualitatively be regarded as parts of Bloch waves, which are exponentially damped at the boundaries of the cluster. At this the Bloch waves may be truncated after any lattice site; the cluster does not even have to be rectangular [44].

The in-phase clusters stem from the \( \Gamma \) point Bloch waves, whereas the out-of-phase clusters have the same phase profile as the \( M \) point Bloch waves. This holds for both kinds of nonlinearities – focusing and defocusing ones. Hence the defocusing in-phase and the focusing out-of-phase clusters exemplify that in general there is no simple connection between the curvature of the linear dispersion relation [cf. Figure 2.3 (b)] and the existence of gap solitons.

An easy way to confirm these statements is given by looking at the Fourier transforms of the complex amplitude profiles: Since the Bloch functions can be written as a product of a lattice-periodic function and a plane wave function containing the quasi-momentum [cf. section 2.3.1], a significant contribution of a particular Bloch mode with the quasi-momentum \( (k_x, k_y) \) also causes a peak in the Fourier spectrum at the same spatial frequencies. The Bloch modes from the higher-order bands are mapped onto spatial frequencies outside of the first Brillouin zone (i.e., the Bloch spectrum becomes unfolded). In this spirit the Fourier transform can be used as an easily computable replacement for the Bloch transform, whereas one has to ignore “artificial” peaks arising from the lattice-periodic parts of the Bloch functions. However, their amplitudes are usually not dominating.

From the bottom row of Figure 3.9 one can see that the Fourier spectra of the in-phase profiles indeed have their maxima at the \( \Gamma \) point \( (k_x = k_y = 0) \), while those of the out-of-phase clusters have theirs at the \( M \) points \( (\pm k_x = \pm k_y = \pi/d \) due to the sign symmetry in quasi-momentum space). Minor peaks occur also at the \( X \) points; they are caused by the finite sizes of the clusters. The corresponding Bloch waves alter their sign only in one transverse direction. Especially for small clusters their contribution is needed to obtain approximately equal intensities at
Stability of gap solitons in statically imprinted photonic lattices

Figure 3.9: Amplitude profiles (top row) and Fourier images (bottom row) of soliton clusters with 9 lobes (anisotropic model, $V_{\text{eff}} = 0.0018$). The in-phase profiles arise from Bloch modes near the $\Gamma$ point, whereas the out-of-phase profiles stem from Bloch modes near the $M$ point.

For the in-phase clusters the spatial frequency of the lattice is directly visible (peaks being $2\pi/d$ apart from the $\Gamma$ point); for the out-of-phase clusters the corresponding peaks occur at the same distance from the $M$ points (sum frequency), though being less accentuated.

The effects of the anisotropy are subtle. In a focusing medium, the anisotropy gives rise to two minima of the refractive index in the vicinity of each intensity maximum, which are aligned in $x$ direction [Figure 2.2 (b)]. Therefore the lattice depth is locally enhanced in this direction. In a defocusing medium the nonlinear effects are reversed, hence the refractive index is raised next the intensity maxima, while it is lowered at the centers of the lattice sites. Thus the lattice is partially washed out in $x$ direction.

Since the amplitude profiles must reflect the shape of the refractive index in order to form solitons, these effects also become indirectly visible in their Fourier images. For the in-phase lattices, the peaks corresponding to the $x$ component of the lattice frequency are indeed slightly pronounced in the focusing case, whereas they are diminished in the defocusing case. By contrast, the Fourier spectra of the out-of-phase clusters look almost isotropic. That is because the intensity reaches zero between adjacent lobes, which leads to a suppression of anisotropic and nonlocal effects in the soliton profiles to a certain degree. If the phase profile is distorted however (e.g., due to instabilities), the anisotropy becomes visible again. This is
shown in the next section [cf. Figure 3.11 (a)].

The amplitude profiles of the defocusing clusters show another interesting detail: The amplitude does not decay monotonically beside the outer lobes, but rather features a sign change followed by a smaller peak on the adjacent lattice site. These “side lobes” are characteristic for finite-gap solitons; they also occur for single fundamental solitons in defocusing media [even in 1D, cf. Figure 2.4 (d)].

3.2 Soliton clusters

3.2.2 Stability

The lobes of the above soliton clusters are coupled weakly in the sense that the intensity contribution of a single lobe to the neighboring lattice sites is small. Since instabilities are related to a transfer of intensity between the lobes, it is useful to consider the transverse intensity current density $J$ of the complex optical amplitude $A(x, y)$. This quantity can be introduced in complete analogy with the probability current density of the ordinary Schrödinger equation:

$$J(x, y) = 2 \text{Im} \left[ A^*(x, y) \nabla_{\perp} A(x, y) \right]. \quad (3.5)$$

From this equation it immediately follows that $J$ vanishes for any real amplitude profile. At the outset of the propagation this is also the case for the soliton clusters discussed in the previous section, since their phases can only take the values 0 or $\pi$. In order to decide whether this may change during the propagation, we have to consider small perturbations of them.

Let us consider the focusing in-phase cluster and assume that the middle lobe has a slightly higher intensity than its neighbors. This situation is depicted in Figure 3.10 (a). Since this leads to a small increase of the refractive index, the phase of the middle lobe changes more rapidly. Thus it will be in advance after some propagation distance, causing a certain phase gradient: If the amplitudes of the outer lobes are considered to be real (i.e., their phases are 0), the middle lobe receives a complex amplitude with a positive imaginary part. Now the vector field $J$ points, according to Eqn. (3.5), from the outer lobes towards the middle one [Figure 3.10 (a), $z = 9.5z_0$]. Therefore the intensity of the middle lobe further increases, i.e., the initial in-phase cluster is unstable. This argumentation works in a similar way if a decreased intensity of the middle (or any other) lobe is assumed initially.

The vertical coupling strength is slightly higher than the horizontal one, because the horizontal lattice depth is increased by the anisotropy (cf. the previous section). Hence the absolute values of $J$ in Figure 3.10 (a) ($z = 9.5z_0$) are larger in the vertical direction.

The sign of $J$ changes when the phase difference between the middle lobe and the outer ones exceeds $\pi$ [Figure 3.10 (a), $z = 12.6z_0$], and some intensity is transferred back towards the outer lobes. However, the symmetry of $J$ is usually lost after a certain propagation distance due to further instabilities, so there is no recurrence of
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Figure 3.10: Propagation of a focusing 9-lobe soliton cluster ($V_{\text{eff}} = 0.0018$, $\beta = 10$, anisotropic model; cf. Figure 3.9) with a phase difference of 0 (left) or $\pi$ (right) between the lobes. The direction field of $J$ is denoted by $J_{\text{Dir}}$ (dark arrows denote high values of $|J|$).

the original (i.e., $z = 0$) beam profile in general. Instead, the intensity flux between the lobes becomes irregular, although the profile with nine lobes is maintained if the coupling between them is not too strong.

In order to create a stable cluster, it is necessary to change the direction of $J$ such that it always counteracts intensity differences between the lobes (then the above discussion on small perturbations just reverses). This is achieved if the phase differences between all lobes are exactly equal to $\pi$. By this means, instabilities of the above kind are suppressed for focusing out-of-phase clusters, and the propagation may be stable even over large distances [Figure 3.10 (b)].

A stabilizing effect of alternating 0, $\pi$ phase distributions has also been reported for soliton clusters in bulk media [35]. However, in this case the positions of the constituting solitons are not fixed within the cluster, since there is no underlying, static lattice. Hence the above treatment cannot simply be transferred, but the stabilization effect is rather based on the way how the refractive index changes
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![Figure 3.11](image)

**Figure 3.11:** Propagation of a defocusing 9-lobe soliton cluster ($V_{\text{eff}} = 0.0018$, $\beta = 6$, anisotropic model; cf. Figure 3.9) with a phase difference of $\pi$ (left) or 0 (right) between the lobes. The direction field of $J$ is denoted by $J_{\text{Dir}}$ (dark arrows denote high values of $|J|$).

induced by interacting solitons overlap.

If the sign of the nonlinearity is changed, a higher intensity of a particular lobe leads to a phase delay. Thus the stability arguments are reversed again, stating that defocusing out-of-phase clusters are unstable, whereas defocusing in-phase clusters are stable. As Figure 3.11 shows, these considerations may again be confirmed by numerical simulations. According to the previous section, the lattice depth is decreased in the $x$ direction. Hence the horizontal coupling constants between adjacent lattice are larger now [Figure 3.11 (a)], leading again to increased values of $|J|$ in that direction. In total, the coupling is much stronger than in the focusing case, as one can see by comparing the Figures 3.10 (a) and 3.11 (a). The intensity of the lobes changes considerably ($z = 11.5z_0$). The nine-lobe profile is not conserved in the further course of the propagation, i.e., some lobes temporarily or even finally vanish.
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4 Gap solitons in optically induced photonic lattices

4.1 Lattice types

As already mentioned in section 2.3.2, the optical induction of *homogeneous* lattices requires a spatially periodic amplitude profile (lattice wave $A_{\text{latt}}$), which does not show any diffraction effects while propagating in the linear regime. A survey of suitable profiles is presented in [54], although in a configuration allowing nonlinear self-interaction (i.e., the polarization was taken to be extraordinary). These profiles are briefly recapitulated in Table 4.1, together with the effectively induced changes of the refractive index [cf. Eqns. (2.18) and (2.28)]. The mathematical expressions for $A_{\text{latt}}$ are normalized to the amplitude 1. The spatial frequencies of the lattices are denoted by $k_{x}^{'}$ and $k_{y}^{'}$; the respective lattice constants\(^1\) are given by $d_{x,y} = 2\pi / k_{x,y}^{'}$.

It can be seen that in general the profiles of $|A_{\text{latt}}|^2$ and $\delta n^2$ may differ strongly due to the anisotropic and nonlocal properties of the nonlinearity. In the case of a focusing medium ($E_{\text{ext}} > 0$), the refractive index is raised (white areas) in regions where $|A_{\text{latt}}|^2$ is large. In regions where $|A_{\text{latt}}|^2$ is minimal however, the refractive index may become even lower than in an unilluminated crystal. Thus *defocusing* (black) areas occur as well. For defocusing media things are vice versa, and thus the induced refractive index patterns are inverted.

Since the *isotropic* model states a strictly monotonic relation between $|A_{\text{latt}}|^2$ and $E_{\text{scr}}$, the intensity plots of $A_{\text{latt}}$ may serve as an (approximate) visualization of the refractive index pattern one would expect in this model.

In the following we discuss the specific properties of the particular lattice types. In doing so, we use a naming scheme which represents a compromise between the underlying symmetry of the lattices and the names used most commonly in the literature. In this context, it is important to note that due to the anisotropy, the refractive index lattices have no further symmetries apart from being invariant under reflections along the coordinate axes. We therefore always refer to the intensity profile of the lattice wave when we speak of lattice symmetries in the following.

4.1.1 Square and rectangular symmetry

We start our discussion with the *square lattice* depicted in the first row of Table 4.1. The intensity profile of the lattice wave consists of a rectangular grid of bright

\(^1\)Throughout this work we always measure both the spatial frequencies of the lattices and their period lengths along the coordinate axes, since the $x$ axis is singled out by the nonlinearity. Hence we also consider only dilations of the lattices along these directions.
### Table 4.1: Survey of some lattice waves propagating without linear diffraction (left) and of the corresponding refractive index patterns (right). For the triangular and honeycomb lattices, only the terms for the horizontal orientations are given in the leftmost column. The corresponding ones for the vertical orientations are obtained by simply exchanging $x$ and $y$ as well as $k'_x$ and $k'_y$. 

| term | $A_{\text{latt}}(x,y)$ intensity | $A_{\text{latt}}(x,y)$ phase | $\delta n^2(|A_{\text{latt}}(x,y)|^2)$ focusing nl. defoc. nl. | name |
|------|----------------------------------|-------------------------------|-------------------------------------------------|------|
| $\sin(k'_x x) \sin(k'_y y)$ | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | square |
| $\sin\left(\frac{k'_x x + k'_y y}{2}\right)$ | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) | diamond |
| $\sin\left(\frac{k'_x x - k'_y y}{2}\right)$ | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) | vortex |
| $\frac{8}{3\sqrt{3}} \cdot \left(e^{2ik'_x x/3} + e^{-ik'_x x/3 + ik'_y y} + e^{-ik'_x x/3 - ik'_y y}\right)$ | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) | horizontal honeycomb vertical |
| $k'_x \overset{!}{=} \sqrt{3} k'_y$ | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) | vertical lattice: $x \leftrightarrow y; k'_x \leftrightarrow k'_y$ |
| $\frac{8}{3\sqrt{3}} \sin(k'_y y)$ | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) | horizontal triangular vertical |
| $\sin\left(\frac{k'_x x + k'_y y}{2}\right)$ | ![Image](image19.png) | ![Image](image20.png) | ![Image](image21.png) | vertical lattice: $x \leftrightarrow y; k'_x \leftrightarrow k'_y$ |
| $\sin\left(-\frac{k'_x x + k'_y y}{2}\right)$ | ![Image](image22.png) | ![Image](image23.png) | ![Image](image24.png) | |
| $k'_x \overset{!}{=} \sqrt{3} k'_y$ | ![Image](image25.png) | ![Image](image26.png) | ![Image](image27.png) | |
spots, where $k'_x$ and $k'_y$ do not need to be equal. The lattice is aligned parallel to the coordinate axes, and the spots are well separated by phase jumps of $\pi$. By contrast, the induced refractive index patterns show accentuated vertical stripes which reflect the photorefractive anisotropy. Basically, these patterns can be seen as periodic arrangements of the refractive index change induced by a single Gaussian beam [Figure 2.2 (b)]. Thus the gradient of $E_{scr}$ is large along each row of bright spots, whereas it is much smaller between the rows and in the $y$ direction.

As it has been demonstrated in [37, 41], this can result in effectively one-dimensional lattices even in the experiment. Therefore this lattice type is less suitable for the investigation of more complex solitary structures. The influence of the anisotropy can be minimized if the square lattice is rotated about 45°. This configuration is also known as diamond lattice in the literature. The sites of the corresponding refractive index lattice are still elliptically shaped, but now the depth of the defocusing areas between them is equal along both coordinate axes. However, $k'_x$ and $k'_y$ must be equal in this case, since the lattice wave shows diffraction otherwise.

An interesting possibility to combine the advantages of both the square and the diamond lattice is given by the vortex lattice shown in the third row of Table 4.1. The lattice wave has a tessellated intensity distribution, while the phase does not simply jump between 0 and $\pi$ but rather exhibits a singularity at each intensity minimum (hence the name “vortex lattice” [54]). However, this nontrivial phase structure has no counterpart in the refractive index pattern since the latter depends only on the intensity. From a practical point of view, the most striking feature of this lattice is that the refractive index inherits the tessellated structure without major deviations. This offers the possibility to induce a similar lattice for both kinds of nonlinearities by simply switching the sign of $E_{ext}$.

Although a square symmetric vortex lattice is shown in Table 4.1, no restrictions apply to $k'_x$ and $k'_y$. This is because the corresponding lattice wave is derived from those of the simple square lattice. Changing the spatial frequencies modifies the angles of the elementary cell, so it can be continuously transformed into a lattice with a hexagonal symmetry. Indeed, the shape of the first Brillouin zone is always a hexagon if $k'_x \neq k'_y$.

### 4.1.2 Hexagonal symmetry

Table 4.1 shows two different lattice types with a hexagonal symmetry: One has a honeycomb structure (rows four and five), while the other is made up of little triangles being arranged to hexagons (these triangles are also found in the phase structure). Unfortunately, both have already been called ‘triangular lattices’ in the literature. In order to guard against misunderstandings, we will use this term solely for the latter, as it has been introduced in [54]. In contrast, we will refer to the former as ‘honeycomb lattice’.

Since hexagonal patterns are not invariant under rotations about 90°, we have to
distinguish two orientations with respect to the \(c\) axis (\(x\) direction): A horizontal one, where the centers of the underlying hexagons are aligned in rows, and a vertical one, where they are aligned in columns.

The honeycomb lattices have already been the subject of several publications [55–57], however solely in connection with the isotropic model. This lattice type is preferred in several experiments, since it can be generated easily by superimposing three plane waves. Similar to the vortex lattice, the phase structure of the lattice wave features singularities. Their centers coincide with the corners of the hexagons, hence these are visible as dark spots in the intensity profile.

In order to completely suppress diffraction effects, the spatial frequencies of the horizontal honeycomb lattice must be at a ratio of \(k'_x : k'_y = \sqrt{3} : 1\) (the inverse ratio holds for the vertical orientation). However, it can be easily shown that for all other ratios the diffraction only causes a translation of the otherwise unchanged lattice profile. This translation always takes place along that axis which determines the orientation of the lattice (i.e., the \(x\) axis for the horizontal lattice and the \(y\) axis for the vertical one). Though it could be compensated for by slightly tilting the crystal (Figure 4.1), it turns out to be practically irrelevant in the majority of cases (the required tilting angle is less than 0.1°, if the lattice period in the direction of translation is larger than 10\(\mu\)m). This is always assumed within this thesis. Tilting the crystal by larger angles (> 1°) requires a correction of the ratio \(k'_x : k'_y\), since in this case the phase fronts of the propagating lattice wave are no longer parallel to the front and rear facets of the crystal.

With this (rather theoretical) restriction, the honeycomb lattices can be scaled as flexibly as the vortex lattice. For the horizontal orientation, also the refractive index patterns have much in common. By contrast, the vertical orientation leads to vertical stripes in the refractive index, being more similar to the square lattice.

Unlike the honeycomb lattices, the triangular lattices have a real amplitude distribution, hence their phase profile can only take the values 0 and \(\pi\). This yields a triangular phase pattern, since the phase alters between adjacent intensity maxima. For the triangular lattices, the differences between \(|A_{\text{lat}}|^2\) and the refractive index patterns are most distinctive. This results from the fact that each vertically aligned “dipole-pair” of the horizontal lattice is melted to a single focusing (or defocusing) region with a pronounced elliptical shape. On the contrary, the horizontal dipole-pairs of the vertical lattice are separated by strongly defocusing (or focusing) regions, so the maxima (or minima) of the refractive index remain...
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We now investigate how far the results obtained in chapter 3 can also be transferred to optically induced lattices. In doing so, we focus on the diamond and the vortex lattices (exemplifying square symmetric systems) as well as on the triangular lattices (exemplifying hexagonally symmetric systems). We consider only focusing nonlinearities in this section.

4.2.1 Diamond and vortex lattices

Figure 4.2 compares the band structure of the diamond lattice with that of the square (i.e., \( k'_x = k'_y \)) vortex lattice. In both cases, \( d_x = d_y = 25\mu m \) has been assumed.

Since optically induced lattices are controlled via the nonlinearity, they are subject to the photorefractive saturation effect. Hence their depth is limited even for arbitrarily high intensities of \( A_{latt} \), and the same holds also for the number of finite band gaps [Figure 4.2 (a) and (c)]. The only way to obtain deeper lattices consists in raising the external electrical field \( E_{ext} \).

In the following we nevertheless use the quantity \( I_{latt} \equiv \max(|A_{latt}|^2) \) as a measure for the lattice strength, because the intensity of \( A_{latt} \) is easier accessible in the experiment than the lattice depth \( V_{eff} \) [cf. Eqn. (2.29)].

For the diamond lattice, it is possible to obtain more than one finite gap even for \( E_{ext} = 2.5kV/cm \), whereas this is not the case for the square vortex lattice. Further details can be gathered from the dispersion relations [Figures 4.2 (b) and (d)], which are shown here for \( I_{latt} = 5 \). Due to the anisotropy, the first Brillouin zone cannot be reduced further than the shaded triangle outlined in Figure 4.2 (e).

However, the \( M \) points are still equivalent – they may be mirrored at the \( \Gamma \) point and shifted by \((\pm k'_x, \pm k'_y)\). Although the anisotropic effects seem to be weak for these lattice types (cf. Table 4.1), it can be seen that the dispersion curves along the paths \( \Gamma - M_1 \) and \( M_2 - \Gamma \) are not identical (this is more pronounced for the vortex lattice).

A more distinctive feature of the anisotropy consists in the clear separation of the second and the third dispersion curves (counted from the top) at the \( M_{1,2} \) points. The corresponding Bloch modes have a phase profile which is unstaggered in one direction, but staggered in the other one. These Bloch modes form the horizontally or vertically antisymmetric \( B_1^{(foc)} \) solitons, which are akin to those...
obtained in section 3.1.3. They occur in different order in the diamond and in the vortex lattice. If the system were isotropic, their propagation constants at the $M_{1,2}$ points would be identical.

In the diamond lattice, the separation of the horizontal and vertical Bloch modes is more pronounced. Here even an additional band gap (gap 2) arises between them for $I_{\text{latt}} \gtrsim 5$. The propagation constants of the vertically alternating Bloch modes are higher. Consequently, the vertical $B_{1}^{(foc)}$ solitons have lower total intensities. This differs from the square vortex lattice, where the basic solitons in the first gap are given by the horizontal $B_{1}^{(foc)}$ solitons. Also the additional band gap does not occur for $I_{\text{latt}} < 20$, if $E_{\text{ext}} \lesssim 4.5 \text{kV/cm}$.

Intuitively, these facts can be understood to a certain extent by having a closer look at the shape of the lattice sites (cf. Table 4.1). For the diamond lattice, these are clearly stretched in the $y$ direction, whereas the opposite is true for the vortex lattice. In the latter case, the elliptic shape is less pronounced however.
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Figure 4.3: Horizontal $B_1^{(foc)}$ solitons in the square vortex lattice ($I_{latt} = 5, \beta = -1.2$). Top row: Unstable propagation and decay into stable $B_0^{(foc)}$ soliton for $E_{ext} = 2.5$ kV/cm. Bottom row: Stable propagation for $E_{ext} = 4.0$ kV/cm. The plots of the unstable eigenmodes show only the (dominating) real part; a 50% gray level denotes a zero amplitude. In all other cases light gray tones denote high intensities.

Figure 4.4: Horizontal $B_1^{(foc)}$ solitons in the diamond lattice ($E_{ext} = 4.0$ kV/cm, $I_{latt} = 5, \beta = 2.1$): The excitation of a vertical antisymmetric eigenmode leads to a stationary, periodic occurrence of a phase singularity. (a) intensity profile; (b) phase structure; (c) real part of the excited eigenmode; (d) propagation constant over propagation distance.
Hence it might be suspected that the instabilities of the vertical $B_{1}^{(foc)}$ solitons are weaker in the diamond lattice and stronger in the vortex lattice, whereas the situation should be the other way round for the horizontal $B_{1}^{(foc)}$ solitons.

But investigating this question in more detail, one finds that the horizontal $B_{1}^{(foc)}$ solitons are always unstable even in the vortex lattice if $E_{ext} = 2.5\text{kV/cm}$. Their decay is very similar to the ones discussed in chapter 3; it is triggered by the bell-shaped, fundamental eigenmode and leads to a stable $B_{0}^{(foc)}$ soliton. An example for $I_{lat} = 5$ and $\beta = -1.2$ is shown in the top row of Figure 4.3. If $E_{ext}$ is raised to $4\text{kV/cm}$ however, the horizontal $B_{1}^{(foc)}$ solitons may become stable within a certain interval near the lower edge of the first gap (bottom row of Figure 4.3).

In the diamond lattice, the horizontal $B_{1}^{(foc)}$ solitons are indeed highly unstable for $E_{ext} = 2.5\text{kV/cm}$. The beam is horizontally displaced after a relatively short propagation distance ($z \lesssim 5z_{0}$), and the major part of the intensity is diffracted subsequently.

For $E_{ext} = 4\text{kV/cm}$ the nonlinear effects become strong enough to hold the beam on the initial lattice site. In this case, the second gap is large enough to support stable, horizontal $B_{2}^{(foc)}$ solitons near the lower edge. For higher intensities, the fundamental eigenmode becomes unstable again, and the already well-known decay into a $B_{0}^{(foc)}$ soliton follows.

This is also the predominant decay scheme of the horizontal $B_{1}^{(foc)}$ solitons. However, for certain values of $\beta$ the growth rate of a vertically antisymmetric eigenmode may become larger than those of the fundamental one. This eigenmode corresponds to a vertical $B_{1}^{(foc)}$ soliton. As shown in Figure 4.4, it does not necessarily lead to an immediate transformation into a $B_{0}^{(foc)}$ soliton. Instead, the excited eigenmode periodically dies out after a certain propagation distance ($z = 14z_{0}$) and becomes excited again ($z = 18z_{0}$). This behavior is also reflected in the propagation constant [Figure 4.4 (d)]. Usually it is only transient and passes into the decay scheme described previously, since the excitation of the fundamental eigenmode is only delayed. However, there are cases in which these transients last very long ($> 500z_{0}$); this holds particularly for the one depicted in Figure 4.4.

The excitation of the vertically antisymmetric eigenmode also leads to a qualitative change in the phase profile [Figure 4.4 (b), $z = 10z_{0}$ and $z = 18z_{0}$]: Since its propagation constant differs from that of the soliton itself, a certain phase delay arises between both profiles after a certain propagation distance. This involves a screw-like phase profile with a branch cut and a singularity in its center. Hence the integral over the phase along a closed path containing the center does not yield zero anymore, but rather $2\pi \cdot m$ ($m \in \mathbb{Z}$). Such a structure is called a vortex with the topological charge $m$ (here we have $|m| = 1$). The vortex periodically appears and disappears together with the vertically antisymmetric eigenmode, each time

\footnote{For this lattice type, the horizontal $B_{1}^{(foc)}$ solitons can be seen as a continuation of the horizontal $B_{2}^{(foc)}$ ones into the first gap.}
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changing the sign of its charge. The properties of vortices on single lattice sites are discussed in more detail in chapter 6.1.2, including the example presented here.

Interestingly, the vertical $B_1^{(foc)}$ solitons alone are unstable as well. This does not only hold for the parameters used in Figure 4.4, but in fact no stable regime has been found for $I_{latt} \leq 5$ and $E_{ext} \leq 4$ kV/cm. A stabilization could only be achieved by increasing $I_{latt}$ to 10 ($E_{ext} = 2.5$ kV/cm). The decay of the unstable vertical $B_1^{(foc)}$ solitons is generally triggered by the fundamental eigenmode again, thus yielding a stable $B_0^{(foc)}$ soliton at the end.

4.2.2 Horizontal triangular lattice

The band structure of the horizontal triangular lattice ($d_x = 30 \mu$m, $E_{ext} = 2.5$ kV/cm) is shown in Figure 4.5. The first Brillouin zone is a regular hexagon, which can be reduced to a trapezoid by exploiting the mirror symmetries in the Bloch space [Figure 4.5 (c)]. Again, the $M_{1,2}$ points are equivalent.

A detailed view of the dispersion relation is depicted in Figure 4.5 (b) for $I_{latt} = 1.67$. The Bloch modes from the first four bands represent localized states, i.e., their intensity profiles do not have any maxima in the areas between the lattice sites\(^3\). They may be compared with the lowest-order modes of a linear waveguide – TEM\(_{00}\), TEM\(_{01}\), TEM\(_{02}\), and TEM\(_{10}\) in order of descending $\beta$. This also holds for the phase profiles at the $\Gamma$ and $X_{1,2}$ points, which only take the values 0 or $\pi$. The phase profiles at the $M_{1,2}$ points contain singularities however, thus being more complicated.

The pronounced anisotropy favors those higher-order Bloch modes, which represent vertically excited states (i.e., which are associated with TEM\(_{i0}\) modes at the lattice sites). These have significantly higher propagation constants than the Bloch modes representing horizontally excited states (TEM\(_{i0}\) modes). Therefore the individual dispersion curves become separated by band gaps at relatively low lattice strengths already, so the total number of band gaps is rather high [Figure 4.5 (a), not all of them shown for $I_{latt} > 3.5$]. This is a specific feature of the horizontal

\(^3\)such states correspond to bound lattice states in the quantum mechanical picture
Figure 4.5: Horizontal triangular lattice (focusing nonlinearity, $E_{ext} = 2.5\,kV/cm$): (a) dependency of the band structure on the lattice strength; (b) band structure [$I_{latt} = 1.67$, dotted line in (a)]; (c) first Brillouin zone.

Figure 4.6: Total intensities (black lines) and amplitude profiles of the focusing basic solitons (A-D) and their “continuations” (E-G) across Bloch bands (horizontal triangular lattice, $E_{ext} = 2.5\,kV/cm$, $I_{latt} = 1.67$). The profiles A and B are dynamically stable.
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<table>
<thead>
<tr>
<th>Input Beam Power (nW)</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 nW</td>
<td>(a)</td>
<td>(f)</td>
</tr>
<tr>
<td>45 nW</td>
<td>(b)</td>
<td>(e)</td>
</tr>
<tr>
<td>160 nW</td>
<td>(c)</td>
<td>(d)</td>
</tr>
</tbody>
</table>

**Figure 4.7:** Formation of basic solitons \([B_0^{(foc)}], (a)-(f) and B_1^{(foc)}], (g)-(l)] in the horizontal triangular lattice \((z_{max} = 20 \text{ mm})\): Comparison between theory and experiment for different beam powers. The percentages beside the theoretical pictures refer to the relative intensities with respect to the solitary beams shown in (f) and (l). Light gray tones denote high intensities. Experimental pictures by courtesy of Patrick Rose [42].

The triangular lattice in combination with a focusing nonlinearity\(^4\). Therefore this lattice type is well-suited for studying solitons in higher-order gaps.

The basic solitons associated with the first four bands are shown in Figure 4.6 (profiles A-D). The fundamental ones (A) arise from the \(\Gamma\) point, whereas the \(B_1^{(foc)}\) solitons (B) originate from the \(X_2\) point. Despite the relatively weak lattice, also the latter are dynamically stable for \(0.9 \lesssim \beta \lesssim 1.2\) (this interval covers nearly 50\% of the first gap). This remarkable property may be ascribed basically to the pronounced elliptic shape of the lattice sites.

The \(B_2^{(foc)}\) solitons (C) possess three vertically aligned intensity maxima at the center lattice site. They originate from the vicinity of the \(\Gamma\) point, hence they are

\(^4\)The corresponding defocusing lattice exhibits only a small number of band gaps, even at very high lattice strengths. This is due to the relatively small areas of a high refractive index, see Table 4.1.
symmetric along both coordinate axes, just like the fundamental solitons. Though being unstable for $I_{\text{latt}} = 1.67$, they become stable as well at higher lattice strengths ($I_{\text{latt}} = 5$ is sufficient).

The enhanced stability of the $B_1^{(foc)}$ and $B_2^{(foc)}$ solitons at moderate values of $I_{\text{latt}}$ and $E_{\text{ext}}$ is another distinctive feature of the horizontal triangular lattice. It does not occur in a horizontal honeycomb lattice of the same geometry. However, in this lattice type $B_1^{(foc)}$ solitons may nevertheless turn out to be practically stable over short propagation distances. This has been demonstrated experimentally in [55].

Basic solitons with a horizontally antisymmetric amplitude profile occur in the third band gap for the first time. They are shown in Figure 4.5 (D). Though being unstable for $I_{\text{latt}} = 1.67$, even these can be stabilized by raising the lattice strength to $I_{\text{latt}} = 5$. This fact is remarkable with regard to the vertical elliptic shape of the lattice sites. It is a consequence of the rather narrow Bloch bands, leading to a quite efficient suppression of resonances with unstable eigenmodes.

All of the basic solitons in the first three finite gaps have (non-basic) continuations in the adjacent gaps (profiles E-G in Figure 4.6). The continued $B_2^{(foc)}$ solitons (F) appear to be unstable up to very high values of $I_{\text{latt}}$ and $E_{\text{ext}}$. By contrast, the continued $B_1^{(foc)}$ solitons (E) and can be stabilized in the semi-infinite gap for $I_{\text{latt}} = 5$, if $E_{\text{ext}}$ is increased to $E_{\text{ext}} = 4$ kV/cm and $\beta$ is not too high. The same holds for the continued $B_3^{(foc)}$ solitons (G) in the second gap.

The $B_0^{(foc)}$ and $B_1^{(foc)}$ solitons of the horizontal triangular lattice have also been realized in the experiment [42]. Figure 4.7 shows their gradual formation in comparison with the theory as the input beam power is being increased. The total propagation distance (crystal length) was 20 mm in both cases.

The experimental $B_0^{(foc)}$ soliton has been excited by a Gaussian input beam, whereas a dipole input beam created with the aid of a vortex mask was used to realize the $B_1^{(foc)}$ soliton. The theoretical pictures were obtained by using true soliton profiles, which were scaled according to the specified percentages. In doing so the values have not been chosen to exactly resemble the experimental power ratios, but they rather have been adjusted with a view to maximize the visual agreement with the experimental pictures. Also the other parameters have been optimized to that effect ($E_{\text{ext}} = 1.5$ kV/cm and $I_{\text{latt}} = 1$ for the $B_0^{(foc)}$ soliton; $E_{\text{ext}} = 2.5$ kV/cm and $I_{\text{latt}} = 1.67$ for the $B_1^{(foc)}$ soliton); they were altered between the experiments as well. However, one has to bear in mind that a quantitative agreement between theory and experiment cannot be expected in general due to the arguments given at the end of section 2.2.

The qualitative agreement is very good in both cases. Minor deviations occur especially in the low-intensity regime. The diffraction of the Gaussian beam was slightly more pronounced in the experiment, while it turned out to decrease rather quickly with increasing intensities in the numerical simulations [the beam power was more than doubled from Figure 4.7 (a) to (b), but only raised by 50% from (d) to (e)]. Similar effects have been observed when the simulations were repeated.
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Figure 4.8: Vertical triangular lattice (focusing nonlinearity, $E_{ext} = 2.5 \text{kV/cm}$): (a) dependency of the band structure on the lattice strength; (b) band structure [$I_{latt} = 5$, dotted line in (a)]; (c) first Brillouin zone; (d) Bloch modes (amplitude profiles) from the first band at the $\Gamma$, $X_1$, and $X_2$ points; (e) lattice structure ($\delta n^2$).

with Gaussian beams.

By contrast, the diffraction of the dipole beam was weaker in the experiment. In this case higher powers were required in the simulations in order to reproduce the intermediate states [factor 4 between Figure 4.7 (j) and (k), but only factor 2.5 between (g) and (h)]. The low-intensity pictures (a), (d), (g), and (j) reflect the structure of the underlying Bloch modes. This confirms that indeed the second band has been excited by the dipole beam in the experiment.

4.2.3 Vertical triangular lattice

When looking at the band structure of the vertical triangular lattice [Figure 4.8 (a),(b)], two things are conspicuous: On the one hand there are less finite gaps than in the horizontal triangular lattice, and on the other hand the dispersion curves occur in pairs, which do not split up even at high values of $I_{latt}$.

The reason for both lies in the special structure of the lattice sites, which consist of two complementary, focusing “triangles” being separated by a strongly defocusing region [Figure 4.8 (e)]. Hence each Bloch mode occurs twice, one time with the
same phase profile at both parts of the lattice sites, and another time with a phase difference of $\pi$ between them. Due to the very low refractive index at the centers of the sites, the intensity of localized Bloch modes is also low there even if no phase jump occurs. Therefore Bloch modes, which differ only in whether showing such on-site phase jumps or not, have almost identical propagation constants [compare, e.g., the $\Gamma$ point modes with the $X_2$ point modes in Figure 4.8 (d)].

By contrast, the refractive index between the lattice sites is higher. Thus a more significant contribution to the propagation constant of a particular mode arises from the phase difference between adjacent focusing areas of different lattice sites: If the phase is continuous, the intensity of a localized mode may take considerable values even between the sites, whereas a phase jump of $\pi$ always implies a zero in the intensity profile. This can be seen when comparing $\Gamma$ point modes or the $X_2$ point modes in Figure 4.8 (d) among themselves.

Due to the symmetry of the lattice, there are always points in each band where the number of phase jumps between adjacent lattice sites is the same for a pair of Bloch modes differing only in the occurrence of on-site phase jumps. Since such modes are (almost) degenerate, they are not separated by band gaps. This holds, for example, for the $X_1$ point modes. Because the (two-dimensional) dispersion relation is continuous along arbitrary paths in the Bloch space, which connect all modes shown in Figure 4.8 (d), also the $\Gamma$ and the $X_2$ point modes cannot be separated by gaps.
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The special structure of the lattice sites is also reflected in the shape of the supported gap solitons [Figure 4.9]. The basic solitons of the semi-infinite and the first gap are given by the profiles A and B. Though they arise from only one part of a lattice site, it is always possible to mirror them onto the other part. Hence two other solitons can be derived from each basic one, which again differ only in either having an on-site phase jump (profiles E and F) or not (profiles C and D). The total intensity of those solitons is not affected by the phase jump, as it can be seen from the existence curves in the left part of Figure 4.9. For $I_{\text{latt}} = 5$, they turn out to be unstable however, in contrast to the basic ones.

Due to the quite low refractive index at the centers of the sites, vertical structures are favored by this lattice type (the refractive index gradient in that direction is smaller). This does not only become apparent from the orientation of the basic $B^{(\text{foc})}_1$ solitons (B), but it is also visible when studying the gradual formation of fundamental solitons.

Figure 4.10: Formation of a fundamental ($B^{(\text{foc})}_0$) soliton in the vertical triangular lattice ($z_{\text{max}} = 20 \text{ mm}$). The percentages beside the theoretical pictures refer to the relative intensities with respect to the solitary beam shown in (f). Light gray tones denote high intensities. Experimental pictures by courtesy of Patrick Rose [42].
Similarly to the horizontal triangular lattice, this has been done both theoretically and experimentally by considering different input beam powers (Figure 4.10). At low intensities [cases (a),(d) and (b),(e)], it can be seen that the vertical diffraction dominates indeed. Nevertheless the focusing parts of the individual lattice sites are still distinguishable, even if the “zigzag” structure arising from the hexagonal symmetry is less pronounced in the experiment.

The theoretical parameters used are $E_{\text{ext}} = 1.5 \text{kV/cm}$ and $I_{\text{latt}} = 1$; again the values have been adjusted to match the experiment. In this case even the quantitative agreement is good.

### 4.3 Soliton clusters

Having studied single gap solitons in optically induced lattices, we now address the question whether it is possible to construct stable clusters of them in the same way as in the additive $\cos^2$ lattice (section 3.2). We do this exemplarily for the square vortex lattice.

We start with a focusing out-of-phase cluster with 9 lobes (Figure 4.11). As in section 4.2.1, we use a lattice strength of $I_{\text{latt}} = 5$. The amplitude profile [Figure 4.11 (c)] corresponds to a truncated $M_{1,2}$ point Bloch wave from the first band, hence the structure propagates in the semi-infinite gap ($\beta = 3$). The refractive index [Figure 4.11 (d)] is raised only at the centers of the lattice sites, since nonlocal effects lead to a diminution at the adjoining areas in $x$ direction [cf. Fig. 2.2 (b)]. Compared to the additive $\cos^2$ lattice, the coupling between the lattice sites is much stronger in this example.

As Figure 4.11 (a) shows, the cluster does not propagate stable for $E_{\text{ext}} = 2.5 \text{kV/cm}$. At $z \approx 100z_0$ slight oscillations of the lobes become visible, which finally lead to a destruction of the entire structure ($z \approx 170z_0$). Subsequently most of the intensity is diffracted, whereas a certain part may be trapped as separated, fundamental solitons (in this example two of them occur in the final state).

The occurrence of this instability demonstrates that the reasoning given in section 3.2 provides only a necessary stability criterion. It does not cover the case that small perturbations of the intensity profile may become overcompensated if the coupling between the lattice sites is strong. This leads to intensity oscillations with growing amplitudes. However, the corresponding growth rates are usually much smaller than those obtained for the non-oscillatory instabilities of focusing in-phase clusters, which are highly unstable also in the square vortex lattice.

The oscillatory instability presented here may be suppressed by increasing the lattice strength. Figure 4.11 (b) shows that the out-of-phase cluster becomes stable for $E_{\text{ext}} = 4 \text{kV/cm}$ (due to the different band structure, a higher value was chosen also for $\beta$). This is not self-evident, since raising $E_{\text{ext}}$ also increases the influence of the nonlinearity.

For defocusing nonlinearities, the results of section 3.2 state that in order to
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**Figure 4.11:** Out-of-phase soliton clusters in the square vortex lattice (focusing nonlinearity, $I_{\text{latt}} = 5$): (a) unstable propagation for $E_{\text{ext}} = 2.5 \text{kV/cm}$ and $\beta = 3$; (b) stabilization for $E_{\text{ext}} = 4 \text{kV/cm}$ and $\beta = 5$; (c) amplitude profile and (d) induced refractive index change ($\delta n^2$, including the probe beam) for $E_{\text{ext}} = 2.5 \text{kV/cm}$. $z$ is measured in units of $z_0$.

**Figure 4.12:** Soliton clusters in the square vortex lattice (defocusing nonlinearity, $E_{\text{ext}} = -2.5 \text{kV/cm}$, $\beta = -1$, $I_{\text{latt}} = 6$): (a) stable in-phase cluster; (b) unstable out-of-phase cluster (c) spatial evolution of the intensity profile of the out-of-phase cluster
obtain stable clusters, all lobes should have the same phase. Such structures can also be found in the square vortex lattice [Figure 4.12 (a)], again showing the characteristic side lobes of defocusing clusters which arise from the staggered phase structure of the underlying Bloch modes.

Also in this case the coupling between the lobes is rather strong. In combination with the anisotropy, this leads to a non-uniform intensity distribution: In the $y$ direction, the middle lobes are brighter than the outer ones. However, this does not lead to different propagation constants within the cluster. It rather indicates that the picture of weakly coupled, identical lobes breaks down in this case due to nonlocal effects.

The defocusing in-phase cluster turns out to be stable for $I_{\text{latt}} = 6$ (case depicted here). Nevertheless, for weaker lattices ($I_{\text{latt}} = 5$) slight instabilities in the form of intensity oscillations occur also here, but only after long propagation distances ($z \gtrsim 300z_0$). Hence they are different from the fast-growing modulational instability of the defocusing out-of-phase cluster [Figure 4.12 (b)]. The latter is especially pronounced for this lattice type due to the strong coupling: Some of the lobes almost vanish after short propagation distances ($z = 7.2z_0$, $z = 10.4z_0$) already. Nevertheless, the remaining intensity is still strong enough to preserve the phase information at the respective lattice sites. Therefore the original intensity profile becomes approximately restored at $z = 16.2z_0$. In the further course of the propagation, this interplay is soon interrupted by a symmetry breaking ($z = 36.0z_0$), even though the 9-lobe profile is maintained.

The results obtained in this section hold in a similar way also for clusters with more than 9 lobes. They may be transferred to other lattices as well, provided that the coupling between the lobes is not too strong.
5 Gap vortices and vortex clusters

The phase profiles of soliton clusters are not restricted to the values 0 and $\pi$, but they may also contain singularities. Such structures are commonly known as *vortex clusters*. As already mentioned in section 4.2.1 (Figure 4.4), vortices are connected with screw-like phase profiles yielding non-zero closed path integrals around the center. According to the definition (3.5), every continuous phase gradient involves a non-vanishing current density $J$. Hence a vortex represents a circular intensity flow, which is associated with a certain angular momentum.

Due to the analogy between the propagation equation (2.11) and the Schrödinger equation, the total angular momentum $L$ of a two-dimensional light distribution $A(x, y)$ can be defined equivalent to $L_z$ in standard quantum mechanics:

$$L = \frac{1}{i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ A^*(x, y) x \partial_y A(x, y) - A^*(x, y) y \partial_x A(x, y) \right] \, dx \, dy. \quad (5.1)$$

In our scaling, a *homogeneous* vortex with the charge $n$ possesses an angular momentum $L = n$. By contrast, for vortex clusters usually $|L| < |n|$ holds, even if they contain only one singularity. In this latter case, the angular momentum is most expressive. Since there is no continuous rotational invariance in the presence of a photonic lattice, this quantity is not conserved if the cluster becomes unstable. Therefore changes in the topological structure can be detected as changes in $L$. However, if the intensity distribution itself becomes non-stationary (i.e., the spots start to move around during the propagation), $L$ does not necessary approach zero even if all vortices have disappeared.

Vortex clusters can be constructed by utilizing the fact that the phases of the individual lobes can be chosen quite independently, if the coupling between them is weak enough. They are *discrete* realizations of singular phase profiles spanning multiple lattice sites, whereas the phase is almost constant across each lobe [39, 40]. This is contrary to the vortex shown in Figure 4.4 (b), which is located at a *single* lattice site.

Within this thesis, we use the expression *vortex cluster* for structures with one or more vortices, which are composed of *fundamental* gap solitons (lobes). These propagate always in the semi-infinite gap for focusing media, and in the first one for defocusing media. The term *gap vortex* has originally been introduced for a vortex cluster with a *single* phase singularity [58]. In the following we expand this definition to include both vortex clusters containing a *single* vortex and *non-discrete* (e.g., single-site) vortices in arbitrary band gaps.
5 Gap vortices and vortex clusters

5.1 Necessary stability criterion

In order to be dynamically stable\(^1\), all intensity flows must be balanced within a gap vortex or a vortex cluster. Provided that the lattice is deep enough, two adjacent lobes can be treated approximately as bell-shaped intensity profiles with the homogeneous phases \(\phi_1\) and \(\phi_2\), which are coupled only by means of their evanescent fields. Under this assumption, a simple phase condition can be derived for a stable vortex cluster, as we will briefly sketch in the following.

Since the intensity is low in the region between the lobes, the total optical amplitude can be written as a linear superposition:

\[
A(x) = A_1 e^{i\phi_1} e^{-\xi(x+\delta x)} + A_2 e^{i\phi_2} e^{\xi(x-\delta x)} \quad \text{for } |x| \ll \delta x.
\] (5.2)

Herein we chose (without loss of generality) an 1D notation where the lobes are located at \(x = \pm \delta x\); the 2D generalization is straightforward. The real constants \(A_1\) and \(A_2\) are proportional to the maximum amplitudes of the lobes. Hence we obtain with the definition (3.5)

\[
J_x = 2 \text{Im}(\partial_x A^*) = 2 \text{Im} \left( \xi A_1 A_2 e^{-2\delta x} (e^{i(\phi_1-\phi_2)} - e^{i(\phi_2-\phi_1)}) \right)
\] (5.3)

Therefore the intensity flow between the two lobes is proportional to the sine of their phase difference. The same result is obtained in two transverse dimensions after integrating along the \(y\) axis.

The intensity flows within a cluster are balanced, if the intensities of the lobes do not change in the course of the propagation. Hence the sum of all intensity flows must vanish for each lobe [59]:

\[
\sum_{i=1}^{N} c_{ij} \sin(\phi_i - \phi_j) = 0 \quad \text{for all } i \text{ with } 1 \leq i \leq N.
\] (5.4)

Herein all constants of proportionality have been collected to the coupling coefficients \(c_{ij}\), where \(i\) and \(j\) denote the respective lobes. All lobes must have equal intensities, since otherwise their propagation constants would be different, and the phase differences could no longer be preserved. The \(c_{ij}\) may be determined by assigning well-defined phases to the lobes and calculating the resulting intensity flows numerically. However, the approximate formula given for them in [59] is not applicable for the anisotropic model (2.23).

5.2 Elementary vortex clusters (focusing nonlinearity)

The simplest vortex clusters consist of three lobes forming a triangle [Fig. 5.1 (a)]. They are obtained most naturally in lattices with a regular hexagonal symmetry,

\(^1\)We call a vortex stable, if both its intensity and its phase distribution are conserved during the propagation.
Figure 5.1: Charge flipping effect for an elementary vortex cluster (3 lobes, initial phase difference $2\pi/3$, $\beta = 5$) in the horizontal honeycomb lattice (focusing nonlinearity, $E_{\text{ext}} = 2.5$ kV/cm, $I_{\text{latt}} = 4$, $k_x'/k_y' = \sqrt{3}$). (a) from top to bottom: intensity, phase, difference to the initial intensity profile $[I_{\text{Diff}} = I(z) - I(z = 0)]$, and direction field of the intensity current density $\mathbf{J}$ (dark arrows indicate high values of $|\mathbf{J}|$); (b) angular momentum; (c) total intensity flux between the lobes; (d) induced refractive index change ($\delta n^2$, including the probe beam). Vertical lines in (b) and (c) indicate the positions depicted in (a).
such as in the (unstretched) horizontal honeycomb lattice \[57\]. In this case the lattice sites form equilateral triangles. Hence for an isotropic nonlinearity, all coupling coefficients \(c_{ij}\) are equal, and the flow condition (5.4) can be fulfilled easily by setting all phase differences equal to \(2\pi/3\).

However, this is not the case for the anisotropic model. As it can be seen from the Figures 5.1 (a) \([J_{Dir}\at z = 0]\) and (d), the refractive index is much lower between the lobes 2 and 3 than between 1 and 2 or 1 and 3. Thus, we have \(c_{12} = c_{13} \gg c_{23}\) for \(d_x = 30\mu m\) and \(k_x' / k_y' = \sqrt{3}\) (unstretched lattice). Since the phase differences between all lobes were chosen to be initially equal, the ratio \(c_{12} / c_{23}\) is given by the ratio \(J_{tot}^{1\rightarrow2} / J_{tot}^{2\rightarrow3} \approx 15\) at \(z = 0\) [Figure 5.1 (c)]. Herein \(J_{tot}^{i\rightarrowj}\) denotes the total intensity flow between the lobes \(i\) and \(j\). It is determined numerically by calculating the path integral \(J_{tot}^{i\rightarrowj} = \int_S J ds\), where the path \(S\) is the half line starting at the vortex center and crossing the connecting line of the lobes \(i\) and \(j\) in the middle.

The unequal coupling constants lead to a net transfer of intensity from lobe 3 to lobe 2 via lobe 1, since the phase singularity is positive [see the direction field \(J_{Dir}\) in Figure 5.1 (a)]. Hence the intensity of lobe 2 slowly increases in the course of the propagation, while lobe 3 becomes darker. The flow condition (5.4) is still fulfilled for the lobe 1 however, so its intensity remains almost unchanged.

Due to the focusing nonlinearity, the propagation constants of the lobes increase or decrease in the same way as their intensities. Hence the phase differences \(\phi_2 - \phi_1\) and \(\phi_1 - \phi_3\) increase as well, while \(\phi_3 - \phi_2\) becomes smaller. According to equation (5.3), this finally leads to a decrease of the intensity flow between all lobes as \(\phi_2 - \phi_1, \phi_1 - \phi_3 \rightarrow \pi\) and \(\phi_3 - \phi_2 \rightarrow 0\). At \(z \approx 14.5z_0\), all \(J_{tot}^{i\rightarrowj}\) are zero, and the phase singularity has disappeared. However, the slight intensity difference between the lobes 2 and 3 is still there, so the change of the phase differences goes on, and
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![Diagram of vortex clusters](image)

**Figure 5.3:** Stretched honeycomb lattice \((k_x'/k_y' = 2.75, E_{ext} = 2.5 \text{kV/cm}, I_{latt} = 4)\): (a) intensity, (b) phase, (c) induced refractive index change \((\delta n^2, \text{including the probe beam})\), (d) phase differences, and (e) angular momentum for a stable vortex cluster \((\beta = 5)\) with an adjusted phase profile \((\phi_2 - \phi_1 = \phi_1 - \phi_3 = 0.627\pi)\): (e), (g) same as (d) and (f) for an initial phase difference of \(2\pi/3\) between all lobes.

A new phase singularity with an opposite sign arises. This coincides with a change of sign of the total angular momentum [Figure 5.1 (b)]. The directions of the intensity flows are reversed as well, so the intensity difference decreases again until the original situation has been restored \((z \approx 29z_0)\), but with an inverted phase structure. Since the system still features a mirror symmetry along the vertical axis through the vortex center, the above process proceeds in a reversed manner, until the initial state is restored again, this time including the sign of the vortex \((z \approx 58.5z_0)\).
This phenomenon is called charge flipping. It has been first published in [59] in the context of asymmetric vortices, using isotropic lattices and nonlinearities. In this example the intensity flows were balanced, so the charge flipping effect had to be triggered by an external, finite perturbation. Subsequently, the phenomenon was also observed in simulations and experiments with ring vortices in square lattices [60]. In our case it recurs over many periods, while the period length remains almost constant.

This raises the question, whether it is possible at all to create a stable vortex in a strongly anisotropic lattice, i.e., to fulfill the condition (5.4) for all lobes. Figure 5.2 (a) shows that this is not the case for the situation depicted in Figure 5.1: Obviously, the differences $\phi_2 - \phi_1$ and $\phi_1 - \phi_3$ have to be equal in order to retain the mirror symmetry given by the lattice. The ratio $J_{1 \rightarrow 2}^{\text{tot}}/J_{2 \rightarrow 3}^{\text{tot}}$ is always larger than 1 however, although it decreases monotonically as $\phi_2 - \phi_1 \rightarrow \pi$.

This result agrees with [59], which states that a vortex solution of equation (5.4) with $c_{12} = c_{13}$ exists only, if $c_{12}/c_{23} < 2$. This cannot be achieved for a regular honeycomb lattice however, so the ratio $k_x'/k_y'$ has to be increased in order to reduce the (relative) distance between the lobes 2 and 3. As shown in Figure 5.2 (b), a nontrivial solution of (5.4) is found indeed for $k_x'/k_y' = 2.75$ (corresponding to $d_x = 20\mu m$ and $d_y = 55\mu m$). The corresponding vortex is depicted in Figure 5.3 (a) and (b); the respective phase differences are $\phi_2 - \phi_1 = \phi_1 - \phi_3 = 0.627\pi$ and $\phi_3 - \phi_2 = 0.746\pi$. The stretched profile of the lattice is clearly visible [Figure 5.3(c)].

Apart from slight, but stationary oscillations of the angular momentum [Figure 5.3(f)], this vortex propagates stable indeed. When crossing the dashed line in Figure 5.2 (b), the ratio $J_{1 \rightarrow 2}^{\text{tot}}/J_{2 \rightarrow 3}^{\text{tot}}$ is always changed such that small phase perturbations are balanced. This is demonstrated in the Figures 5.3 (e) and (g) by setting all initial phase differences equal to $2\pi/3$ again (all other parameters remain unchanged). Now small oscillations around the stationary values are visible, but charge flips still do not occur. In this example, they cannot be induced for any choice of the initial phase differences yielding a phase singularity, as long as $\phi_2 - \phi_1 = \phi_1 - \phi_3$. However, this becomes possible for $\phi_3 - \phi_2 \approx \pi$, if the ratio $c_{12}/c_{23}$ is still less than, but close to 2.

Since the essential dynamics are described by the relations (5.3) and (5.4), the actual shape of the lattice is less decisive for the dynamics than its geometry: Similar results can be obtained for stretched vortex lattices (see chapter 4.1) as well. The same holds for the triangular lattices, though the quotient $k_x'/k_y'$ cannot be varied in this case. This results in a rather fixed ratio $c_{12}/c_{23}$, being either much greater than 2 (horizontal triangular lattices) or much less than 2 (vertical triangular lattices). Hence only in the latter case stable vortex clusters can be found. These are composed of the fundamental solitons shown in Figure 4.9 A, thus only one half of each lattice site is occupied. However, the large difference of $c_{12}$ and $c_{23}$ requires a strongly adjusted phase profile, resulting in $\phi_3 - \phi_2 \approx \pi$. 
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Therefore these vortices are quite sensitive against small perturbations, since the singularity is lost if \( \phi_3 - \phi_2 < \pi \). This leads to a bad localization of the vortex centers.

5.3 Multivortex clusters

5.3.1 Clusters with triangular shape

Having studied the charge flipping effect of elementary vortex clusters, we now consider structures with multiple phase singularities. Figure 5.4 exemplarily shows a triangular cluster with 15 lobes and 16 vortices (10 positive and 6 negative ones). It can be regarded as a continuation of the 3-lobe cluster; the negative vortices are obtained as mirror images of the positive ones. Such structures arise from the \( M_{1,2} \) point Bloch waves in the first band. Being another example of truncated nonlinear Bloch waves, they may take arbitrary sizes and shapes. Many of them are stable in combination with isotropic nonlinearities [57], as long as the the phase differences between lobes on adjacent lattice sites equal \( 2\pi/3 \).

Such structures can also be stabilized in anisotropic media, if – according to the previous section – a lattice with appropriate \( c_{ij} \) is chosen. However, the charge flipping processes may become rather complex for regular (i.e., unstretched) honeycomb lattices. This is demonstrated in Figure 5.4, using the same parameters as in Figure 5.1. The initial phase differences between adjacent lobes have been set equal to \( 2\pi/3 \).

Due to the strong anisotropy, there is no effective intensity transfer along horizontal lines (i.e., parallel to the \( x \) axis). This leads to a zigzag-shaped intensity flow along each row of lobes. Since all initial phase differences are equal, the same holds for \( J_{i\to j}^{tot} \) between two diagonally adjacent lobes along these zigzag lines. Thus the net change of intensity almost vanishes for the inner lobes, which have an even number of diagonal neighbors (two for the bottom row and for the topmost lobe, otherwise four). However, this number is odd for the lobes at the left and the right borders of the cluster, hence their intensities cannot remain constant. In agreement with the positive total charge (+4) and the positive angular momentum of the cluster, the net intensity flow points away from the right border and towards the left one.

Of course, this picture holds in a strict sense only for \( z = 0 \), as the phase differences are altered owing to the transfer of intensity. At \( z = 17z_0 \), the phase difference between the inner part of the cluster and the left and right borders has become equal to \( \pi \). Consequently, there is no exchange of intensity between them anymore, and the outer vortices have vanished. According to the above picture, the intensity differences are less pronounced in the inner part, where the phase differences are closer to the initial ones yet. Hence the cluster transiently resolves into a smaller one, consisting of six inner lobes and four vortices, and a boundary
Figure 5.4: Charge flipping effect for a vortex cluster with 15 lobes (16 vortices, total charge 4, initial phase difference $2\pi/3$) in the regular, horizontal honeycomb lattice (other parameters as in Figure 5.1). From top to bottom: intensity, phase, positions of the vortex centers, difference to the initial intensity profile $[I_{\text{Diff}} = I(z) - I(z = 0)]$, $|J|$, and direction field of $J$ (dark arrows indicate high values of $|J|$);
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part. Now the intensity flow is unbalanced for the boundary lobes of the inner cluster as well, thus leading to a further shift of intensity from the right to the left within that structure. This process stops at $z = 29z_0$, when the phase difference between all rows of lobes has approximately reached $\pi$. Since this does not hold exactly, there are still some vortices present, which are just about to reverse their signs.

Subsequently, the shifting of the phases proceeds mirror-inverted due to the changed propagation constants, similar to the 3-lobe cluster shown in Figure 5.1. At $z = 59z_0$, the original intensity profile has been largely restored, whereas all vortices have changed their signs. Now the reversed process sets in, until the original structure is recovered at $z = 117z_0$. Also in this case the charge flipping cycle periodically repeats several times, despite the complexity of the underlying steps.

Similar processes are also observed for larger clusters with a triangular shape. The charge inversion always starts at the left and the right borders, and the cluster subsequently resolves into smaller ones as soon as the exchange of intensity with the borders has become small. The initial state periodically recurs after a constant propagation distance.

5.3.2 Clusters with hexagonal shape

In the previous section we have seen that it is crucial for the dynamics of a vortex cluster, whether a lobe has an odd or an even number of neighbors. In this context we count only those lobes as neighbors, which have a significant, direct exchange of intensity with the considered lobe.

For clusters with a triangular shape, the number of neighbors is always even, if all $c_{ij}$ are equal. Hence in order to obtain a stable cluster, all $J_{i\rightarrow j}^{\text{tot}}$ have to be made equal as well by choosing an appropriate phase profile. This is still possible if the $c_{ij}$ along the $c$ axis differ from those along the diagonal directions, provided that they are not more than twice as high.

This is crucially different for clusters with a hexagonal shape, such as the one shown in Figure 5.5 (a)-(c) [61]. This cluster consists of seven lobes, six outer ones arranged in a hexagon around the center one. The phase profile again follows that of the $M_{1,2}$ point Bloch modes, thus forming three positive and three negative vortices.

In this case the outer lobes have three neighbors, whereas the inner one has six; again all $c_{ij}$ presumed to be equal. Therefore a balanced intensity flow can be achieved only, if the flows between the center lobe and each outer one are exactly twice as high as those among the outer lobes themselves. Being subject to this constraint, the flow condition (5.4) permits stable vortex solutions only if all $c_{ij}$ are equal.

For the horizontal honeycomb lattice and the parameters given in Figure 5.5 (h)-(n), this can be achieved if $k'_x/k'_y \approx 2.5$ (“stretched” honeycomb lattice, in this
Figure 5.5: Stabilization of a vortex cluster with 7 lobes and 6 vortices (total charge 0).

Top part: Unstable propagation in a regular honeycomb lattice \((E_{\text{ext}} = 1.5 \text{kV/cm}, I_{\text{latt}} = 1, \beta = 1.5)\). (a)-(c) intensity, phase, and vortex distribution (black = negative charge, white = positive charge) of the input beam (d) vortex dynamics, (e) and (f) intensity and phase after propagation in the non-linear regime, (g) intensity after propagation in the low-intensity (quasi-linear) regime [the pictures (e)-(g) are taken at \(z = 7.2z_0\)].

Bottom part: Stable propagation in a stretched honeycomb lattice \((k'_x/k'_y = 2.5, E_{\text{ext}} = 2.5 \text{kV/cm}, I_{\text{latt}} = 1, \beta = 3)\). The pictures (h)-(n) correspond to (a)-(g). \(z\) is measured in units of \(z_0\); \(x\) and \(y\) are measured in units of \(w_0\).
Figure 5.6: Experimental realization of the 7-lobe cluster. Top row: interference of the probe beam with a tilted plain wave; positive (negative) vortices appear as (inverted) Y-shaped forks. They are marked by white (black) circles if they lie inside the cluster. Bottom row: intensity profiles of the probe beam; light gray tones denote high intensities. (a), (b) input beam; (c), (d) output beam for the regular honeycomb lattice; (e), (f) output beam for the stretched honeycomb lattice \( (k_x'/k_y' \approx 2.5) \) in the low-intensity (quasi-linear) regime; (g), (h) same as (e), (f) in the high-intensity (nonlinear) regime. The total propagation distance was 15 mm \( (\approx 5.4z_0) \). Pictures by courtesy of Bernd Terhalle [61].
example \( d_x = 20 \mu m \) and \( d_y = 50 \mu m \) have been used). As it can be seen from the vortex trajectories \((k)\) and the beam profile at \( z = 7.2z_0 \) \((l), (m)\), the propagation is indeed stable in this case.

The diffraction image \( (n) \) has been calculated for an identical phase profile, though assuming that the total intensity is very low. Thus it confirms that self-guiding effects play an important role in \((l)\) and \((m)\). The phase differences between the lobes are not equal to \( 2\pi/3 \) in order to fulfill the special flow constraint for the outer lobes.

Since this flow constraint cannot be fulfilled for any phase distribution in a regular honeycomb lattice, a more complicated vortex dynamics is expected in this case. This is demonstrated in Figure 5.5 \((a)-(g)\), where all initial phase differences have been set equal to \( 2\pi/3 \). The four vortices at the sides of the structure leave the cluster rather soon \([Figure 5.5 (d), z \approx 4z_0]\), so that at \( z = 7.2z_0 \) only the top and bottom vortices remain \([situation in Figure 5.5 (e) and (f)]\). Subsequently, these remaining vortices change their signs in a rather complex process around \( z \approx 10z_0 \): After four pairs of new vortices have been created near the boundaries of the cluster, one vortex of each pair immediately leaves the cluster. Two of the remaining four new vortices annihilate with the original top and bottom ones, whereas the other two inherit the top and bottom positions with reversed signs. At \( z \approx 16.5z_0 \), also the four vortices at the sides reappear with altered signs. They arise from pair creations outside of the cluster.

Hence, also in this case a complete charge flip of the cluster is observed, which is reversed again in the further course of the propagation (the latter is not shown here). As explained in section 5.2, this is a direct consequence of the anisotropic nonlinearity. In the stretched honeycomb lattice \([Figure 5.5 (a)-(g)]\), even a “non-adjusted” phase distribution with \( 2\pi/3 \) phase differences does not lead to a charge flip scenario.

Figure 5.5 \((d)\) shows another special feature of the 7-lobe cluster, which is caused by the vanishing total charge: The resulting total angular momentum of zero is maintained throughout the propagation, hence positive and negative vortices enter or leave the cluster always in pairs. However, in this example the lattice is too weak to hold the cluster permanently together; at \( z \approx 130z_0 \) the intensity profile becomes destroyed due to modulational instabilities (not shown here). This can be prevented for stronger lattices.

The numerical parameters chosen in Figure 5.5 have been adjusted in order to match the experiments depicted in Figure 5.6. These confirm the significant difference between the regular and the stretched honeycomb lattice: Within the former \([Figure 5.6 (c), (d)]\), it was not possible to conserve the six vortices of the input beam \([\text{(a)}, \text{(b)}]\). Nearly all of them left the structure or disappeared by pair annihilation. Moreover, the phase structure of the output beam turned out to be very sensitive to small perturbations.

On the contrary, the vortex profile became rather robust when the lattice was
stretched in the $y$ direction [Figure 5.6 (g), (h)], though no special phase adjustments had been made to the input beam, so the intensity flow was not completely balanced. In combination with the results obtained in the unstretched lattice, this is a direct experimental proof that anisotropic effects play an important role also in the horizontal honeycomb lattice.

Additionally it was proven that the total propagation distance (15 mm, approximately corresponding to $5.4z_0$) was long enough to show nonlinear effects: Lowering the input intensity indeed lead to a pronounced diffraction of the beam [Figure 5.6 (f)], while the positions of the vortices changed noticeably (e). Nevertheless, the original vortex profile can be identified yet.

### 5.4 Defocusing vortex clusters

The stability properties of a vortex cluster with three lobes fundamentally change, if the sign of the nonlinearity is altered (Figure 5.7). Even though the ratio of the coupling strengths of $c_{12}/c_{23} \approx 0.85$ in this example does allow a balanced intensity flow for $\varphi_2 - \varphi_1 = \varphi_1 - \varphi_3 = 0.64\pi$, the system does not remain in such a state if started with that phase distribution. Instead, the vertical mirror symmetry implied by $\varphi_2 - \varphi_1 = \varphi_1 - \varphi_3$ is broken right from the start, and the vortex is lost rather soon ($z \approx 12.8z_0$) as $\varphi_3 - \varphi_2$ becomes larger than $\pi$ [phase jump $\pi \rightarrow -\pi$, vertical line of the dashed curve in Figure 5.7 (c)]. In contrast to focusing clusters with an unbalanced intensity flow, the vortex is not recovered, neither with a positive nor with a negative charge$^2$.

In this example the initial value of $J_{\text{tot}}^{2 \rightarrow 3}$ is slightly smaller than those of $J_{\text{tot}}^{1 \rightarrow 2}$ and $J_{\text{tot}}^{3 \rightarrow 1}$. Similar scenarios occur however, if $J_{\text{tot}}^{2 \rightarrow 3} > J_{\text{tot}}^{1 \rightarrow 2} = J_{\text{tot}}^{3 \rightarrow 1}$, with the only exception that $\varphi_3 - \varphi_2$ initially decreases, while the other phase differences increase. Nevertheless, the vortex vanishes also in this case.

Hence the fixed point corresponding to $J_{\text{tot}}^{1 \rightarrow 2}/J_{\text{tot}}^{2 \rightarrow 3} = 1$ [cf. Figure 5.2 (b)] is obviously unstable in conjunction with defocusing nonlinearities. This can be understood in the following way: Let us assume that $J_{\text{tot}}^{1 \rightarrow 2} = J_{\text{tot}}^{3 \rightarrow 1}$ (vertical mirror symmetry) at first. If $J_{\text{tot}}^{2 \rightarrow 3}$ is slightly smaller (i.e., the above fraction is slightly larger than 1), the second lobe will gain some intensity during the propagation, whereas the third one becomes darker. This is the initial situation in Figure 5.1 (cf. the pictures at $z = 12z_0$). Due to the defocusing nonlinearity, the propagation constant of the brighter lobe is decreased however, while that of the darker lobe is increased. This leads to a diminution of the phase differences $\varphi_2 - \varphi_1$ and $\varphi_1 - \varphi_3$, hence $\varphi_3 - \varphi_2$ grows until reaching $\pi$. At this point the direction of $J_{\text{tot}}^{2 \rightarrow 3}$ reverses, and the vortex is lost.

A similar scenario is obtained, if $J_{\text{tot}}^{2 \rightarrow 3}$ is initially taken to be larger than $J_{\text{tot}}^{1 \rightarrow 2} = J_{\text{tot}}^{3 \rightarrow 1}$. In this case $\varphi_3 - \varphi_2$ decreases, whereas $\varphi_2 - \varphi_1$ and $\varphi_1 - \varphi_3$ grow.

---

$^2$For different parameters the vortex may transiently reappear, but only as a consequence of already irregular phase dynamics. These cases are rare however.
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Figure 5.7: Defocusing vortex cluster in a stretched honeycomb lattice ($k'_x/k'_y = 2.5$, $E_{\text{ext}} = -2.5 \text{kV/cm}$, $I_{\text{latt}} = 4$, $\beta = 2$). (a) from top to bottom: intensity, phase, and difference to the initial intensity profile [$I_{\text{Diff}} = I(z) - I(z = 0)$], (b) induced refractive index change ($\delta n^2$, including the probe beam), (c) phase differences.

In order to understand the vertical symmetry breaking in Figure 5.7, we have to consider a small perturbation of the equality $\phi_2 - \phi_1 = \phi_1 - \phi_3$. Let us assume, without loss of generality, that the right hand side is slightly larger. This implies that $J^{3-1}_{\text{tot}} < J^{1-2}_{\text{tot}}$, since both phase differences are larger than $\pi/2$ [cf. equation (5.3)]. Then the sum of the intensity flows away from and towards lobe 1 is negative; thus it becomes darker. Since this leads to an increase of its propagation constant, $\phi_1 - \phi_3$ increases as well, while $\phi_2 - \phi_1$ becomes smaller – the perturbation grows.

Together with the instability triggered by $J^{2-3}_{\text{tot}} \lesssim J^{1-2}_{\text{tot}} = J^{3-1}_{\text{tot}}$, this is also observed in Figure 5.7 (c) for $z \leq 12.8z_0$ (i.e., until the vortex is lost). As described above, the former leads to an additional, overall increase of $\phi_3 - \phi_2$ and to an overall decrease of the other phase differences.

5.5 Ring-shaped vortex clusters

One conclusion from the stability analysis in the previous section is that defocusing vortex clusters, which contain phase differences being greater than $\pi/2$, are dynamically unstable within the scope of the approximation (5.3). This is due to the fact that the sign of $\partial J^{i-j}_{\text{tot}}/\partial(\phi_i - \phi_j)$ changes for $\phi_i - \phi_j = \pi/2$. Hence defocusing clusters with a balanced intensity flow should be stable, if all phase differences between adjacent lobes are less than $\pi/2$.

Additionally, the stability argument depends on the slope of the relation between
5.5 Ring-shaped vortex clusters

In Figure 5.8 these results are verified for a ring-shaped vortex cluster, which consists of 6 lobes being arranged in a hexagon. In all cases the lattice geometry (stretched honeycomb lattice with $k'_x/k'_y = 2.5$) is the same; the intensity flow is initially balanced. The total charge of the cluster is given by the sum of the phase differences along the ring. If these are larger than $\pi/2$, the total charge is 2 (bottom row in Figure 5.8); if they lie between 0 and $\pi/2$, the total charge is 1 (top row).

In the case of a focusing nonlinearity, the single-charged cluster (a) is indeed unstable. The unstable distribution of the intensity flows causes strong intensity

---

**Figure 5.8:** Ring-shaped vortex clusters in a stretched honeycomb lattice ($k'_x/k'_y = 2.5$). Left column [(a), (b)]: focusing nonlinearity ($E_{ext} = 2.5 \text{kV/cm}, I_{latt} = 1, \beta = 3$); Right column [(c), (d)]: defocusing nonlinearity ($E_{ext} = -2.5 \text{kV/cm}, I_{latt} = 4, \beta = 2$). Top part: total charge 1 (phase differences along the ring are less than $\pi/2$); Bottom part: total charge 2 (phase differences along the ring are larger than $\pi/2$).
modulations of the lobes. For the parameters chosen in this example, the profile of the cluster is destroyed even completely; this latter fact may be prevented for stronger lattices however.

By contrast, the doubly-charged cluster (b) is stable. Though this fully agrees with the above considerations, it is still a remarkable phenomenon that raising the topological charge may increase the stability. This has no counterpart in homogeneous media, where the growth rate of the modulational instability of ring vortices increases with the vorticity [62]. The stability of focusing higher-order vortices has already been demonstrated in combination with square lattices [63], both for the Gross-Pitaevskii equation and for optically induced lattices in photorefractive media (in the latter case, the isotropic model (2.24) was used). Again, the constraint $\phi_i - \phi_j > \pi/2$ was met for adjacent lobes $i, j$.

For a defocusing nonlinearity, things are indeed vice versa: Now the single-charged cluster (c) is stable, whereas the doubly-charged one (d) is unstable. In contrast to (a), the hexagonal structure of the cluster is not destroyed in the latter case. The vortex dynamics in (d) is more complicated than that of the unstable 3-lobe cluster considered in the previous section. Over large distances the total charge is zero, though one or more vortex pairs may occur inside the structure (one pair is also visible in Figure 5.8 (d) in the middle of the cluster [$z = 50z_0$ and $z = 100z_0$]). However, the total charge may temporarily take on other values than zero, when vortices enter or leave the structure (not shown here).
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In the previous chapter we have seen that in order to be dynamically stable, vortex clusters have to fulfill a simple phase condition \[\text{equation (5.4)}\]. This can be achieved very easily for symmetric 4-lobe clusters, if the lobes are arranged in a rhombus whose diagonals are parallel to the coordinate axes (see Figure 6.1 (a) for example). In this case, all phase differences between adjacent lobes can be set equal to \(\pi/2\), thus forming a vortex with the charge 1. Such a configuration is also known as \textit{offsite vortex}, since the singularity lies between the lattice sites. The offsite vortices discussed in this chapter are fundamental in that sense that they represent the closest pack of lobes, which carries a phase singularity while retaining both the horizontal and the vertical mirror symmetry of the lattice. Additionally, the intensity flow is balanced \textit{independently} of the ratio \(k'_x/k'_y\) for many lattice types.

Due to their high symmetry, the offsite vortices with 4 lobes represent a marginal case in view of the qualitative stability analysis presented in the sections 5.4 and 5.5. Actually, the intensity flow remains balanced for an \textit{arbitrary} phase difference \(\phi_2 - \phi_1\), if \(\phi_1 = \phi_3 - \pi\) and \(\phi_2 = \phi_4 - \pi\) [59]. Moreover, the condition (5.4) is only a \textit{necessary} stability criterion.

Hence the stability properties of such structures are not fully covered by the arguments given in chapter 5. They rather depend on more complicated nonlinear effects. Within the \textit{isotropic} model, a linear stability analysis has unveiled that symmetric 4-lobe vortices may be stable for intermediate values of \(\beta\) and \(I_{\text{lat}}\), whereas they become unstable if one or both of these parameters take very low or high values [64]. Stable, symmetric 4-lobe vortices were also found in the experiment [39, 40].

In the following we investigate the stability properties of symmetric gap vortices in the anisotropic model. In doing so, we concentrate on offsite vortices with 4 lobes in combination with both signs of the nonlinearity. Additionally, we consider focusing vortices in the first gap, which are located on a \textit{single} lattice site (i.e., they do not represent clusters). The results are based on numerical simulations in all cases [65], since the anisotropic model (2.10) is not well-suited for a linear stability analysis (due to the nonlocality, the expression \(\partial E_{nl}(I)/\partial I\) is not well-defined).

6.1 Focusing media

6.1.1 Semi-infinite gap

Except for the square lattice, all lattice types collected in Table 4.1 support focusing, symmetric offsite vortices with 4 lobes and a balanced intensity flow. Figure
Figure 6.1: Symmetric 4-lobe vortex clusters in the unstretched horizontal honeycomb lattice (focusing nonlinearity, $E_{\text{ext}} = 1.5 \text{kV/cm}$, $I_{\text{latt}} = 1$). (a) initial refractive index ($\delta n^2$, including the probe beam), intensity and phase profiles before ($z = 0$) and after ($z = 175z_0$) the propagation, (b) angular momentum, and (c) isointensity surface for $\beta = 1.5$ ($z$ is measured in units of $z_0$). (d), (e), and (f): same as (c), (a), and (b) for $\beta = 3$. 
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6.1 exemplifies this for the unstretched honeycomb lattice with $d_x = 30 \mu$m and $k'_x/k'_y = \sqrt{3}$. Even if the lattice strength is relatively weak ($I_{\text{latt}} = 1$, $E_{\text{ext}} = 1.5 \text{kV/cm}$), the vortices are found to be stable for $\beta_{\text{min}} = 1 \lesssim \beta \lesssim 2.5 = \beta_{\text{max}}$ [Figure 6.1 (a)-(c); the semi-infinite gap begins at $\beta \approx 0.62$]. For lower or higher values of $\beta$ (i.e., for very low or high total intensities) the symmetric 4-lobe vortices become unstable, as shown in Figure 6.1 (d)-(f) for $\beta = 3$. This is fully consistent with the results obtained for square lattices within the isotropic model [64], which also predict both a lower and an upper threshold intensity for the occurrence of stable vortices.

The existence of the upper threshold $\beta_{\text{max}}$ can be understood easily: For high intensities of the vortex, the influence of the lattice is too low to suppress the typical modulational instabilities occurring also in homogeneous media. In our case, another effect arises from the anisotropy however: If the lattice is very weak in relation to the vortex, the system resembles a homogeneous medium, which does not support anisotropic vortices at all. Hence there is an additional threshold $\beta_{\text{max}}^{(2)} > \beta_{\text{max}}$, above which symmetric gap vortices do not exist at all, i.e., the soliton condition (2.32) cannot be fulfilled. For the parameters in Figure 6.1, $\beta_{\text{max}}^{(2)} \approx 5$. This is no issue in isotropic media however, where the symmetric 4-lobe vortices approach ring vortices at high values of $\beta$ [64].

Already at $\beta = 3$, the instability is strong enough to influence the intensity profile as well [Figure 6.1 (d)-(f)]: At $z \approx 20z_0$, all lobes start to show strong oscillations. Subsequently the charge of the vortex flips several times, but not in a periodic way. At $z \approx 100z_0$ the phase singularity finally disappears, shortly thereafter ($z \approx 111z_0$) the lobes 2 and 4 melt with the lobes 1 and 3. This is a clear effect of the relatively weak lattice. The new state with only two lobes is stable, though the oscillations do not die down. The number of the lobes in the final state depends on the parameters. Especially for higher values of $\beta$ also decays into more than two lobes occur. Since the trapping effect of the lattice is very low in this regime, these may start to move around in the transverse plane.

Similar effects are also observed for the other lattice types from Table 4.1, such as the horizontal triangular lattice or the vortex lattice. In general, the symmetric 4-lobe vortices can be stabilized by increasing the nonlinear effects (i.e., by raising $E_{\text{ext}}$). This is especially efficient for lattices with a hexagonal symmetry of the underlying lattice wave (i.e., $k'_x/k'_y = \sqrt{3}$). In this case, the values $E_{\text{ext}} = 2.5 \text{kV/cm}$ and $I_{\text{latt}} = 4$ are sufficient to obtain large stable regions, both for the horizontal honeycomb lattice and for the two other lattice types mentioned above.

By contrast, a square lattice geometry (i.e., $k'_x/k'_y = 1$) leads to a significant destabilization of the symmetric 4-lobe vortices for all lattices (both the existence and the stability thresholds are lowered drastically). In the vortex lattice, the external electrical field even has to be raised to $E_{\text{ext}} = 4 \text{kV/cm}$ in order to reach stable regimes. In the horizontal honeycomb lattice, stable symmetric 4-lobe vortices can still be observed for $E_{\text{ext}} = 2.5 \text{kV/cm}$; nevertheless the stable region is
Figure 6.2: Ring-shaped vortices in the first gap of a (stretched) vortex lattice (focusing nonlinearity, $E_{\text{ext}} = 2.5 \text{kV/cm, } I_{\text{latt}} = 10$). (a) initial refractive index ($\delta n^2$, including the probe beam), intensity and phase profiles before ($z = 0$) and after ($z = 50z_0$) the propagation, (b) angular momentum, and (c) transparent isointensity surface for $\beta = -1.0$ and $k'_x/k'_y = 1$ ($z$ is measured in units of $z_0$). (d), (e), and (f): same as (c), (a), and (b) for $\beta = 0$ and $k'_x/k'_y = 1.2$. See Figure 6.3 for the band structure diagrams.
6.1 Focusing media

Figure 6.3: Band structure diagrams for the lattices from Figure 6.2 \((E_{\text{ext}} = 2.5 \text{kV/cm}, I_{\text{latt}} = 10)\). (a) regular vortex lattice \((d_x = d_y = 2.5)\); (b) stretched vortex lattice \((d_x = 2.5, d_y = 3)\); (c) first Brillouin zones: regular lattice (top), stretched lattice (bottom).

much smaller also in this case. In this sense, focusing 4-lobe vortices are slightly better supported by the honeycomb lattice.

6.1.2 First gap

Vortex clusters are not the only way of realizing phase singularities in photonic lattices. As we have already seen in section 4.2.1 (Figure 4.4), gap vortices may also appear in the form of intensity profiles, which are localized at a single lattice site. These are closely related to vortices in homogeneous media. Like those, they are obtained by superimposing a horizontally and a vertically antisymmetric (Bloch) mode, both being \(\pi/2\) out of phase. In contrast to the vortex clusters, the resulting phase profile is continuous; it always features a phase jump of \(\pi\) when crossing the vortex center along an arbitrary straight line. The intensity profile is ring-shaped, since the intensity approaches zero in the vicinity of the singularity.

The underlying Bloch modes arise from the second Bloch band, hence such vortices propagate in the first gap in the case of a focusing nonlinearity. One of their most striking properties is that they exist in anisotropic media as well. This is a remarkable difference to ring vortices in homogeneous media.

Although the vortex shown in Figure 4.4 arises only transiently from a dipole-like soliton, ring-shaped gap vortices form an own class of gap solitons. One example in a square-symmetric (i.e., \(k'_x = k'_y\)) vortex lattice is shown in the Figures 6.2 (a)-(c). Due to the anisotropy, the intensity is not constant along the vortex ring: The vertically antisymmetric Bloch mode is much more pronounced, since the corresponding propagation constants are lower in the linear band-gap spectrum [Figure 6.3 (a)]. Consequently, a higher intensity is needed in order to obtain equal
nonlinear propagation constants for all constituting Bloch modes [65].

Beside the ring, also four minor intensity maxima are visible at the adjacent lattice sites. These are the first maxima of four rapidly decaying, oscillating tails, which are the key signature of gap solitons in the vicinity of a band edge (as we have seen in Figure 3.1, these tails may become far-reaching if the gap is narrow).

As it can be seen, the vortex shown in the Figures 6.2 (a)-(c) is highly unstable. This is not surprising however, since the \( B_1^{(foc)} \) solitons are unstable as well in a similar parameter regime (see chapter 4.2.1). At \( z \approx 16z_0 \), the structure breaks up into several spots, which are drifting away from the original lattice site due to the initial angular momentum. Subsequently most of the intensity is diffracted, whereas the remaining part finally merges in a single, oscillating spot resembling a \( B_0^{(foc)} \) soliton. The initial phase singularity has been lost; nevertheless strong oscillations are also visible in the plot of \( L \), since the final spot does not sit on the center (original) lattice site. Akin to the decays of the \( B_1^{(foc)} \) solitons, the propagation constant is shifted into the semi-infinite gap.

The strong anisotropic shape of the gap vortex discussed above can be balanced by stretching the lattice along the \( y \) axis (i.e., by decreasing \( k_y' \)). To this end, one can try to equalize the propagation constants of the horizontally and the vertically antisymmetric Bloch modes [Figure 6.3 (b)]. In doing so the vicinity of the \( X_2 \) point is relevant, since the ring-shaped gap vortices originate from there (if \( k_x'/k_y' = 1 \), the \( M_2 \) and the \( X_2 \) point coincide).

However, the linear band gap spectrum is only a hint, since the superposition principle does not hold in the nonlinear regime. Additionally, the relevant Bloch modes are distributed over a relatively large region, whereas the propagation constants can be made equal only along an one-dimensional line in the two-dimensional Bloch space. Hence the anisotropy is always visible in the intensity profile of the resulting vortex.

This can be seen clearly in Figure 6.2 (e) \( (k_x'/k_y' = 1.2) \), although the ring is already more homogeneous in this case than for \( k_x'/k_y' = 1 \). The instability is weaker in the stretched lattice, nevertheless the vortex decays again into an oscillating \( B_0^{(foc)} \) soliton \( (z \approx 27z_0) \). However, this soliton is located on the original lattice site; there is also much less intensity diffracted than in the non-stretched lattice.

The initial angular momentum is much higher; it can be made nearly equal to 1 if the ratio \( k_x'/k_y' \) is further increased. In this case, the horizontally antisymmetric Bloch modes dominate the intensity profile. However, this does not significantly increase the stability.

Nevertheless, there are special cases in which anisotropic gap vortices may become stable indeed. One example can be found in the diamond lattice by starting from the parameters used in Figure 4.4 and looking for a solitary gap vortex by solving equation (2.32) (Figure 6.4).

The obtained structure has several striking features, even apart from its stabil-
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Figure 6.4: Stable anisotropic gap vortex in the diamond lattice (focusing nonlinearity, first gap, $E_{ext} = 4 \text{kV/cm, } I_{latt} = 5, \beta = 2.1$). (a) Isointensity surface ($z$ is measured in units of $z_0$); (b) intensity, phase and induced refractive index change ($\delta n^2$, including the soliton); (c) angular momentum. See also Figure 4.4.

ity: The contribution of the vertically antisymmetric Bloch modes is very weak, so the structure almost looks like a horizontal dipole. However, the total angular momentum is rather high; additionally the phase profile clearly shows the vortex. Moreover, the area of attraction is relatively large. This has already been demonstrated in Figure 4.4: Neither the horizontal nor the vertical $B_{1}^{(foc)}$ soliton alone is stable. In the case of the horizontal one a weak, vertically antisymmetric eigenmode (periodically) becomes excited in the course of the propagation, whereas the vertical one decays into a fundamental $B_{0}^{(foc)}$ soliton. Thus this system represents a rare example of a vortex which arises autonomously.

6.2 Defocusing media

Symmetric 4-lobe vortices can also be realized in combination with defocusing nonlinearities [65]. The concept is similar to their focusing pendants, i.e., also the defocusing vortices represent marginally stable solutions in the sense of the chapters 5.4 and 5.5. Their propagation constants lie in the first gap however, hence their stability properties are additionally influenced by finite-gap effects.

In the following, we again concentrate on offsite vortices. In principle, these are supported by all lattices which possess a sufficiently large first gap. For example, this is the case for the diamond, the vortex, and the horizontal honeycomb lattices, but not for the horizontal triangular lattice (cf. section 4.1.2). Also the square
Figure 6.5: Symmetric 4-lobe vortex cluster in the nonstretched vortex lattice (defocusing nonlinearity, $E_{\text{ext}} = 2.5$ kV/cm). (a), (b) isointensity surface for $I_{\text{latt}} = 6.25$, $\beta = -1.0$ (A, stable) and $I_{\text{latt}} = 10$, $\beta = -0.5$ (B, unstable); (c) initial refractive index ($\delta n^2$, including the probe beam), intensity and phase profiles of B for several propagation distances; (d) angular momentum [vertical lines mark the positions of the pictures in (c)]; (e) region of stable 4-lobe clusters. $z$ is measured in units of $z_0$. 
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The lattice is not well-suited due to the same reasons as in the focusing case.

Figure 6.5 (c) shows a symmetric 4-lobe vortex \((E_{\text{ext}} = 2.5\text{kV/cm}, I_{\text{latt}} = 10, \beta = -0.5)\) in a defocusing vortex lattice with \(k'_x/k'_y = 1\). As it can be seen from the isointensity surface (b) and the angular momentum plot (d), the vortex is unstable for these parameters. The intensity profile with the four lobes is maintained however, though the intensity transfer between them is rather high. Therefore single lobes repeatedly vanish for short distances [Figure 6.5 (b)].

The more interesting dynamics takes place in the phase profile however [Figure 6.5 (c)]: After the first instability has set in \((z \approx 27z_0)\), the charge of the initial vortex soon becomes inverted \((z = 35.4z_0, \not\text{shown here})\). Subsequently, the vortex finally disappears after a sequence of some further, less pronounced charge flips. The beam then undergoes several dynamic transitions between the states shown in the rightmost four pictures in Figure 6.5 (c): Either all lobes are in phase, or pairs of adjacent or opposed lobes have the same phase, while the phase difference between these pairs is equal to \(\pi\). All of these in-phase or pairwise out-of-phase states also exist as independent, solitary solutions (quadrupole solitons). However, only the in-phase quadrupole is stable in general. This is also the dominating state when the propagation is calculated over very large distances \((z \gg 200z_0)\), although the remaining phase fluctuations die out very slowly.

Depending on the initial values of \(I_{\text{latt}}\) and \(\beta\), not all of the states shown in Figure 6.5 (c) do occur. Especially the initial charge flip(s) may be missing. In this case, the vortex is lost from the very beginning, and the transitions between the different quadrupole states immediately follow. There are also many cases, in which not all kinds of the out-of-phase quadrupoles occur. Particularly, the transitions between the modes, where adjacent \((z = 53z_0, z = 76.2z_0)\) or opposed \((z = 105z_0)\) lobes are in phase, are rare.

Within a small region, the symmetric 4-lobe vortices are stable [black area in Figure 6.5 (e)]. This region is bounded due to several reasons: On the one hand, both a lower and an upper stability threshold for the total intensity (or the propagation constant) also exist in the defocusing case. On the other hand, the stability is limited due to finite-gap effects: The chance that an internal mode of the initial vortex causes a resonance in a Bloch band and hence becomes unstable, is higher if the gap is small (cf. chapter 3).

Again, the ratio \(k'_x/k'_y\) strongly affects the stability of the vortices (Figure 6.6). If the lattice is stretched along the \(y\) axis (i.e., \(k'_x/k'_y > 1\)), the stable region disappears even though the first gap becomes larger [Figure 6.6 (a),(b)]. By contrast, the stable region can be enlarged significantly by stretching the lattice along the \(x\) axis [i.e., \(k'_x/k'_y < 1\), Figure 6.6 (c),(d)]. This is just contrary to the focusing case.

The total intensity of the vortices is much higher if \(k'_x/k'_y < 1\). Hence the requirement of a certain minimal intensity obviously overrides the finite-gap effects when stable vortices are sought. This is corroborated by the fact that both the
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**Figure 6.6:** Symmetric 4-lobe vortex cluster in the stretched vortex lattices (defocusing nonlinearity, $E_{ext} = 2.5 \text{kV/cm}$). Left part: $k'_x/k'_y = 1.6$; (a) band-structure, (b) intensity, phase, and initial refractive index ($\delta n^2$, including the probe beam), of an unstable gap vortex with $\beta = 4$ and $I_{latt} = 10$. Right part: $k'_x/k'_y = 0.625$; (c) band structure and regions of stable vortices, (d) same as (b) for a stable vortex with $\beta = -1$ and $I_{latt} = 10$.

Stable regimes and the total intensities becomes smaller, if $E_{ext}$ is increased. This holds rather independently of the ratio $k'_x/k'_y$. Consequently, the stable regions may be enlarged by decreasing $E_{ext}$, which is another difference to the focusing case. Of course, $E_{ext}$ must remain high enough in order to stay in the nonlinear regime.

Nevertheless, the finite-gap effects are still clearly visible in Figure 6.6 (c): The stable region consists of two parts, being separated by a small, “unstable stripe”. This is a typical signature of a resonance occurring in an adjacent Bloch band. Similar phenomena are also visible in the second band in Figure 3.5 (b).

Additionally, the stable vortices are characterized by a relatively large angular momentum. Thus in many cases, it seems to be possible to translate the minimal intensity (lower stability threshold) into a minimal angular momentum, although the relation between these two quantities is complicated in general. A detailed discussion of this question has to be left to future investigations however. The upper intensity threshold for stable vortices cannot be translated this way.
6.2 Defocusing media

The phenomena discussed in this section are not restricted to the vortex lattice. Comparable results are also obtained for the horizontal honeycomb lattice, though the support (i.e., the size of the stable regions) of defocusing symmetric gap vortices is slightly better in the vortex lattice. Again, this is contrary to the focusing case.
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In modern optics, periodically modulated structures are omnipresent. Commonly known as photonic crystals, they constitute the optical analog of crystal structures in solid state physics. However, in contrast to the latter they may be homogeneous in one (“2D lattices”) or even two (“1D lattices”) spatial dimensions. The periodicity results in a band structure similar to solid states, so that linear light propagation becomes impossible if the corresponding wave vectors lie within certain, “forbidden” intervals (photonic band gaps).

Photonic crystals may either be prefabricated (i.e., the refractive index structure is static) or optically induced. The latter can be realized in a rather flexible and reversible way in photorefractive media. To this end, an ordinarily polarized lattice beam is used. Although this beam itself propagates in a linear regime, it induces nonlinear changes to the refractive index seen by an extraordinarily polarized probe beam. If the lattice beam features a diffraction-compensated, periodic amplitude profile, a two-dimensional photonic lattice is obtained which is homogeneous in the propagation direction.

Since the probe beam does experience nonlinear self-interaction, it can be used to excite transversally localized structures within this lattice. These structures always propagate within a (linear) photonic band gap; hence they are called gap solitons. In contrast to solitons in homogeneous media, gap solitons occur both for focusing and for defocusing nonlinearities.

The stability properties of gap solitons are the key issue of this thesis, both within statically imprinted photonic lattices and within optically induced ones. Special interest in this topic arises from a close analogy to Bose-Einstein condensates (BEC) in periodic, optical potentials (traps). Both systems can be described by a (generalized) nonlinear Schrödinger equation. Although the pronounced anisotropy of the photorefractive nonlinearity has no exact counterpart in the context of BEC, fundamental results can still be transferred between both systems.

The simplest gap solitons are those with the lowest total intensity. Within this thesis they are called basic solitons. The basic solitons in the lowest accessible band gap, i.e., the semi-infinite one for focusing and the first one for defocusing media, are of particular interest. Since they can be associated with nonlinear ground states in the quantum mechanical picture, they are called fundamental (gap) solitons. In chapter 3, it is shown for statically imprinted photonic lattices that only these fundamental solitons are dynamically stable within a large parameter regime. By contrast, the basic solitons in the other, higher-order band gaps represent excited states, which become stable only for relatively strong photonic lattices. If they are unstable, they stepwise decay into the basic solitons of the lower-order gaps.
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Usually this decay ends with a stable, fundamental soliton if no other stable basic solitons exist.

Chapter 4 compares several lattice types which are suitable for the optical induction technique (diffraction-free propagation). It is shown that in this case the influence of the photorefractive anisotropy is much larger than for statically imprinted lattices. This influence can be minimized for square-symmetric lattices, if the edges of the elementary cell are rotated about 45° compared to the coordinate axes. Nevertheless, the anisotropic effects are still significant when comparing the stability of horizontally and vertically oriented basic solitons.

For other lattice types, such as the so-called triangular lattices, the anisotropy even becomes the dominating effect. This is in full agreement with the experiment.

Whereas in homogeneous photorefractive media this anisotropy prevents the existence of solitons carrying a topological charge (so-called vortex solitons), it is shown in the chapters 5 and 6 that this is not the case in the context of photonic lattices. Such gap vortices may be realized on single lattice sites as well as in the form of soliton clusters. It is demonstrated that both kinds can be dynamically stable. Moreover, the single-site vortices may even be attractors for simpler, but unstable gap solitons which do not carry a topological charge.

In order to obtain stable vortex clusters, a special phase condition has to be fulfilled however. Otherwise the internal intensity flow is no longer balanced, which may lead to a periodically flipping of the vortex charge. This also holds for clusters containing multiple vortices, where rather complicated mechanisms may finally lead to periodic charge flips of each single vortex.

Moreover, for a special type of multivortex cluster consisting of seven lobes and containing six vortices, it can be shown that the phase condition cannot be fulfilled if the underlying lattice has an exactly hexagonal symmetry. This is a direct consequence of the anisotropic nonlinearity. Corresponding numerical simulations, indicating that such clusters may become stable only if the lattice is slightly stretched, are confirmed by experiments.

Based on the phase condition, a qualitative stability analysis reveals in connection with a focusing nonlinearity that ring-shaped vortex clusters with six lobes, which contain two identical phase singularities, may be stable whereas their single-charged counterparts are unstable. This behavior depends on the phase differences between the single lobes; it is reversed for defocusing nonlinearities. These are striking results, since in homogeneous media higher topological charges usually lead to stronger instabilities.

By contrast, the stability behavior of highly symmetric gap vortices with a phase difference of π/2 between adjacent lobes is very complex. Although it is shown in chapter 6 that these are stable typically for intermediate lattice strengths and intensities of the probe beams, an in-depth discussion of this topic would require a complete linear stability analysis. However, this is an unsolved problem up to now since there is no closed expression for the anisotropic photorefractive nonlinearity.
yet. Due to the additionally nonlocal properties of this nonlinearity, such an analysis would involve methods being far beyond the scope of this thesis. Therefore this point has to be left open for future investigations. However, such an analysis certainly would provide deep insights not only into the dynamics of anisotropic gap vortices, but also into the properties of nonlocal media in general.

Another open question is, whether it is possible to establish a general link between the total angular momentum and the lower stability threshold (related to the intensity) of gap vortices. Although the results presented in chapter 6 suggest that also a certain minimal angular momentum is needed in order to obtain stable vortices, there is no systematic investigation of this question yet.
Zusammenfassung

In der modernen Optik sind periodische Strukturen, häufiger auch als *photonische Kristalle* bezeichnet, allgegenwärtig. Sie stellen das optische Gegenstück zu den Kristallgittern in Festkörpern dar. Im Gegensatz zu diesen können sie jedoch entlang einer oder sogar zwei Raumrichtungen homogen sein. In diesem Fall spricht man von 2D- bzw. 1D-Gittern. Ähnlich wie Festkörper besitzen photonische Kristalle eine Bandstruktur: Liegt der Wellenvektor einer Lichtverteilung innerhalb bestimmter, „verbotener“ Intervalle (sogenannter photonischer Bandlücken), so ist keine lineare Lichtausbreitung möglich.


Die einfachsten Gap-Solitonen sind diejenigen mit der niedrigsten Gesamtenergie. Im Rahmen dieser Arbeit werden sie auch als (engl.) *basic solitons* bezeichnet. Von besonderem Interesse sind dabei diejenigen *basic solitons*, welche in der niedrigsten erreichbaren Bandlücke liegen, d.h. in der semi-infiniten für fokussierende und in
Zusammenfassung


In Kapitel 4 werden einige Gittertypen miteinander verglichen, welche sich für die optische Induktion eignen (beugungsfreie Propagation). Es wird gezeigt, daß in diesem Fall der Einfluß der photorefraktiven Anisotropie deutlich stärker als bei statisch realisierten Gittern ist. Für Gitter mit quadratischer Symmetrie kann dieser Einfluß minimiert werden, indem die Kanten der Elementarzelle um 45° gegenüber den Koordinatenachsen gedreht werden. Dennoch werden die anisotropen Effekte deutlich, was sich unter anderem beim Vergleich der Stabilitäts eigenschaften horizontaler und vertikaler basic solitons zeigt.

Für andere Gittertypen, wie zum Beispiel den sogennanten Dreiecksgittern, ist die Anisotropie sogar der dominierende Effekt. Dies ist in vollständiger Übereinstimmung mit dem Experiment.


Stabile Vortex-Cluster müssen jedoch eine besondere Phasenbedingung erfüllen. Andernfalls ist der interne Intensitätsfluß nicht ausgeglichen, was zu einer periodischen Ladungsumkehr des Vortexes führen kann. Dies gilt auch für Cluster, die mehrere Vortices enthalten. In diesem Fall führen relativ komplexe Mechanismen dazu, daß sich die Vorzeichen aller Einzelladungen periodisch umkehren.


Aufbauend auf der Phasenbedingung ergibt eine qualitative Stabilitätsanalyse,


Zusammenfassung
A Numerical calculation of gap solitons

In order to determine the (complex) amplitude profile $a(r_\perp)$ of a gap soliton, one has to solve the Eqn. (2.31) or (2.32), depending on whether the lattice is statically imprinted or optically induced. Although there are several ways how to do this numerically, a special treatment is required since there is no closed expression for the nonlinearity in the case of the anisotropic model (2.23).

Additionally, it should be possible to specify the propagation constant $\beta$ as a parameter at the outset ($\beta$ must not lie within a band). This is especially important, if a solitary solution in a particular (finite) band gap is sought. Hence algorithms taking the total intensity $\int |a(r_\perp)|^2 dr_\perp$ as a parameter instead are not appropriate for our purposes.

In the following, we briefly introduce two methods which fulfill these requirements while having proven to be rather fast and reliable in practice.

A.1 Gradient-based methods

Particularly with regard to gap vortices an algorithm is desirable, which is able to calculate arbitrary non-fundamental solitons from appropriate initial conditions. Such an algorithm has been presented in [66] for local nonlinearities. It is based on minimizing an error functional $F(a)$, which is constructed from the Eqn. (2.31) by taking the integral of the squared absolute value of the left hand side:

$$F[a] \overset{\text{def}}{=} \int |Ga(r_\perp)|^2 dr_\perp$$  \hspace{1cm} (A.1)

with the nonlinear operator

$$G \overset{\text{def}}{=} -2\beta + \nabla_\perp^2 + k_0^2 w_0^2 \delta n_0^2(r_\perp) - \gamma_{nl} E_{scr}(|a|^2).$$  \hspace{1cm} (A.2)

A similar definition can be formulated for Eqn. (2.32). Obviously $F[a] \geq 0$, where the equality holds if and only if $a(r_\perp)$ is a solitary solution. Therefore any solitary solution with a given propagation constant $\beta$ can be found as a local minimum of $F$.

Starting from an appropriate initial condition $a_0(r_\perp)$, the following descent method may be formulated [66]:

$$a_{n+1} = a_n - s \cdot \nabla_S F[a_n] \equiv a_n - s \cdot (1 - \nabla_\perp^2)^{-1} \nabla F[a_n].$$  \hspace{1cm} (A.3)

Herein $\nabla_S F$ is denoted as Sobolev gradient, whereas the “ordinary” gradient $\nabla F$ is defined to be the functional derivative $\frac{\delta F[a_n]}{\delta a_n}$. The step width $s$ is a positive
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real number which has to be chosen small enough in order to obtain convergence against a solitary solution. Taking the Sobolev gradient instead of the ordinary functional derivative significantly improves the convergence of the method.

The functional derivative $\frac{\delta F[a_n]}{\delta a_n}$ reads

$$\frac{\delta F[a_n]}{\delta a_n} = G^2 a_n + \frac{\partial E_{scr}(I)}{\partial I} \Bigg|_{I=|a_n|^2} \cdot (a_n^* G a_n + (G a_n)^* a_n). \quad (A.4)$$

Herein the partial derivative $\partial_I E_{scr}(I)$ is well-defined only if $E_{scr}(I)$ is local, i.e., a pointwise mapping $I \mapsto E_{scr}(I)$. This is not the case for the anisotropic model however.

Nevertheless, it turns out in practice that the convergence behavior does not crucially depend on this term. Therefore the derivative may be approximated by the one obtained within the isotropic model (2.24), as long as the anisotropic model (2.23) is used in the definition of $G$ (so that $F[a] = 0$ still indicates that $a(r_\perp)$ is an anisotropic soliton). This means,

$$\frac{\partial E_{scr}(I)}{\partial I} \Bigg|_{I=|a_n|^2} = -\frac{\gamma_{nl} E_{ext}}{(1 + |a_n|^2)^2} \quad (A.5)$$

may be used for statically imprinted lattices [Eqn. (2.31)], whereas

$$\frac{\partial E_{scr}(|A_{latt}|^2 + I)}{\partial I} \Bigg|_{I=|a_n|^2} = -\frac{\gamma_{nl} E_{ext}}{(1 + |A_{latt}|^2 + |a_n|^2)^2} \quad (A.6)$$

may be used for optically induced ones [of course, Eqn. (A.2) has to be replaced by $G \overset{\text{def.}}{=} -2\beta + \nabla_\perp^2 - \gamma_{nl} E_{scr}(|A_{latt}|^2 + |a|^2)$ in this case, cf. Eqn. (2.32)].

This yields a rather fast but still reliable algorithm, which is capable of finding a large variety of anisotropic gap solitons. It has been used to calculate most of the solitary profiles presented within this work. However, there is no a priori guarantee that the iteration (A.3) converges against a solitary solution for an (arbitrary) initial profile $a_0$. The approximations (A.5) and (A.6) slightly enhance the sensitivity to $a_0$ if a particular solitary solution is sought. Using an adaptive control of the step width $s$ significantly decreases the computation time needed while increasing the robustness of the method.

A.2 Petviashvili methods

The approximations (A.5) and (A.6) raise the question, whether there is a more general algorithm for finding (gap) solitons that can also handle nonlocal nonlinearities without any further approximations. Such an algorithm has originally been proposed for homogeneous systems by Petviashvili in 1976 [67]. It is characterized by a very fast convergence, although it is restricted to fundamental solitons in the
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The majority of cases. An application of this method to (homogeneous) photorefractive crystals is presented in [68]. With some modifications the algorithm can also be used to calculate gap solitons however, as we will demonstrate in the following.

The Petviashvili method is based on a fixed point iteration of the Fourier transformed soliton conditional equation, i.e., Eqn. (2.31) or (2.32) in our case. Applied to Eqn. (2.31), the iteration scheme reads

\[
a_{n+1} = F^{-1} \left[ M^{3/2} \times \frac{\mathcal{F} \left[ k_0^2 w_0^2 \delta_n^2 \left( r_\perp \right) a_n \right] - \mathcal{F} \left[ \gamma_{nl} E_{scr} \left( |a_n|^2 \right) a_n \right]}{2 \beta + k_\perp^2} \right]
\]

(A.7)

where \( F \) and \( F^{-1} \) denote the Fourier transform and its inverse. A similar scheme can be formulated for Eqn. (2.32).

The functional \( M \) is necessary in order to obtain convergence. Obviously, \( M \) becomes equal to 1 if \( a(r_\perp) \) is solitary. In this case, Eqn. (A.7) is fully equivalent to a Fourier transformed version of Eqn. (2.31).

Without further modifications, this straightforward application of the original algorithm only works within the semi-infinite gap however. The convergence is slower than for homogeneous media, and there are several cases where the iteration does not converge at all. Although several generalizations of the Petviashvili method have been published in the last years, they are either not applicable to the photorefractive nonlinearity (2.23) [69], or the restriction to the semi-infinite gap remains [70].

This can be overcome if the Fourier transform is replaced by another, more appropriate transform [71]: The key idea of Petviashvili was to separate linear and nonlinear terms during the iteration. In the case of statically imprinted lattices [Eqn. (2.31)], the linear terms can be expressed by the operator [cf. Eqn. (A.2)]

\[
G^{(stat.)}_{lin} \equiv -2 \beta + \nabla^2 + k_0^2 w_0^2 \delta_n^2 (r_\perp).
\]

(A.9)

Since the eigenbasis of this operator is formed by the Bloch functions \( \psi_m(r_\perp, k_\perp) \) (cf. section 2.3.1), the inverse operator \( \left( G^{(stat.)}_{lin} \right)^{-1} \) can be applied easiest in the Bloch space. The link between the ordinary space and the Bloch space is provided by the Bloch transform

\[
\mathcal{B}_m[f(r_\perp)] \equiv \tilde{f}_m(k_\perp) = \int_{\mathbb{R}^2} f(r_\perp) \psi_m^*(r_\perp, k_\perp) dr_\perp, \quad m \in \mathbb{N}, \quad k_\perp \in FBZ
\]

(A.10)

and its inverse [cf. Eqn. (2.33)]

\[
\sum_{m=1}^{\infty} \mathcal{B}^{-1}_m[\tilde{f}_m(k_\perp)] \equiv f(r_\perp) = \sum_{m=1}^{\infty} \int_{FBZ} \tilde{f}_m(k_\perp) \psi_m(r_\perp, k_\perp) dk_\perp.
\]

(A.11)
Herein $m$ denotes the number of the Bloch band. With this transform the Petviashvili iteration becomes

$$a_{n+1} = \sum_{m=1}^{\infty} B_m^{-1} \left[ |M|^{3/2} \cdot \frac{E_m \left[ -\gamma_n E_{\text{scr}} (|a_n|^2) a_n \right]}{\beta_m (k_\perp)} \right]$$

(A.12)

$$M = \frac{\int d\mathbf{k}_\perp \beta_m (k_\perp) |B_m[a_n]|^2}{\int d\mathbf{k}_\perp E_m [\gamma_n E_{\text{scr}} (|a_n|^2) a_n] (B_m[a_n])^*}.$$  

(A.13)

The $\beta_m (k_\perp)$ represent the eigenvalues of $G_{\text{lin}}^{(\text{stat.})}$ corresponding to the Bloch functions $\psi_m (r_\perp, k_\perp)$.

The algorithm (A.12), (A.13) shows good convergence properties also within the finite gaps. Additional control can be exercised by restricting the Bloch basis to those $\psi_m (r_\perp, k_\perp)$ whose propagation constants lie within certain bands. This provides an easy method to obtain the basic solitons of the higher-order gaps, since the constraints on the initial condition $a_0$ are not critical (a roughly approximated intensity profile with a correct phase profile is sufficient in the majority of cases).

One drawback of this algorithm consists in the relatively large numerical expense, since the Bloch transform is much slower than the fast Fourier transform. This expense can be reduced by further restricting the Bloch basis, although this leads to less accurate solutions. However, these are excellent initial conditions for the gradient-based methods discussed in the previous section.

In the case of optically induced lattices, $G_{\text{lin}}^{(\text{stat.})}$ has to be replaced by

$$G_{\text{lin}}^{(\text{opt.})} \overset{\text{def}}{=} -2\beta + \nabla_\perp^2 - \gamma_n E_{\text{ext}} (|A_{\text{latt}}|^2).$$

(A.14)

Consequently, $E_{\text{scr}} (|a_n|^2)$ has to be replaced by $E_{\text{scr}} (|A_{\text{latt}}|^2 + |a_n|^2) - E_{\text{scr}} (|A_{\text{latt}}|^2)$ in the equations (A.12) and (A.13). This is obtained by adding and subtracting the term $\gamma_n E_{\text{scr}} (|A_{\text{latt}}|^2)$ on the left hand side of equation (2.32). Otherwise the periodicity would be ignored in the linear part of the iteration scheme, and the Bloch transform would degenerate to a Fourier transform.
B Numerical beam propagation and absorbing boundary conditions

There are several methods to solve the propagation equation (2.11) numerically [72]. The standard one is the so-called *split-step Fourier method* [also known as *beam propagation method (BPM)*], which belongs to the class of *pseudospectral methods*. The basic idea is to split the integration procedure into steps that would be required, if the right hand side of (2.11) consisted either of the linear or the nonlinear term alone. The linear step can be carried out in the Fourier space; it corresponds to solving a linear Schrödinger equation. The nonlinear step is approximated by an exponential function, thereby assuming that the nonlinearity ($\delta n^2$) does not change during the step (therefore the step width has to be small enough).

Due to its explicit nature and the possibility of using FFT routines, this algorithm is very fast (see [72] for a comparison). Nevertheless, it has also been proven to be very reliable.

However, using the discrete Fourier transform implies periodic boundary conditions. Though this does not matter as long as the beam stays localized, it becomes problematically when the decay of gap solitons is studied. As being demonstrated in chapter 3, the corresponding unstable eigenmodes have far-ranging, oscillating tails. Therefore artificial interferences arising from the grid boundaries cannot be efficiently suppressed by simply enlarging the numerical grid.

A simple method to circumvent these problems is to multiply the amplitude distribution by a filter function $f(x, y)$ in each step (filtered BPM). This function must be equal to one in the middle of the grid (usable area), whereas it should continuously approach zero in a transition zone near the boundaries of the grid. This is sufficient to absorb beams whose angles of incidence are not too high (less than $89.5^\circ$). Otherwise the transition zone has to be made very large (inefficient), or a significant amount of intensity is reflected.

A more efficient way of implementing truly absorbing boundary conditions is presented in [53]. It is based on rewriting the propagation equation (2.11) as follows:

\[
i\partial_z A = -\frac{1}{2\nu(x, y)} \nabla_\perp \left( \frac{1}{\nu(x, y)} \nabla_\perp A \right) - \frac{k_0^2 \omega_0^2}{2} \delta n^2(I) A. \tag{B.1}
\]

The original equation (2.11) is recovered for $\nu \equiv 1$, whereas it can be easily shown that the solution of the equation (B.1) is an exponentially damped wave if $\nu \equiv i$ and $\delta n^2 \equiv 0$. Thus an absorbing boundary layer (*Perfectly Matched Layer, PML*) can be constructed by choosing $\nu(x, y)$ to vary in a similar way between 1 and $i$, as the filter function $f(x, y)$ does between 1 and 0. The function $\nu(x, y)$ does not need
Figure B.1: Comparing PML and filtered BPM. (a), (b) transverse profiles of a tilted beam being absorbed by (a) PML boundary conditions and (b) a simple envelope function; (c) input intensity profile (transverse section) and PML profiles [Re(\(\theta\)) is also used as envelope function for the filtered BPM]; (d) output intensity profiles to be continuously differentiable however (this property is needed for the filtered BPM, since otherwise strong reflections occur at the boundaries).

Though a non-vanishing nonlinear term slightly increases the reflectivity of the PML, very high absorption coefficients can be achieved even for relatively thin transition zones and angles of incidence being very close to \(90^\circ\).

A comparison between filtered BPM and PML is shown in Figure B.1. For that purpose, \(f(x,y) = \text{Re}(\nu(x,y))\) was chosen. To simplify matters, the calculations have been carried out for a homogeneous medium using the isotropic model (2.24). Similar results are obtained for the anisotropic model however. The input beam was a fundamental soliton tilted by \(0.1^\circ\) in \(x\) direction, corresponding to an angle of incidence of \(89.9^\circ\).

Though both integration methods provide a strong damping of the beam at the grid boundary, the peak intensity of the reflected (output) beam is about one order of magnitude larger in case of the filtered BPM. For larger angles of incidence, this ratio quickly increases (for \(89.95^\circ\), it is already larger than 2 orders of magnitude). This is mainly due to the poor efficiency of the filtered BPM; the
reflectivity of the PML raises much slower with the angle of incidence.

However, one drawback of the PML is that pseudospectral methods cannot be applied to equation (B.1). For transversally one-dimensional systems it is possible to use pure implicit methods like the Crank-Nicolson scheme instead [53]. However, these turn out to be too time-consuming for two-dimensional systems.

One alternative is given by the **Hopscotch method**, which combines both the advantages of explicit (speed) and of implicit (stability) integration schemes. This is achieved by dividing the transversal grid points \((i, j)\) into odd and even ones, depending on the sum \((i + j)\). At first an explicit scheme is applied to the even points; subsequently an implicit one is used for the odd points. In doing so no implicit equations have to be solved directly, since the explicit results can be used as approximations at the adjacent (even) points. That followed, the roles of odd and even points are exchanged in order to retain the symmetry.

Integration schemes of this kind have been successfully applied to several problems, including the Korteweg-De Vries equation [73] and the simulation of the spatio-temporal dynamics of semiconductor lasers [74, 75].

In our case, it is possible to apply it to the whole equation (B.1) on the one hand [72], or to use it as a replacement for the FFT based linear step in the standard BPM on the other hand. Within this thesis, the latter has been implemented.
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